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ABSTRACT Network-on-Chip (NoC) has been unfolded as a superior alternative for integrating a
considerably greater extent of cores on a single chip. Recently, multi-core systems have become prevalent
because of the increased processing demands for high-performance embedded applications. Application
mapping techniques play a significant role in enhancing the extensive performance of such complex multi-
core platforms. Developing and implementing efficient application mapping techniques are required for
system design to meet the demand of such complicated multi-core systems. The paper primarily focuses on
dynamic application mapping techniques, classifying them into a number of subcategories. It highlights such
approaches and techniques that aim to enhance the performance of the NoC-based systems by optimizing
them in terms of communication cost, latency, energy consumption, power, execution, and computational
time. Future challenges, trends, and simulation tools have also been spotlighted.

INDEX TERMS Network-on-chip, application mapping, system-on-chip, VOPD.

I. INTRODUCTION
Due to the rise in complexity of embedded This is some
system devices, system-on-chip (SoC) incorporating the
numerous processing cores on a single chip to perform
various functions is the primary paradigm of today’s digital
world. The SoC uses a shared medium bus to communicate
intellectual property (IP) cores and is widely utilized in
domain-specific devices [1], [2], such as aerospace, medical
sciences, microprocessors-based technology, and wireless
communications. Due to the higher density of components
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in SoC, the implementation of a shared-bus architecture
is getting complicated. As the number of cores increases
on the chip, the performance is not enhanced and scaled
by the increased processing cores due to the limitations
of the shared-bus architecture. Network-on-chip (NoC) has
emerged as a feasible substitute to cater to the new
inter-core communication demands of the growing number
of components on a chip and faster communication between
the cores [3]. NoC architecture is considered a part of or
a subset of SoC-based technology [4]. NoC uses IP cores
connected with the routers and inter-switch links [5], and
the communication between the cores is done by transferring
packets with these routers and links. Messages are divided
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into smaller packets to be transmitted between various cores
that allow for the efficient use of network resources. NoC
employs a routing algorithm for the determination of the path
that each packet follows from the source to the destination.
Various switching techniques are developed to transfer
packets such as circuit and packet switching. A physical
path from source to destination is reserved before the data
transmission in circuit switching. While in packet switching,
each message is partitioned into fixed-length packets which
are transmitted without reserving the entire path. Buffers are
placed at the NoC routers to temporarily store packets that
need transmission. NoC provides considerable refinement
in SoC communication infrastructure, mainly by replacing
the bus-based architecture. NoC design and development are
undoubtedly one of the significant research areas of digital
system design in the current era. The research problems in a
NoC domain are broadly distributed into different categories.
One of the categories belongs to communication infrastruc-
ture, such as the architecture of the router, optimization of
buffer utilization, topology in NoC, clocking, floor planning,
and layout. Another category deals with a communication
archetype, such as packet routing policies, network con-
gestion, switching techniques, ensuring reliability in NoC
systems, and thermal and power management. The evaluation
framework is another category that deals with the system’s
bandwidth, throughput, and latency. Once these design
and communication infrastructure-related requirements are
fulfilled and finalized, a key challenge in the final design
and architecture of a NoC platform is the association of IP
cores to routers. Thus, application mapping is a significant
step in the overall design process [6] that directly affects
the communication time, cost, bandwidth, and overall NoC
performance. Many surveys [4], [7], [8] and textbooks [9],
[10] related to NoC have been published. However, there
have been various advanced research problems in the field
of NoC that need to be addressed. Besides other research
problems reported in the literature, the mapping takes
on a significant and distinguished place amongst other
research problems. It presents a multitude of complexities
and numerous challenges, particularly when faced with
dynamic scenarios. These include fault occurrences, network
congestion, load balancing, and the management of high
energy consumption caused by task placements. The main
purpose of this survey is to furnish an extensive overview
of the major traits of NoC mapping, and the main emphasis
is on Application Mapping in such dynamic scenarios. The
distinct techniques on the basis of dynamic scenarios are
first segregated into different categories, and their various
dimensions, along with their contributions to enhancing
the performance metrics are presented, which is the main
contribution in a real-time mapping domain. Also, research
directions are provided extensively in this survey paper. The
rest of the survey is organized as follows: Section I presents
the broader overview and some essential components related
to application mapping problems in a NoC-based multi-
core platform. Detail discussion on application mapping

techniques is presented in Section II. Section III presents
details related to the simulators and performance metrics.
Section IV presents the latest trends and future related
to application mapping. Finally, Section V concludes this
article.

A. SCOPE
In this study, we focus on the implementation of application
mapping techniques and strategies in NoC systems in
dynamic scenarios. To accurately approximate area and
overall power usage for NoC platforms, the simulation work
is carried out to evaluate and derive latency, power consump-
tion, and communication bandwidth. The initial steps are
to develop communication infrastructure, methodology, and
evaluation setup. After the initial steps, one of the highly
significant steps is to obtain the optimal placement and
mapping of application tasks to processing cores in a NoC
platform. This helps to improve the communication cost, the
overall latency, and system performance.

B. APPLICATION MAPPING OVERVIEW
An application mapping design problem has become a
crucial aspect of NoC architecture and design. It is required
to efficiently map and place the application tasks onto
the appropriate processing elements to fully exploit the
resources incorporating NoC. The application task mapping
is allocating tasks of an application onto cores while
considering the various optimization factors and criteria, such
as total execution time, latency, and energy consumption [6].
The parameters mentioned above are directly affected by
optimal task mapping decisions. Numerous algorithms and
techniques have been designed and developed to achieve
optimal task mappings. The application mapping problem
is known as a non-deterministic polynomial-time (NP)-hard
problem [7].
In [11] and [12], research problems related to NoC and

a general discussion on NoC architectures, platforms, and
applications are provided. A comprehensive survey of appli-
cation mapping techniques and their classifications into static
and dynamic categories is presented in [13]. The authors
of [14] and [15] have presented various mapping techniques
on multi-core systems. A survey on fault tolerant-based
application mapping techniques for NoC platforms has been
presented in [16], which discusses techniques used to recover
the system from the faults. Several approaches are discussed
comprehensively in the survey, such as mapping techniques
integrated with routing, redundancy techniques, and remap-
ping configurations. In addition, a performance comparison
is also spotlighted. A survey on optimization of mapping and
scheduling techniques for NoC platforms has been provided
in [17]. The survey also classifies mapping techniques
into static and dynamic domains. A comprehensive survey
on application mapping techniques and their comparative
analysis have been presented in [18]. The survey discusses
the classification of application mapping techniques focusing
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on static mapping techniques. Moreover, a comparison in
terms of communication cost, power, latency, and energy
consumption is also presented for implementation of real-
time applications, such as video object plane decoder (VOPD)
and moving picture expert group-4 (MPEG-4).

Many surveys and reviews are available related to the other
three research dimensions of NoC architecture and design.
However, the fourth dimension, i.e., application mapping,
is not reviewed to that extent. Although many comprehensive
surveys are available that discuss the application mapping
problem and approaches in detail, there still exists room
to further elaborate and discuss the application mapping
techniques in dynamic scenarios. The primary aim and
emphasis of this study is to present a classification of
application mapping techniques, especially in real-time
dynamic scenarios. This study mainly targets different
domains concerning several measures, such as the execution
of new enabling applications in the system, fault avoidance,
critical thermal conditions, and readiness. This paper also
presents application mapping in congestion-based scenarios
and cases where the NoC status in terms of loaded links
and cores is taken into account. These are the real-time
challenges confronted by the system, and dynamic mapping
approaches that are efficient and effective can address them.
Finally, futuristic trends in theNoCmapping domains are also
highlighted. Figure 1 depicts the NoC application mapping
process that consists of an application core graph to be
mapped onto 2 × 3 mesh topology. The cores are mapped
to various available locations as shown in the mesh topology.

C. GENERATION OF TASKS GRAPHS
Any application that runs on the NoC platform is charac-
terized by a task graph consisting of an instruction set that
sequentially executes on the processor [19]. The communi-
cation task graph (CTG) shows the application divided into
various specific tasks and the application’s communication
sample. It represents the data volume exchanged between
the applications’ tasks. A task graph N can be represented
as N = N (T ,C); the vertexes of a task graph stand for a
set of tasks (T = {T1,T2,T3, · · · ,Tn}) and tasks have the
associated information regarding their communication. The
directed arcs (C = {ci,j|i, j = 1, 2, 3, · · · , n}) which occur
amongst the tasks characterize interdependencies and volume
of data between two application tasks or nodes.

Application task graphs are obtained in the following way:

1) By the use of the embedded system synthesis bench-
marks suite (E3S)

2) By generating the task graphs using the task graphs for
free (TGFF) tool [20]

3) By real-world applications having multi-threaded fea-
tures, attained by using the communication extraction
from threaded applications (CETA) tool [21].

4) The use of a scaling algorithm such as the benchmark
scaling algorithm in [22] for the generation of extensive
and large task graphs.

In a NoC design, task graphs are often linked with
deadlines to ensure the timely execution of tasks in a multi-
core platform. These deadlines are significant for real-time
and time-sensitive applications. There are tasks in real-time
systems with hard deadlines that must be completed within
a specified time frame; otherwise, the system may fail to
produce the correct results. Scheduling techniques can be
employed to ensure the tasks meet their deadlines efficiently,
adjusting computational and communication resources with
real-time requirements. Such methods optimize the task
execution to ensure reliable task completion. To meet the task
deadline, considerations of task dependencies, delays, and
resource allocation are required, and scheduling analysis is
incorporated to ensure the efficient execution of applications.

Generating and simulating task graphs have varying
complexities to deal with, such as type and size of application,
communication bandwidth measurement between tasks, and
their deadline requirements. Also, it would require certain
NoC setups, such as selecting appropriate topology, routing
protocol, and injection rate with various other run-time
parameters. One important consideration is task modeling
complexity of representing real-world applications such as
task graphs with accurate timing and dependencies con-
straints for complex dynamic systems. The other challenge
could be realistic workload generation that mimics the
behavior of actual real-time systems. In order to accurately
simulate it on real-time systems, the simulation of real-time
task graphs requires precisemodeling of underlying resource-
intensive hardware/ software modules. Even scaling up the
simulation to cater to large-scale systems with numerous
tasks and modules while maintaining real-time responsive-
ness is one of the significant challenges. Addressing these
challenges while looking into the constraints in task graph
generation and simulation requires effective design and
analysis of real-time systems.

This surveymainly emphasizes run-time-based application
techniques and their various dimensions. For detailed litera-
ture regarding task generation tools, the readers may explore
graph generation research presented in [23], [24], and [25] in
which information related to generations of synthetic graphs
is presented.

II. CLASSIFYING THE APPLICATION MAPPING
STRATEGIES
Mapping application tasks to cores in the NoC platform
can either be performed at the design time (i.e., static or
offline mapping) or at the run-time (i.e., dynamic or online
mapping). Design time techniques use static platforms and
predefined taskswith specific communication characteristics.
Thus, the static techniques are unsuitable for dynamic
scenarios with variable workloads and other variable factors
in which new applications may emerge at the system’s run-
time that need execution on the NoC platform. In the case
of static mapping, placement of application tasks onto the
cores in NoC is defined at the design time, i.e., the decision
regarding mapping tasks is made before the execution.
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FIGURE 1. Application mapping onto NoC.

It means that the mapping is performed offline before the
application execution. The static mapping policy always
attempts to define the finest possible positioning of tasks
in the offline design time mode for a particular application
and the target inter-communication infrastructure. Once the
mapping is finalized, the mapped tasks are executed at
run-time, and the mapping cannot be changed. Due to the
algorithm complexity and the lengthy execution time of the
mapping solutions, the static mapping techniques may not be
appropriate for dynamic workload scenarios [26].

A. CHALLENGES AND CONSTRAINTS OF
REAL-TIME/RUN-TIME MAPPING
A dynamic mapping technique can allocate each application
task onto a core at run-time in contrast to static mapping.
A system may encounter various challenges and face
constraints at run-time that arise from dynamic variations
of system conditions in its operation. Real-time NoC
mapping is a complex optimization problem as it requires
specialized strategies and techniques to meet real-time
constraints while adapting to varying conditions. At a high
level, some of the key constraints and challenges while
generating an optimal mapping for real-time systems are
resource and timing constraints, dynamic workload-related
challenges and constraints, fault tolerance, resource sharing,
and reconfiguration-related challenges.

Availability of resources and satisfying task deadlines
are significant challenges that need to be addressed using
state-of-the-art mapping methods. One significant challenge
is the potential performance degradation brought on by an
overwhelming workload on some cores while others remain
underutilized. Also, faults may occur at any core, further
impacting the system’s performance. Another major issue is
congestion, which may occur when links between the cores
become overloaded, leading to reduced system efficiency.
One other challenge of thermal variations that may threaten
the system’s performance and reliability. Addressing these
challenges during run-time is a crucial issue. The systemmust
be able to adapt to these changing conditions. The adaption
is necessary in order to optimize performance, balance
workload, mitigate faults and critical thermal conditions,
and alleviate congestion on heavily utilized links. Optimal
dynamic application mapping algorithms offer a solution
to these run-time variations and critical challenges. These

algorithms involve intelligent algorithms and techniques
that allocate tasks to the cores more effectively. Dynamic
reconfiguration of the system’s resources is performed in
order to mitigate all the issues and challenges discussed.
However, the algorithm may increase the computational
complexity at the run-time, thus increasing the energy
usage and the run-time execution delay. These challenges
can be solved by designing and developing efficient NoC
Application Mapping techniques. Many such techniques
that address the complex challenges are presented in this
research work and organized into sub-categories. Design time
mapping, i.e., static mapping, is generally recommended and
widely used for NoC multi-core systems because dynamic
mapping may significantly cause excess communication
overhead, eventually increasing the system’s overall delay,
thus affecting system performance. However, the static
mapping techniques do not consider the overall network load,
average channel load between the cores, and load balancing
amongst the cores. Therefore, the dynamic mapping tech-
niques have significant advantages over the static mapping
algorithms. In summary, Figure 2 presents the categorization
of various mapping techniques.

B. DYNAMIC MAPPING TECHNIQUES IN NOC
Dynamic (run-time) mapping approaches are needed when
application tasks are required to be inserted into the system
at their run-time. After the tasks have been mapped, task
migration strategies can revise the placement of tasks
that are already mapped if there are changes in the user
requirement or application execution is needed to enter
the system. Dynamic mapping can be either distributed or
centralized, depending upon the type of control management
unit that performs mapping-related activities at run-time.
In centralized dynamic mapping, a centralized core, referred
to as a manager core, makes the mapping decisions, whereas,
in distributed mapping, multiple agents or nodes share
network information or status to make the optimal mapping
decision. Applications, such as multimedia and networking
that run on heterogeneous multi-processor SoCs (MPSoCs),
usually have a diverse workload. This means that a variable
number of tasks are simultaneously being executed at the
MPSoC. For dynamical workloads, this can necessitate
the execution of task mapping at run-time to satisfy real-
time constraints. A multi-core processor also uses task
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FIGURE 2. Classifications of application mapping techniques.

migration strategies to enhance run-time efficiency. It entails
either relocating tasks when the performance obstruction is
found or distributing the workload more evenly among the
multiple processors. In contrast to task migration, dynamic
task mapping allows the insertion of new tasks into the
system on the fly. Various heuristic mapping algorithms are
prominently used in run-time mappings. These heuristics are
rule-based mechanisms that consider certain factors such as
task communication patterns, load balancing, and proximity.
They help to optimize tasks to PE allocation in real-time
systems while ensuring faster communication, and then the
system performance is improved.

The primary cost function in mapping techniques is opti-
mizing the occupation of links in NoC systems. Performance
improvement can be achieved if a mapping algorithm can
minimize NoC congestion. MPSoC architectures can be
considered as processing nodes that communicate with one
another through a network. The processing nodes or cores can
run either hardware or software tasks. The hardware opera-
tions are carried out in reconfigurable units or by dedicated
IPs. The tasks are allocated to the MPSoC resources, though
the number of tasks may surpass the number of available
processing elements. One processor may be nominated as a
manager processor, which manages and controls the system’s
resources. When the MPSoC begins its implementation,
only the immediately required activities are assigned to the
processing elements. When the execution is started, only
initially needed tasks are mapped to the system. When a
given task attempts to interact with another task that is not

yet present, a new task is assigned. The main responsibilities
of a multi-processor (MP) are resource control/management,
task binding and mapping, task relocation or migration, and
managing the reconfiguration process. When tasks begin to
execute, the communication requests made by the application
tasks are first carried to the MP, and they can dynamically
change the configurations. If the destination is not present,
the MP executes a dynamic mapping algorithm to map the
tasks to the cores.

First free (FF) mapping in [27] finds the first available
core and assigns it a task. It is one of the basic and simplest
mapping algorithms. The taskmapping follows the sequential
order from the origin of the NoC, i.e., (0, 0) location,
to the end of the NoC platform. The mapping technique
does not consider the congestion or cost evaluation while
the mapping is performed. In the nearest neighbor (NN)
mapping technique, the free node is searched, and the task
is allocated to that free node around the node requesting
the task execution. The algorithm aims to map the tasks
as close as possible to each other within a small area.
The FF and NN mapping techniques are discussed in [27]
and [28]. Although the tasks in the NN algorithm are mapped
closer to one another, this approach does not consider the
inter-communication cost among the tasks. Thus, the tasks
may be placed at a distance from each other, and then it
results in increased overhead. In [29], the authors proposed
a smart NN-based task mapping approach. The proposed
algorithm divides an architecture into virtual clusters with
virtual boundaries such that the tasks of the multiple
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applications can share the resources in different clusters.
Each cluster provisions one initial task allocated to its central
PE. Once the initial mapped task executes and requests for
its corresponding communicating task, the algorithm maps
the next incoming requested task onto the same PE if the
PE has the required capacity. This results in the decreased
overhead of communication. By mapping multiple tasks on
the same PEs, the approach can be beneficial as it mainly
allows mappings of tasks closer enough to each other for the
sake of communication overhead reduction.

Communication-aware technique [30] having packing-
based NN technique, which investigates the available
resources before suggesting the near to communicating tasks
on the same PE, is presented. Moreover, the proposed
approach prioritizes the application tasks in close proximity
to further minimize the communication overhead. The exper-
imentations and analysis show that the proposed technique
is more effective in alleviating the congestion in NoC than
the other existing alternative techniques. The communication
energy mapping technique discussed in [31] maps tasks with
higher communication close to each other. The algorithm
maps the task having the highest communication volume to
the first available PE. The neighboring tasks of the already
mapped task get sorted in order of the communication
volume. The task with the highest communication is selected
and mapped to the core having the smallest distance from
the already mapped Processing element or core. Similarly, all
tasks are mapped to the nearest available PE.

Consider the application task graph [31] as shown in
Figure 3. It contains the task graph showing tasks (circled
nodes) from 0 to 12. The communication volume of all the
independent tasks, which is computed by all the incoming and
outgoing volumes of data at the specific node, is represented
in the form of a list (green-colored array/list shown at
the bottom of the task graph). Because task 4 has the
highest communication volume, i.e., 55, it is first mapped
to the mesh-based NoC platform in Figure 3 (shown on the
right-hand side by grey interconnected blocks). Its neighbors
are nodes 1, 7, and 8, and the node 1 has a higher
communication volume, so node 1 is mapped next in the
nearest possible location to the already mapped task 4 in
the mesh-based NoC. The other two neighbors are 7 and 8,
which need to be mapped next. Now, node 8 has higher
communication than node 7, so task 8 will be mapped with
task 4 next on mesh-based NoC. Then, task 7 will be mapped
at the closest possible location. Similarly, all the tasks are
mapped based on the communication volumewith the already
mapped tasks.

Mapping of different Applications-a motivational
Example: An example of a NoC-based heterogeneous
system consisting of two types of cores is presented
in [32]. Multiple performance-constrained applications are
concurrently executed on the cores, as shown in Figure 4.
Consider such a multitasking multi-core-based scenario
in which a computer system user runs an integrated
development environment, e.g., a music player, an email

FIGURE 3. Task placement in a communication energy algorithm.

FIGURE 4. Various dynamic execution scenarios, (a) System with
3 running Apps, (b) App1 finishes execution, (c) App2 under-performing
needing more resources, (d) New App enters the system.

service such as round cube, or starts downloading a file.
The initial mapping for three applications, i.e., App1, App2,
and App3, may be decided according to their performance
constraints at the design time. While the application tasks
execute on cores, three run-time execution scenarios might
be possible that need dynamic or run-time mapping: 1) one
of the applications finishes its execution; 2) an application(s)
may face degradation in performance due to Congestion
in the network or variation in the workload, and 3) a new
application(s) arrives in the platform to be executed.

In the case where App1 completes its execution, the
resources which it occupies can now be dynamically assigned
to App2 and App3, which might be helpful for them to finish
their execution in a short time, as shown in Figure 4 (b).
Dynamic remapping is performed to allocate free cores to
the running application tasks to perform their tasks faster.
This may enhance the performance and be beneficial in
reducing energy consumption because the two applications
are able to execute and finish earlier. Dynamic mapping or
remapping is also required in the case where there might be
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performance degradation due to congestion or variation in
workload in the network as presented in [32]. In this case,
applications might face different workloads in the execution
phase. The contention or workload is monitored, and action
is taken so the tasks are remapped to the cores to avoid
performance degradation. Figure. 4 (c) shows a case where
App2 gets more resources to deal with the performance
degradation problem faced during execution. The cores can
also be acquired from the over-performing application, which
is App3, if there are no free cores available in the system. In
the last case, the user launches a new application while the
other application tasks are also running and being executed
on the cores. Suppose the running applications have acquired
all the cores. In that case, the dynamic algorithm might
check for available possibilities to remap the current tasks
and assign PEs to the newly inserted application tasks to
satisfy the performance constraints. Figure 4 (d) shows such
a case where new App4 gets added to the system while the
other applications, i.e., App1, App2, and App3, are already
executing. The dynamic algorithm makes such decisions
to allocate PEs of over-performing applications, i.e., App1
and App2, to App4. At the same time, App3 continues to
execute with the same number of cores. Dynamic mapping
techniques comprise a variety of approaches designed to
address the various challenges encountered by run-time
systems. Consequently, these techniques can be further
categorized based on the specific conditions or circumstances
that necessitate the use of dynamic application mapping.
One such category is congestion-aware dynamic application
mapping. In such dynamic mapping, the application tasks
are assigned to the PEs considering the congestion in
the network links. Also, once the cores are mapped and
executed, any link faces more congestion, and then the
tasks can be re-mapped to the other cores having links with
lesser congestion. Therefore, dynamic mapping facilitates
the development of congestion-aware mapping solutions in
run-time or real-time execution of the NoC. Another category
is thermal-aware dynamic mapping, which considers the
thermal characteristics of the components used in the NoC
when mapping application tasks. Dynamic mapping also has
significant importance for mapping techniques that adapt
based on the occurrence of faults in the cores or routers.
So, once the cores on which a task is mapped are prone
to any defect or fault, the task is re-mapped to the other
available cores so that the system is fault-aware and avoids
any permanent fault by using fault-aware dynamic mapping
techniques. Dynamic application mapping is also applied to
scenarios where the mapping can be adapted at a run-time
based on the load balancing performed amongst the network
cores. Application mapping techniques are further discussed
as follows:

1) ENERGY-AWARE DYNAMIC APPLICATION MAPPING
TECHNIQUES
Reduction of energy consumption and management of
network load are key challenges in designing multi-core

NoC systems. Application mapping plays a vital part in the
design of such systems. Efficient and optimal task mapping
helps significantly minimize the total energy consumption
and communication overhead between interdependent tasks;
hence it plays a major role in the performance enhancement
of the system.

In [30], the proposed technique investigates the available
cores ahead of recommending the adjacent tasks of the
application on the same PEs. The technique tries to place
tasks in close proximity to deal with and reduce the overhead
involved in communication. The proposed algorithmworks to
decrease energy consumption as well as the total application
execution time. However, as the degree of nodes in the
application graph increases, more tasks are mapped onto
the same processing cores and potentially leads to deadline-
based misses. Compiler-based task mapping technique [33]
is presented in one of the works, which reduces energy
consumption and improves the efficiency of the system.
The experimental outcomes and analysis show that energy
consumption is calculated based on the scenarios with
and without packet routing and task-to-core mapping.
The authors in [31] have systematically studied selected
run-time application mapping techniques using the same
collection of assumptions, platform, and device models.
An extension of one of the algorithms, i.e., communication-
aware packing based nearest neighbor (CPNN) technique,
has also been proposed that helps to minimize communi-
cation overhead between the interlinked tasks. In addition,
the authors incorporated high-level Petri nets to perform
systematic verification and abstraction of the proposed
methodology. The proposed mapping algorithm achieves a
reduction in communication cost as well as end-to-end packet
latency. It also reduces energy consumption for small mesh
NoCs.

The authors in [34] proposed an efficient knapsack-
based bin-packing technique for workload management
that positions tasks so that available processing cores are
exploited to the greatest extent possible. An algorithm
with task swapping capability has also been presented that
attempts to further refine the task placement as decided by
bin packing algorithms. The experimentation is performed
to improve the energy and network load. An energy-aware
based scheme [35] is presented for NoC that aims to obtain
the reduction in the communication energy. In the first phase
of the technique, the evaluation of the connectivity state of
applications at run-time is performed, and the task having
the largest amount of communication is picked and mapped.
In the next phase, the tasks adjacent to the already selected
tasks are sorted by communication volume and allocated
to the nearest PEs. In [36], the authors proposed a task
assignment scheme while incorporating user behavior. The
capability of having a user behavior effect empowers the
system to react to real-time changes more quickly, and
then the system adapts dynamically according to the user
requirements. By using the sequence of events, the algorithm
determines the user behavior once it interacts with the system.
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Several techniques are proposed and presented for the
solution of the task allocation problem while considering
communication energy optimization. The incorporation of
user behavior in the algorithm further reduces communi-
cation energy. However, additional computational overhead
is introduced due to the machine learning schemes and
techniques for processing user behavior. The Mesh network
can be divided into multiple clusters so the applications
are able to run in their specific clusters. In some cases,
the application’s tasks exceed the number of the selected
cluster’s processors. In such cases, if the tasks from the same
application are assigned to different clusters, they may cause
performance degradation. This issue is addressed in [37] in
which an efficient mapping approach incorporating multiple
clusters is presented in which the placement of the tasks
belonging to the same application is performed in the same
cluster’s region. In the first phase of the algorithm, static
clustering is performed to collect the data regarding the count
of tasks per application. In the next phase, dynamic clustering
is implemented to accommodate the desired applications in
the clusters. The technique achieves energy reduction while
enhancing the performance of the system.

A dynamic cluster size-based technique [38] is presented
for a multi-core NoC platform that incorporates distributed
resource control and management. The architecture of the
NoC is distributed into several clusters of the same size at the
initialization phase. The clusters can then borrow cores from
neighboring clusters to efficiently assign the application tasks
at run-time. The technique effectively balances the workload
of NoC and the Energy consumption reduction.

For the application task mapping of tera-scale-based
NoC platforms, a reclustering-based approach having
decentralized-agent phenomena is presented in [39]. The
authors suggested a cluster-based task mapping strategy for
task mapping in which the NoC cluster’s size changes at
run-time accordingly based on the load of the system and
the communication-based pattern, thus minimizing overall
energy consumption. In [40], a run-time mapping heuristic
is proposed based on a tradeoff between processor load
and communication volume. The presented architectures
are divided into clusters with fixed sizes at design time.
Then, a reclustering process can change the cluster size
at run-time based on the application mapping. Energy-
aware scheduling is investigated in [41], and the scheme
is applied to real-time streaming applications executed on
edge devices. A revolutionary re-timing-enabled strategy
is designed to convert the dependent-based workload to
an independent task-based model to free up energy and
unused slack in processors. In addition, ARSH-FATI, which
is a novel population-based algorithm, is presented that can
dynamically switch between exploitative and explorative
search approaches in real-time to maximize efficiency.
In addition. a contention-conscious earliest edge consistent
deadline first (EECDF) scheduling technique is also proposed
that jointly performs application task mapping and ordering.
An efficient mapping technique [42], which is known as

a hierarchical and dependency-aware (HAD) technique,
is presented. In this technique, one core is dedicated to being
a global manager that runs the HAD scheme. The number
of transitions of the tasks is contrasted with the available
cores in the initial step, while in the second step, the mean
occupied position (MP) is calculated to decide the placement
of the cores. In some cases, application tasks are not always
executed on allocated PEs simultaneously. Thus, there can be
PEs having mapped tasks that are still idle and waiting for the
data to be received for processing. These situations may arise
in NoC and may lead to low utilization issues of PEs while
application mapping schemes are applied. A hierarchical and
dependency-aware application mapping algorithm has been
reported in [43] that covers the above-mentioned issues and
aspects of spatial mapping and task interdependency. The
proposed algorithm works such that when an already mapped
task completes the execution, the allocated PE is released, and
another unmapped task is allowed to be mapped. Thus, fewer
PEs are required in the region in the region selection phase.
The algorithm helps to increase the elasticity of future tasks
and creates an impact on the latency and higher utilization of
the resources.

2) RELIABILITY-AWARE OR FAULT-TOLERANT APPLICATION
MAPPING TECHNIQUES
The emergence of deep sub-micron-based technology has
aggravated various reliability-related concerns in multi-core
platforms, including NoC. Due to the quick rise in the
elevation of permanent faults, aggressive technology scaling
has spotlighted the issues and concerns of Reliability. Many
factors, such as accelerated aging effects, including electro-
migration, manufacturing, and testing-based challenges, are
the major causes of these faults. The overall reliability is
also concerned with the existence of soft upsets produced
due to the cross talks, coupling noise, and transient faults.
To overcome the major issues that can degrade the system in
terms of reliability, the above-mentioned factors are quickly
becoming an issue to be reckoned with [44]. Considering
these faults, the system’s reliability has become one of the
key challenges in NoC architecture and design [45], due to
which extensive research in this area is carried out in today’s
era.

Various research works presented fault models and cat-
egorization related to NoC design. The major problems
and factors causing reliability issues have been discussed
in the research work [46], [47], [48] fault-tolerant models
and various techniques are also presented that relate to the
diagnosis and avoidance of faults to intensify Reliability.
To deal with faults at the application level, dynamic appli-
cation mapping techniques have emerged to be prominent
and efficient techniques that have contributed to enhancing
the overall Reliability of the system. If any core in the NoC
becomes faulty, its mapped tasks can be remapped to any
other available non-faulty core. So, unlike static mapping,
the decision of migrating tasks of the faulty cores to the
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available cores can be made at the run-time considering
the status of the NoC platform, multiple events triggered,
which includes different fault scenarios, availability of the
resources or new enabling applications, etc. Failures in single
and multiple PEs are addressed by incorporating a general
manager [49] that performs the remapping. A highly efficient
mapping technique is implemented to identify the initial
mapping region in the offline mode. The second step maps
applications dynamically by using the optimized algorithm
Kuhn-Munkres that remaps applications to PE in a newer
region nearer to the initial region. The schememakes an effort
to minimize the communication overhead and the energy
while dealing with the faults at the same time.

A dynamic decentralized resource based [50] and
application-driven task mapping technique is presented for
three-structured-based streaming applications. The tech-
nique’s major aim is to reduce contention and communication
costs while considering faults. To mitigate faults at the sys-
tems level, a system-level run-time fault-tolerant application
mapping technique [51] is presented. The main objective is
to optimize the NoC performance and consumption while
considering specific permanent, intermittent, and transient
faults in NoC. As a dynamic technique, it identifies spare core
placement and performs migration of faulty cores to spare
ones, thus reducing the failure contamination area (FCA). The
paper emphasizes various scenarios of spare core placement
for faulty cores. The proposed technique is highly efficient,
and significant throughput improvements are achieved
as compared to the techniques not incorporating faults.
A methodology for heterogeneous multi-core processors
has been proposed in [52] that estimates near-optimal task
mappings intending to enhance the factor, mean workload
to failure (MWTF). An artificial neural network (ANN) can
estimate the vulnerability factor in RISC-V processing cores
at run-time to achieve this. An optimized run-time application
mapping has been achieved using the proposed technique,
mainly targeting better MWTF and MWTF/energy tradeoffs.

In [53], a dynamic fault tolerant mapping technique has
been presented that considers the application tasks’ temporal
attribute and the faults’ timing record. Regarding the state
of the cores, a fault-aware technique has been presented
that reduces the overall communication energy and improves
the quality of service for the running applications. A fault-
tolerant-enabled mapping scheme is introduced in [54],
which proposes the placement of spare cores flexibly in the
mesh of tree-based NoC. The algorithm incorporates integer
linear programming (ILP) and particle swarm optimization
(PSO)-based application mapping under fault scenarios so
that the tasks on the faulty cores can be executed at the
spare cores in case of failure. The experiments are carried
out in static as well as dynamic scenarios to optimize
latency and throughput. In [40], a run-time mapping heuristic
is proposed based on a trade-off between processor load
and communication volume. The proposed architectures are
divided into clusters having fixed sizes at design time.

Then, a re-clustering process can change the cluster size at
run-time based on the application mapping. The presented
work aims to increase system reliability while making a
trade-off between processors’ load and communication vol-
ume. Several fault-tolerant application mapping approaches
are presented that aim to mitigate permanent faults. They are
also implanted in field programmable gate arrays (FPGAs).
However, architectural-based aspects are limited in certain
approaches. The fault-tolerant-based mapping approach for
NoC has been reported in [55] that offers to place the spare
cores flexibly onto NoC having torus topology and takes into
account the faults as well. ILP and PSO have been presented
in order to place spare cores while mapping. In the next
phase, the routing algorithm and spare ore placement are
performed on FPGA, incorporating real-time fault injection
and fault-tolerant mechanism. The algorithm is analyzed and
compared with other techniques in dynamic scenarios and is
found to be efficient with regard to communication cost and
run-time. The experimental flow of the proposed fault-based
application mapping is shown in Figure 5.
Fault tolerance core mapping (FTCM) is a system-level

fault-based task mapping scheme introduced in [56]. In order
to manage faults in a multi-core-based NoC platform,
the scheme offers core mapping based on variable-sized
applications while taking into account the spare cores taking
responsibility for the failed cores’ tasks. The mapping is first
performed using weighted communication energy and the
average distance between the nodes. Secondly, it incorporates
the spare core placement strategy. The tasks of the cores
having higher failure probability are shifted to the spare cores
in the network, thus enhancing the overall reliability.

To achieve reliability in NoC, a hybrid reliability-based
mapping approach has been presented in [57] that employs
multi-objective based optimization along with reinforcement
learning (RL) to provide optimal mapping solution in fault
scenarios. The algorithm works in two phases. In the initial
step, a set of best remapping solutions are generated offline
for various fault scenarios that use a biogeography-based
optimization algorithm to reduce energy and migration costs.
In the next step, an artificial neural network agent has
been trained to select the optimal remapping solution from
the already generated ones. Using the proposed algorithm,
this algorithm features to recover from the failures at
the run-time. This technique proves to be better in terms
of reliability and ensures a reduction in overhead that
is caused by re-mapping the solution’s storage. The RL-
based run-time application mapping platform is shown in
Figure 6. Many research efforts have been made in order
to solve application mapping problems, but they do not
always consider other dimensions, such as topology or
routing algorithm, in their approach. However, one of the
research works [58] delves into fault-tolerant techniques for
application-specific NoCs (ASNoCs) while also considering
routing algorithms. The work addresses persistent defects in
ASNoC interconnection links by offering a meta-heuristic

122702 VOLUME 11, 2023



S. Saleem et al.: Survey on Dynamic Application Mapping Approaches

FIGURE 5. Experimental flow of fault-tolerant application mapping onto torus topology based NoC.

approach based on particle swarm optimization (PSO) to
deploy spare links and introducing fault-tolerant routing
algorithms. The approach is implemented using an FPGA
board. The experimental outcomes show considerable gains
in performance measures, validating the efficacy of their
strategy in comparison to earlier efforts. Overall, the research
provides insightful recommendations for improving the
efficiency and reliability of ASNoCs in the presence of
link problems. Some techniques are developed for the
already-known task graphs. However, researchers strive to
develop techniques in order to tackle unseen graphs as well.
One such technique, i.e., fault-tolerant multiapplication onto
regular NoC (FANC) [59], has been proposed, which intro-
duces a fault-tolerant application mapping approach based on
Machine Learning (ML). The technique carries adaptability
to unseen graphs and topologies while offering robustness
as well as an improved convergence rate. It incorporates an
ML-based model to extract pertinent information from the
search data, integrating it into the search process efficiently.
The experimental results prove the technique to be effective
in terms of better communication cost, latency, throughput,
and power usage. The fault-aware mapping techniques in
NoC improve system reliability by seamlessly transferring
tasks of faulty cores to the available free cores. However,
it entails a trade-off between performance and workload
distribution. Energy and power consumption. The techniques
are efficiently developed such that they can mitigate faults
but, at the same time, require careful consideration of these
tradeoffs.

3) CONGESTION-AWARE DYNAMIC MAPPING TECHNIQUES
NoC platforms allow multiple PEs to exchange and process
information simultaneously communicated over multiple
links. Hence, it is highly desirable to entail such a mecha-
nism or functionality that parallel communication between
different numbers of PEs is free of congestion or has the
least possible congestion. The occurrence of congestion
and network contention within NoC can remarkably affect
the entire system’s performance in terms of degradation in
efficiency and throughput [60], [61]. Network contention can
be one of the causes of the start-up time being delayed or

the completion time of tasks being held up for longer than
expected. Thus, a reduction of network contention within
NoC is one of the main concerns of researchers today.
Network congestion is one of the major challenges [62] and
occurs when some other data transaction occupies a channel
or a link, and the remaining data packets have to wait and are
queued up until the required link is available.

Dynamic or run-time application mapping can be carried
out while considering the congestion and contention among
the various cores or links. Different dynamic application
mapping approaches are presented in the literature, which
attempts to map the task of the applications on the processing
cores considering the congestion in the NoC Platform. The
work in [27] aims to reduce execution time and congestion
by implementing a congestion-aware application mapping
approach in NoC-based systems with dynamic variable
workloads. Moreover, comparisons of various application
mapping algorithms, such as path load (PL), minimum
maximum channel load (MMC), and minimum average
channel load (MAC), are conducted based on average channel
occupation. Furthermore, a clustering approach for mapping
multiple applications on multiple clusters is also presented.
To reduce congestion and the communication energy in NoC,
the author in [63] proposed a task mapping heuristic and a
definite switch-based platform that can reduce the congestion
occurrence due to simultaneous access to the shared memory
in NoC Platform. The proposed technique is limited to the
single task execution mapped to each processing element.
Only single shared memory is incorporated while conducting
experiments for the smaller Mesh sizes such as 4× 4. In [29]
the author has proposed a dynamic task mapping technique
that maps multiple higher communicating tasks onto that
same PE or at PEs closer to it. The approach reduces overall
communication overhead, congestion in the network, and
energy. However, load balancing between the available cores
is not considered in the proposed technique. Communication
energy-based global optimization is not achieved for all the
processing cores, as only the cores nearby are considered for
placement on the same PEs. The author in [64] proposed a
run-time application mapping technique that employs a pre-
processing step, which helps minimize the communication
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FIGURE 6. RL Based run-time application mapping [57].

overhead and evenly balance the load between the PEs. This
dynamic technique helps to enhance the system performance
by optimizing application execution time, resource usage,
and energy consumption. However, computation time and
algorithm execution time are increased due to pre-processing
steps in the algorithms. Experiments have been conducted on
the smaller NoC sizes with a limited number of applications.
To deal with communication overhead and to optimize NoC
in terms of congestion, run-time mapping heuristics have
been proposed in [65]. In this technique, the application’s
communicating tasks are assigned to the same processing
cores or close to each other within a particular region. The
proposed algorithm creates virtual clusters to map the initial
tasks. The analysis has been performed with a 8times8 NoC,
and the work only considers the single task to be mapped on
PEs.

Similarly, in [66], a dynamic application algorithm is
proposed that considers NoC contention. The presented
algorithm is divided into two stages. The first step involves
identifying a rectangular area appropriate for mapping
the incoming application. Then, in the following steps,
application tasks are assigned to processing cores within the
specified area of the algorithm based on the communication
between the tasks. To reduce internal and external NoC
congestion, another run-time application mapping approach
is proposed in [67] that attempts to reduce the internal

and external NoC congestion. The main drawback of the
technique is that for mapping the first task, its highest number
of edges is considered. However, the communication of the
tasks is not considered for selecting the first task.

In [68], an efficient dynamic task mapping approach
is presented, which incorporates congestion speculation
(DTMCS). The algorithm not only maps application tasks
to the PEs efficiently but also takes into account future
traffic patterns based on link utilization. Instead of only
focusing on improving the current packet blocking situation,
the presented algorithm attempts to improve the overall
congestion by the link usage-based speculation window
in NoC platforms executing applications with real-time
traffic. The analysis is done using a large communication
volume with complex traffic patterns, and the presented
algorithm shows minimal communication latency. In [69],
an optimized platform CAP-W for wireless NoC is presented
with congestion-aware features that aim to reduce internal
and external congestion. The algorithm consists of three
phases. An adaptive routing algorithm capable of balancing
the usage of wired and wireless network links is proposed as
the first step of the algorithm. In the second phase, a run-
time application mapping technique is implemented that
minimizes congestion probability. In the third phase, a task
migration scheme is implemented that considers the dynamic
variation regarding application behaviors. The analysis shows
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significant improvement in congestion in the platform over
processing cores of wireless NoC.

A congestion-aware mapping scheme has been proposed
in [70], which optimizes the core mapping using link
betweenness centrality to relieve congestion from heavily
loaded NoC links. The data volume traversing through the
NoC links is monitored. The mapping is performed based
on that information to optimize the NoC in latency and
congestion. Mapping and scheduling of the applications in
dynamic schemes either do not consider communication
workload or approximate network congestion while not
considering its effect on the performance of tasks regarding
their timings. An enhanced technique for dynamic task
allocation as well as the scheduling [71] is developed,
having the capability of link contention awareness, which
together assigns the tasks on the PEs while scheduling
the communications on the links. The proposed technique
can select a route to mitigate network contention while
the application tasks are being executed. The analysis
shows the proposed technique’s efficacy regarding deadline
satisfaction and improving the latency of the executed
applications. A task mapping technique [67], for a proximate
mapping region, is presented that attempts to minimize
internal as well as external congestion. For initiating the
allocation process, the algorithm chooses the first processing
element with the largest number of free neighbors close
to it. However, the technique can cause disintegrated free
processing cores as the algorithm selects the initial PE
with sufficient neighboring PEs for the allocation of all
application tasks. In [72], a contiguity adjustable based
square allocation (CASqA) technique has been proposed that
aims to allocate the application’s task onto the multi-core
architecture within a square region. The algorithm allows
enough flexibility to customize mapped processors while
focusing on the application mapping solution’s internal
congestion and energy dissipation reduction. Congestion-
awaremapping techniques address various contention-related
issues in NoC at loaded links. These techniques effectively
mitigate congestion occurrences, minimize computational
complexity, reduce remapping overhead, and help to achieve
balance amongst system objectives such as energy efficiency
and response time.

4) THERMAL-BASED OR TEMPERATURE-AWARE DYNAMIC
MAPPING TECHNIQUES
Due to technological advancements, it is now achievable to
integrate a significant range of IP cores, processing elements,
and memory modules on a single chip. However, the close
placement of the cores has produced thermal hotspots
within the multi-core platform. Ensuring and establishing
thermal protection in real-time systems is a difficult chal-
lenge, particularly in scenarios where multiple applications
are in execution at different times. Due to technological
advancements and technology scaling, integrated circuits are
becoming vulnerable to many thermal-based hazards, which

may occur due to increased power density and many other
factors, alongwith the close spacing among the cores. Critical
temperature rises have a number of major consequences,
including a decrease in transmission speed, a decline in
reliability, and an increase in energy usage. The research
work in [73] demonstrated that with a 10 percent rise in
temperature, the latency of on-chip interconnects rises by
5 percent. The rise in temperature of the on-chip elements
can be the major cause of the permanent failures that
deteriorate the system performance and are irreversible.
In certain scenarios, the failed core may cause the system
to totally collapse. Therefore, the temperate rise has become
a significant concern in NoC. In multi-core real-time-based
platforms, the applications are dynamically entered into the
system for the execution [74].
Therefore, application mapping is one of the major steps

in the NoC multi-core platform design that influences the
overall system performance. While the applications arrive
and enter the system to be executed, they exhibit variable
thermal attributes that are unknown ahead of the execution.
Static approaches are not fruitful as they consider the thermal
profiles in the offline mode instead of the run-time scenarios.
Therefore, in real-time platforms, it is of major concern to use
dynamic thermal-based task mapping strategies for managing
the temperature of on-chip elements while dynamically
executing the application on the NoC multi-core-based
platform. Thermal aware mapping ensures that the on-chip
interconnect meets the thermal specifications. However, the
time involved in the migration of the tasks might negatively
impact the efficiency of the application in terms of timing.
Hence, thermal aware task mapping is a challenging task in
terms of real-time dynamic framework.

To deal with the thermal instability issues of the multi-core
platforms, various system-level thermal mapping techniques,
scheduling techniques having thermal-aware characteristics,
and dynamic voltage scaling techniques may be employed.
In [74], an improved thermal-based dynamic approach incor-
porating task mapping and scheduling has been presented
that uses a non-profiling scheme for NoC platforms. The
presented thermal-based technique maintains the integrated
circuit’s thermal safety specifications by jointly considering
the threshold-based thermal control scheme along with a
run-time task (re)allocation technique. The research work
reduces the chip’s peak temperature compared to the other
dynamic approaches and reduces the application’s average
packet delay while satisfying the task deadlines. Figure 7
shows the overview of the system model.

Communication latency and chip peak temperature opti-
mization may be difficult in certain dynamic scenarios.
In certain cases, mapping tasks close to each other can
reduce the latency, but it may lead to poor heat dissipation.
To resolve this issue, an efficient dynamic application
mapping scheme is proposed in [75] that reduces the
application’s communication latency and running time while
managing the thermal attributes. This technique first selects
the 3D cuboid areawithin theNoC network for each incoming
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FIGURE 7. Overview of system model [74].

application by having a certain number of occupied vertical
layers along with its distance to the heat sink. This is done to
allow optimization regarding both the performance and the
peak temperature. In the later phase, exact core regions are
determined, and task to core mapping algorithm executes for
the final mapping. This algorithm gives optimized results in
terms of total running time and communication time while
also taking into account the thermal constraints.

In [76], a power-thermal task allocation technique has been
proposed with a reconfigurable NoC framework. Balanced
mapping is provided for multiple applications in multi-
core CPU-GPU-based NoC systems in the dark silicon era.
Task mapping and resource configuration are formulated
by incorporating LP to look for the optimum solution.
Distributed resource management with an efficient, balanced
mapping technique is proposed to minimize the thermal
hotspots and improve the run-time performance considering
the thermal budget and communication constraints of multi-
core NoC. For the purpose of comparisons, implementation
of minimum path contiguous task mapping has also been
implemented. A fault self-testing/ recovery mechanism [77],
[78], is proposed, and a remapping technique is implemented
that ensures the migration of tasks in dynamic scenarios to
cope with permanent Faults of the processing elements. The
proposed work presents two modules, and one is the task

migration module incorporated in each PE that is responsible
for extracting critical data from faulty PEs. The other module
is run-time-based task remapping, which searches for the
optimum remapping for that given fault scenario. The work
reduces power consumption, maintains load balancing, and
avoids thermal hot spots.

To obtain a balanced thermal profile while the applications
are in the execution phase, a distributed thermal management
framework is presented in [79]. A neural network is
implemented for the thermal throttling, and the algorithm
assesses the task migration based on benefits between
neighboring cores. Although the algorithm performs well in
terms of thermal management of the cores, but additional
functionality is needed for the neural networks of each core
to be trained. For real-time chip temperature estimation,
a thermal management-based technique is presented in [80],
which uses a support vector machine (SVM). Dynamic
thermal control on overheated cores entails voltage/frequency
minimization to keep the chip’s temperature within limits.
The real-timemapping and scheduling problem incorporating
a temperature-aware mechanism is methodized in [81].
It proposes an efficient phased steady-state mixed ILP
approach that performs effective scheduling and allocation
decisions based on the thermal profiles of the cores to
affect the chip peak temperature directly. Application task
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assignment and scheduling technique are presented that
allows the designers to solve the large instances-based
mapping problem but at the cost of accuracy for the running
time improvements.

In [82], a highly efficient technique to enhance the lifetime
and reliability has been presented that dynamically migrates
the workload in a predictable fashion such that assignments
and executions of the tasks are completed on time. While
this strategy considers the availability of the destination core
for meeting the task’s deadline, its scalability regarding the
platform size is constrained. In [83], a temperature-aware
task-mapping algorithm is presented that can prevent hotspots
by using adaptive multi-threshold values to achieve a highly
uniform thermal distribution. The algorithm measures the
temperature of cores and switches tasks as soon as the core’s
temperature exceeds the normal temperature of the chip.
If a core reaches an absolute maximum temperature, it is
turned off. Thus, by achieving an extremely evenly thermal
distribution and stopping hot cores from reaching a certain
threshold, the algorithm enhances the overall reliability of the
NoC.

In [84], the proposed work uses an adaptive thermal-
based scheduling technique for multi-core-based systems
(A-TMS) that incorporates a number of run-time controllers
to modify the service levels of the applications based on
core temperature and device usage. To consider the criticality
regarding the timing constraints and the tasks, the study
in [85] employs a process based on workload reassignment.
It employs a thermal-based application mapping approach
which reduces temperate overheads and minimizes energy,
enhancing the system’s reliability. However, to avert and
deal with the thermal emergencies that occur on the running
core, the algorithm has the provision to drop the tasks to
maintain reliability. In the run-time, reconfiguration of the
mapping solution is done on the basis of dynamic variations
in the system in terms of resources and latency of the system.
In [86], the mapping reconfiguration approach is used such
that a set of mapping solutions is produced at the design
stage for a number of applications considering resource usage
and performance characteristics. The tasks are migrated to
the other PEs based on predictable reconfigurations. At the
design stage, low latency-based migration routes having
minimum allocated overhead between the source and target
mappings are calculated. These are used at the run-time
to apply mapping reconfiguration for a certain application
if needed. The proposed algorithm is efficient in terms of
low allocation overhead and acceptable latency. To deal
with the temperature-related issues in 3D NoC platforms,
an earlier constraint programming-based approach from 2D
NoC is extended and applied for efficient core mapping in
3D NoC Architecture presented in [87]. In this approach,
the processing cores are categorized and set to low power,
medium power, and high power. They are assigned to certain
places at mesh-based NoC to reduce overall communication
cost and computational time while considering the thermal
constraints. Moreover, tasks are scheduled on the cores based

on the matching performance level to optimize the over-
all computation time. Thermal-aware application mapping
approaches offer various advantages such as improved system
reliability, optimal thermal management, and enhanced per-
formance. However, the implementation of these techniques
increases the complexity of the design, requires additional
resources, and adds greater overhead in terms of power
and latency. In addition, certain thermally-aware mapping
techniques may encounter scale difficulties with larger and
more complex systems, limiting their applicability in certain
circumstances.

5) SCHEDULING TECHNIQUES INCORPORATED IN NOC
SYSTEMS
The performance of the system can be depicted using
certain metrics, such as time consumed by computation
and communication in NoC to run and execute a certain
application. It is one of the major factors involved in the
design. The computation time is normally dependent upon
the design of the IP cores. However, the communication
time is not only determined by the routing protocol, but
task scheduling methods also have a major impact on it.
The tasks must be executed in a certain well-established
order to achieve optimal performance. This comes under the
umbrella of a scheduling problem. The optimized solution to
such a problem is using an efficient scheduling algorithm.
A novel adaptive approach has been proposed [97], that has
the ability to handle dynamism for multiple applications on
the NoC platform under throughput or energy consumption
constraints. First, at the design time, a set of non-dominated
schedules for the tasks and their mappings are computed.
During the run-time, a lightweight, adaptive scheduler
is implemented to reconfigure the allocation of run-time
applications on the basis of the status of a network for
available cores. The run-time adaptive scheduler chooses the
optimum topology for the specific application and performs
taskmapping using the Tetris algorithm. The algorithmworks
in an adaptivemanner that can alter and remap themapping of
the applications at the run-time, thus delivering enough power
to achieve the application’s constraints.

contention and energy-aware task mapping and edge
scheduling (CA-TMES) approaches called CA-TMES-quick
search and CA-TMES search are presented in [88] that are
used to allocate tasks to PEs in the NoC platform. The
inter-voltage frequency island (inter-VFI) communication
and overall makespan reduction have been achieved by
mapping the tasks on the processors of VFI. In [89],
an efficient scheduling technique has been proposed that
schedules the periodic tasks onto the NoC architecture while
employing an earlier deadline first task ordering policy.
The computation of the useful temporal attributes is also
performed in the presented work, allowing the tasks to satisfy
the relevant constraints while monitoring the communication
cost. A heuristic technique for improving energy and
contention-based tasks with precedence constraints has been
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developed in [90]. The analysis shows that the algorithm
optimizes energy usage using efficient task mapping and
scheduling approaches. However, re-timings based on task
level to reduce overall energy have not been considered.
An energy-aware based scheduling approach is proposed for
real-time applications in [41]. A re-timing-based approach is
designed to convert the workload having dependencies into
an independent model to get the resources. A population-
based scheme known as ARSH-FATI has also been proposed
that can dynamically switch between the explorative and
exploitative capabilities of search schemes for performance
tradeoffs. In addition, an algorithm that is communication
and contention aware based on EECDF is also developed
for efficient scheduling between the tasks. In [91], an aging-
aware scheduling method that considers the negative bias
temperature instability (NBTI) aging effect and its influence
on the task scheduling framework in NoC is presented. The
task scheduling model has been developed with the help
of the NBTI aging model, which helps to analyze the core
degradation. Considering the performance degradation and
the communication overhead between the cores, a meta-
heuristic scheduling technique is developed based on PSO.
The technique proves to be better regarding the completion
time and enhanced throughput of the system compared to
non-aging-aware scenarios. To deal with real-time scheduling
in multi-core systems, an algorithm for the homogeneous
platform is proposed in [89], with reconfigurable dependent
and periodic tasks to be assigned to multiple processing
cores in a NoC-based system. Reconfigurations are auto-
mated operations that allow the addition and/or removal
of application tasks and their shared messages in the NoC
platform. The proposed platforms incorporate a periodic task
model and a novel scheduling strategy for the computation
of useful temporal attributes that allow the tasks to satisfy
the constraints, and the technique worked while managing
the communication cost in NoC. Scheduling-based NoC
application approaches can enhance resource efficiency, task
distribution to cores, and communication overhead. However,
challenges include scheduling complexity, overhead, and
dynamic workload variations, or system uncertainty.

6) DYNAMIC MAPPING TECHNIQUES FOR PERFORMANCE
ENHANCEMENT (TECHNIQUES IMPROVING LATENCY AND
TIME, LOAD BALANCING, INCREASING THROUGHPUT, ETC.)
In [92], the best neighbor (BN) task mapping technique has
been introduced that attempts to place the tasks on the best
possible neighbors. The technique helps to reduce the execu-
tion time. Performance evaluation with different benchmark
applications has been presented, including VOPD, MPEG-4,
etc. A homogeneous NoC platform-based run-time dynamic
task mapping scheme for heterogeneous NoCs is presented
in [93]. The algorithm incorporates the User behavior during
the application task assignment process, allowing the system
to adapt more effectively according to the changes and
adjust suitably at run-time. In [94], another homogeneous

NoC platform-based two-step run-time approach has been
proposed that is able to assign various applications tasks
on the NoC in an incremental fashion while incorporating
multiple voltage levels. The first step is to find a suitable area
of NoC for mapping followed by a greedy dynamic-based
heuristic that performs the final mapping tasks. The proposed
algorithm helps reduce the overall execution time, and
significant communication energy has also been estimated to
be reduced. A distributed agent-based mapping technique to
address the dynamic application mapping problems in NoC
is proposed in [95].
In the agent-based mapping technique, agents are actually

constituted of a small task that manages and keeps a record of
the information about resources and their state. These agents
can be placed on any node in the platform. The agents interact
with one another to explore computing elements suitable for
the mapping purpose. Global agents (GAs) are incorporated
to keep all the clusters’ global information. In contrast,
the mapping requests for the local clusters are maintained
by cluster agents that share these requests and information
with the GAs. In an attempt to minimize communication,
run-time mapping time, and task relocation time, a spiral
mapping algorithm known as dynamic spiral application
mapping (DSM) is proposed in [96]. The technique searches
for suitable placement of tasks so as to assign the tasks in
a spiral fashion, taking the start from the center towards the
boundaries of the NoC-based network. The work in [65]
describes the blend of hardware and software processing
elements formulated on MPSoC Platform. The proposed
architecture nominates one of the processing nodes out of
all the nodes to act as a managing node whose responsibility
is to keep the status of resource management, task binding,
task resettling, and reconfiguration control. On the basis of
the above-mentioned information, the manager node assigns
new mapping to the application tasks. A mapping algorithm
based on two phases is also proposed. In the initial phase
of the algorithm, preliminary mapping on the basis of the
first available place in the network is accomplished. New
tasks that request allocation are mapped in the second step
by employing the run-time technique. Similar to this, more
comprehensive work with new mapping methods has been
proposed in [30].

In [97], a distributed run-time mapping technique is
introduced, which incorporates a strategy involving local
managers and controllers. The technique is further divided
into three sub-classes: the initial core, controller-based core,
and manager core. The initial cores are the selection of cores
for mapping purposes. While the resources are managed by
the manager core, the controller core observes the status
and activity of distinct subregions of the NoC. Another
proactive region selection scheme (MapPro) presented in [98]
is the first node selection-based technique, and the tech-
nique aims to reduce execution time and congestion. This
scheme exploits the idle time between the two consecutive
mapping requests to look for suitable candidate mapping
regions. A dynamic multi-agent and distributed resource
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management-based technique, i.e., DistRM, is proposed
in [99]. In this approach, instead of a centralized placement
of the manager core for managing the tasks, the technique
incorporates the agents that are distributed over the NoC
platform to manage the task mapping service to available
cores. A mapping approach that incorporates online and
offline applications to be mapped on the same network has
been proposed in [100]. The major objective of the technique
is to minimize the average latency by mapping critical
run-time applications on nearby nodes. On the other hand,
non-critical applications are distributed across the available
NoC platform nodes. Non-contiguous application mapping
may be able to improve the throughput of NoC. However,
increased communication distance causing network delays
may occur due to mapping tasks done in the non-contiguous
region. The mapping in the work [30], [31], [65] is performed
as early as possible basis in which the new task is assigned
to the PE as soon as the task enters the system for the
execution. In [95], a decentralized run-time agent-based
mapping technique method for heterogeneous NoCs is
presented in which cluster-based agents are incorporated
for mapping. A cluster agent has the charge to perform
mapping within a specific cluster while the global agent
monitors and keeps the information that relates to all the
clusters and works with one of the specific cluster agents
for the task mapping activity in that specific cluster. Despite
the fact that this scheme decreases total network traffic for
deciding the network’s current state, the computational and
communication overhead has risen due to the interactions
performed between the multiple agents. A communication-
centric predictive task scheduling algorithm is presented
in [101], which has characteristics of prediction and is
communication-aware at the same time. For the purpose
of task prioritization and processor selection, a prediction
matrix in PPTS is used. In the processor selection phase,
a method incorporating communication-aware features is
adopted so to choose the processor that minimizes the
overall communication. The analysis of experimental results
shows better results when applied to randomly generated
graphs and real-world application graphs. A summary of the
different dynamic application mapping schemes is presented
in Table 1. Although many research efforts are being made
to enhance performance once the applications enter or leave
NoC Platform. However, most fragmentation of applications
is not considered in approaches. The research work [102]
explores the concept of dynamic run-time mapping in
NoC-based many-core architectures. The contribution of
the work involves defragmenting fragmented applications
to reduce migrations and improve mapping quality without
requiring a threshold for the process. It achieves fine-grain
defragmentation by evaluating freed resources after each task,
enhancing overall performance. The study shows promising
improvement in system speed and resource efficiency by
implementing run-time mapping defragmentation. Figure 8
shows mapping solutions before and after defragmentation
is applied. A hybrid approach incorporating both design

time and run-time requirements is proposed in the research
work HyDra [103], which aims to reduce communication
cost and energy overhead. The approach generates multiple
mappings during design time, prioritizing communication
optimization. The dynamic mapping phase utilizes design
time mapping and reconfigures them on the basis of run-time
availability of the resources and application requirements.
The complete Framework of the Hydra dynamic mapping
algorithm is presented in Figure 9. In [104], a machine
learning framework has been presented to provide mapping
solutions that are near to optimal with improved latency and
throughput. The algorithm is used to intelligently learn from
past experience and recommend the NoC system to get to
its performance, power, and reliability objective. In [105],
mathematical modeling of application mapping problem is
done using linear programming that incorporates computa-
tion and communication capacity along with power-related
constraints as well. Later, simulated annealing (SA) and
GA algorithms have also been implemented, having power
budget constraints related properties to solve the large-scale
application mapping problems. In [106], run-time task
allocation with reconfigurable NoC is proposed in which dis-
tributed resource managers are incorporated that dynamically
reconfigure voltage and frequency levels of NoC. A mapping
algorithmMinEnergy is presented to minimize overall power
and energy. A linear optimization model for best solution is
presented and a cutting-edge optimal mapping approach is
presented for comparison. In [107], problem of large-scaled
applications are mapped onto heterogeneous NoCs with an
effort to minimize the hotspots. First, a linear programming
model is implemented to search for an optimal solution,
followed by a heuristic algorithm for faster search space
exploration at design time and run-time in extensive NoCs.
Latency and throughput-related improvement is carried out
while reducing the hotspots as well.

III. EXERIMENTAL SETUP
To evaluate the application mapping algorithms for
multi-core NoC systems, different benchmarks are used.
Random applications are also used in the mapping techniques
that are generated by the TGFF tool, and the random
applications serve to evaluate and compare algorithms.
Similar to the TGFF Tool, other tools like it (TGG) or
TGF benchmarks (E3S) are also broadly utilized to generate
task graphs of different sizes for comparison purposes.
Experiments are also conducted on real-time benchmarks to
evaluate the performance of the distinct applied techniques.
Other than VOPD, MPEG-4, picture in picture (PIP), H263
Encoder and many other real-time application benchmarks,
PARSEC and SPLASH are also widely used benchmarks
for the evaluation of run-time mapping techniques. PARSEC
benchmarks are used in NoC research to assess the
performance of on chip communication networks in terms
of real-time and parallel workloads and also support
multithreaded applications. SPLASH is also used for the
comprehensive evaluation of network bandwidth, latency,
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FIGURE 8. Mapping states before defragmentation (a), after defragmentation (b,c), and with a new application mappped after defragmentation (d).

FIGURE 9. Hydra-a hybrid mapping framework.
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and workload related metrics. NoC Simulators employ a
variety of real world and synthetic benchmarks to evaluate the
performance. NoCTweak [108] is the highly parameterizable
NoC based open source simulator that is used for early
investigation of energy and performance efficiency of
multi-core based NoC platform. NoCTweak can be used to
evaluate based on multiple performance metrics, including
latency, power, energy consumption, throughput, and link
bandwidth. Its integration with an ORION Tool [109], [110]
allows the designers to find power at different CMOS nodes
according to certain power models. The tool also allows the
use of Synopsys Design Compiler to synthesize RTL designs
of the router components. With certain traffic patterns,
post layout power data of the elements can be given to it
for evaluation of power and energy parameters. However,
NoCTweak has certain limitations regarding certain design
capabilities, such as topology, mapping optimization, and
precise energy and performance models. The shortcomings
of certain NoC tools are addressed in one of the modified
NoCTweak simulators, ENoCTweak, developed to evaluate
various task mapping techniques. The mainframe is based
on the NoCTweak simulator while integrating other NoC
components and simulation platforms. In the design of
dynamic multi-core NoC platforms, Graphite simulator [111]
is used to simulate NoC-based systems. Graphite is a parallel
and distributed based simulation platform that performs
high-level architectural assessment and evaluation, and it is
built on Pin dynamic binary based instrumentation tool [112]
and supports various protocols and types of networks.
To deal with and evaluate the performance of multiple
simultaneous running applications, an Application Scheduler
as well as Multi-application synchronization modules can
be incorporated in Graphite. Garnet is also one of the
widely used NoC Simulator integrated with gem5 simulation
framework. It replicates the behavior of real interconnected
networks, which allows researchers to closely emulate and
evaluate on-chip network’s performance. It mainly provides
a versatile platform for the study of NoC behavior, traffic
patterns, and topology, that aids in advancement in chip
design and performance.

IV. MATHEMATICAL MODELS
Mathematical models are developed to evaluate and assess
multiple performance parameters, including communication
cost, energy, network latency, throughput of the system, and
power usage. NoC-based communication cost is evaluated
by:

Cost =

∑
i,j

[Bti,tj × Ni,j], (1)

where Bti,tj is bandwidth between the tiles ti and tj and Ni,j
denotes the Manhattan distance. In detail, the Manhattan
distance between any two nodes (xi, yi) and (xj, yj) in NoC
platform can be given by

Ni,j = |xi−xj| + |yi−yj|. (2)

Average latency of the NoC architecture is given by

Ltav =
1
N

N∑
i=1

1
Ni

Ni∑
j=1

Lti,j (3)

where Lti,j is latency of packet j from one tile to other,N is the
total number of processors in the NoC and Ni is the number
of packets that a processor receives after iwarm-up time. The
average throughput of the network, Thav, is given by

Thav =
1

N (Tsim − Twrm)

N∑
i=1

Ni, (4)

where Tsim is the simulation time and twrm is thewarn-up time.
The average power, Pwav, is expressed by

Pwav =
1
N

N∑
i=1

Ni∑
j=1

[αi,j · Pwact,j

+ (1 − αi,j) · Pwinact,j] (5)

where Pwact,j is the active power, Pwinact,j is the inactive
power of component j, and αi,j is the active measurement of
the component j in the router i.
The energy that each packet uses in terms of average

energy, Enp, is given by

Enp =
(Tsim − Twrm)

(N · Np)

N∑
i=1

Ni∑
j=1

[αi,jPwact,j

+ (1 − αi,j) · Pwinact,j], (6)

where (N · Np) stands for the total count of packets that
traveled in the NoC network.

In NoC based multiprocessor based platform, the energy
consumption is divided into twomajor parts 1) computational
energy 2) communication energy. Computational energy is
consumed in the PE and determined by the task’s attributes
and the PE’s efficiency [113]. The energy used by the network
elements for the transfer of the data amongst the processors
is termed communication energy. According to the bit energy
based model presented in [113], the communication energy is
represented in terms of bit energy consumption. Bit energy is
the energy used to transmit one bit of information from one
tile to another tile. Bit energy between tile i and j is given by

EBiti,j = ni,jERBit + (ni,j − 1)ELBit

+ 2ECBit, (7)

where EBiti,j is the energy required to transmit one bit of
information from tile i to tile j. ERBit is the dynamic energy
consumed to transmit a bit through the router components.
ELBit signifies the dynamic energy consumed to transmit the
bit on the links between the two tiles. ECBit represents the bit
energy consumed on the link that occurs between the router
and PE. Finally, ni,j characterizes the number of hops that the
bit passes while travelling between the tiles i to j, and it is
expressed by (2).

VOLUME 11, 2023 122711



S. Saleem et al.: Survey on Dynamic Application Mapping Approaches

Thus, the total communication energy consumption by the
NoC platform can be represented by

ENoC = K [navgERBit + (navg − 1)ELBit

+ 2ECBit] (8)

where K represents the total number of bits transferred
between source and destination tiles and navg represents the
average number of hops.

Computational energy consumed by each PE, Ej is
computed by

Ej = nrunj Erun + nidlej Eidle (9)

where nrunj represents the number of cycles for which the
processor pj is in the running state while nidlej represents the
number of cycles inwhich pj is in idle state [37].Erun andEidle
give a process’s running and idle states energy consumption,
respectively. Total computational energy consumption Ecomp
consists of energy consumed by all the PEs and is given by

EComp =

n∑
j=1

Ej (10)

Hence, the total system energy consumption is calculated
by accumulating the computational energy consumption and
communication energy consumption represented by

Etotal = EComp + ENoC (11)

A. MIGRATION COST
If a task ti from a source core that is placed at tile i is migrated
to a destination core placed at tile j, the migration cost for
migrating a task ti is given by

MCi = sizei × ni,j (12)

where sizei refers to the size of task in bytes, ni,j is the number
of hops a packet travels between tile i and tile j and it is
calculated by (2).

Lets consider that set MSet consists of all the migrations
to be done such as MSet = {m1,m2, ...,mn}. Every item
mk ∈ MSet carries certain characteristics tk, src, dst . Let tk
task that needs migration, src being the source tile, and the
destination tile is given by dst where tk is migrated.

The accumulated migration cost for all the migrations in
the set given above is calculated by

MCosttotal =

∑
mk∈MSet

MCk (13)

To formulate the migration energy usage, we can use (7) in
a modified form as represented in (13). In order to compute
the migration energy, MCosttotal is converted into a number
of bits obtained. Then, the total migration cost illustrated in
number of bytes is given by

Emig =

(
MCosttotal

navg
× 8

)
× (navgERBit + (navg − 1)ELBit + 2ECBit) (14)

B. RECONFIGURATION TIME
Reconfiguration time is one of the most significant param-
eters to be considered, as slow reconfiguration may affect
the performance of the run-time system due to delays in the
reconfiguration process. Performing an in-depth analysis of
worst case reconfiguration timings is important to ensure that
the real-time demands of an application remain unaffected
by the reconfiguration process. Reconfiguration time is
represented in (15):

Rt = St + Cst +Mgt (15)

where we represent reconfiguration time with Rt, St repre-
sents the Suspension time of the task, Cst is the search time
of core for migration and Mg is the migration time.

Suspension time St is the measurement of duration for
halting all task executions and transferring their messages
to the designated Processing Elements(PEs) while ensuring
no ongoing application messages are being transferred. Core
Search time is defined as the duration for searching the
appropriate core for the reconfiguration, and migration time
represents the time it takes to move the tasks from the current
halted core to the newly identified core.

C. EXECUTION TIME
Execution time comprises the mapping time (the time to find
the placement), communication time, computation time at the
PE, and waiting time when no resource is free in the platform.

D. RUN-TIME OVERHEAD
We define run-time overhead as the time the manager core
takes to execute the algorithm on the arrived applications until
it completes the task allocation process.

V. FUTURE WORK AND CHALLENGES
Future trends and key challenges are discussed in this
section that will take the application mapping perspective
and techniques into the next generation. Some trends are
discussed, which are as follows:

A. APPLICATION MAPPING INCORPORATING MACHINE
LEARNING
Machine learning schemes and approaches have been largely
employed in a range of massive and dynamic data-intensive
domains over the last few years. ML techniques have shown
exceptional results when applied to advanced problems
in network traffic-based predictions, resource control and
management, classification, routing decisions, congestion
control, and fault management. Because of these ML-based
approaches’ learning capability and features, they are a
great option for resource allocation for High-precision-based
prediction, and accurate design parameters can be obtained
using sophisticated approaches incorporating deep neural
network (DNN) and ML techniques. High-precision-based
prediction and accurate design parameters can be obtained
using sophisticated approaches incorporating deep neural
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network (DNN) and ML techniques. ML approaches are
classified based on their ability to adapt to modifications or
changes that occur. The training process of these schemes
is intensive in terms of data and consumes much time,
and it often necessitates extensive research during the
design phase. These methods are learned using predefined
platforms having certain workloads and are improved during
the execution by learning new improvements in workload
behavior to increase prediction accuracy. Extensively used
ML based models, including convolutional neural networks
(CNNs) and DNNs are the ANNs that take various inputs
in series and learn through the automatic procedures to
approximate a goal function that is best suitable based on
them.

Application mapping approaches in multi-core-based
platforms significantly affect the system’s efficiency. The
presented research work in [114] addresses energy efficiency
by estimating energy utilization and the system performance
resulting from data and task allocation on computational
elements. In this case, the prediction models are created
by employing carefully chosen supervised ML approaches
applied to raw data developed offline from the systems
executions. The approaches comprise SVD, ANNs, and adap-
tive boosting (AdaBoost). Similar work has been proposed
in [115] that discusses a learning methodology that can be
applied to many core systems to forecast mapping-related
performances. The prediction models that emerge will help
to enhance dynamic resource allocation decisions. In [116],
the authors explored different NoC architecture and mapping
approaches for DNN. An effective mesh NoC platform and
a load balancing-based efficient mapping solution has also
been presented. The analysis and experimentation demon-
strate the efficacy of the presented techniques for accelerating
DNNs while improving power and energy in NoC. In [117],
an automated mapping technique that starts at the single core
level with minimum run-time and memory accesses has been
presented as the main optimization objectives. The technique
is then applied to an appropriate multi-core mapping scheme
and tested using a flexible system-level simulation with an
NoC system. Design space exploration is performed such that
the widely used CNNs AlexNet and VGG-16 are mapped
to the multi-core platforms with varying core counts and
computing capacity per core to explore the trade-off. In [118],
an optimization approach in multi-core neural network chip
helps map logical cores onto physical cores while preventing
deadlock. An algorithm incorporating Simulated Annealing
along with two deadlock-free constraints is developed for the
mapping-related problem while the weighted communication
between the tasks is considered to be the objective function.
Two multi-layer perceptrons (MLPs), as well as two CNN-
based applications, are used for the sake of evaluation of
multi-core neural network platforms. Experimentation and
analysis revealed that the presented algorithm saves power
consumption and routing time for the purpose of inter-core

communication, hence improving the routing diversity as
well. The algorithm proved to be indispensable for multi-core
neural network-based chip design as it significantly improves
the time and power consumption of hardware implementing
neural network algorithms. In [119] a neural network
framework incorporating RL is implemented to solve the
application mapping problem. It is based on the algorithm
RL-MAP, which has a policy network for providing the
mapping sequence. There is a critic network that provides
an estimation of the communication cost of the mapping
sequences. The policy distribution is updated by the actor
network in some specific direction as per the critic’s
suggestions. Unsupervised data is used to train the proposed
RL-MAP algorithm to estimate the different combinations of
the cores to reduce the overall communication cost of the
NoC Platform. Finally, a 2-opt local search-based algorithm
is used to improve the solutions further. The RL-based
technique is better than the heuristic algorithms in terms of
communication cost and run-time.

B. APPLICATION-MAPPING IN 3D NOC
To cater to the inter-communication and complexity-related
demands of upcoming high density multi-core platforms
and architectures, 3D NoCs have been revolutionized as
an optimal solution. The 3D architecture has allowed the
integration of various layers of processing elements on
a single device, which has helped enhance the system
performance and reduced the device area, power usage,
and signal transmission delay. However, the architecture
feasibility of 3DNoC designs faces numerous key challenges,
including thermal-related problems, area overhead of 3D
routers, high-power usage, and increased complexity and
expense of vertical connection deployment. The efficient and
better thermal control and management of 3D structures is a
key challenging task and necessitates research into effective
methodologies. Application mapping has a remarkable effect
on NoC efficiency and energy usage. In [75] an efficient
run-time mapping scheme has been presented that reduces
both the application running time and the communication
latency while considering the thermal-constrained design for
3D NoCs.

In [87] an earlier constraint programming (CP) technique
for heterogeneous 2D NoC architecture is applied to a
3D model in this article. The approach selects core types
from a range of low-power to high- power core types and
assigns them to suitable locations on the mesh in a single
step, minimizing total computation and communication
expense while meeting temperature constraints. To obtain the
optimized results, in addition to the core location problem,
task assignments should be scheduled in accordance with
the cores with matching performance levels to reduce total
completion time. In [120], the authors have presented in depth
a number of notable research practices in 3D NoC system
architecture and testing.
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TABLE 1. Summary of literature review on dynamic mapping approaches.
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TABLE 1. (Continued.) Summary of literature review on dynamic mapping approaches.
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TABLE 1. (Continued.) Summary of literature review on dynamic mapping approaches.

C. APPLICATION-MAPPING IN WIRELESS NOCS
Due to the higher performance, low energy dissipation, higher
bandwidth, low latency, and flexible topology configuration,
Wireless NoC (WiNoC) has appeared as an optimistic
future on-chip platform. It is an emerging technology that
is progressing at a fast pace to become an alternative
communication infrastructure for the standard wired NoC.
While the chip cores are scaled for large NoC systems,
wired-based links may restrict network performance and
efficiency. Multi-hop information transfer between far-apart
nodes can also result in very high latency and high energy
and power usage in NoCs. To deal with these growing needs
to further extend the NoC size, new interconnect paradigms
for NoCs based on radio frequency (RF) linkage [121]
are introduced. WiNoC designs have been proposed as
a prospectively scalable interconnect platform that uses
wireless interconnects between the PEs for communication
to reduce communication latency and energy consumption.
Since all the PEs in WiNoCs share the wireless channels,
optimized mapping and task migration/ scheduling tech-
niques significantly reduce the congestion and hence enhance
the performance in NoC. In [122] a dynamic task mapping
algorithm (DAMA) is proposed for WiNoC that aims to

minimize the congestion. DAMA works in three major
phases: node selection, task mapping, and neighborhood
allocation. During the initial phase, the first most appropriate
node is selected to map the task, which is mapped on the
PE in the second step. In the next phase, the remaining
tasks are assigned to the available Processing cores so the
overall mapping is optimized and aims to reduce congestion.
Though experimental analysis presents that DAMA is proven
to be effective for minimizing internal as well as external
congestion probability, however, task migration is not done.
In [69] and [123], the authors have proposed a congestion-
aware WiNoC-based platform, CAP-W, which attempts to
improve both internal and external congestion. The work
discusses the shortcomings of congestion-based routing
algorithms and explores that the wireless channel usage will
be increased considerably in a case where an optimized
mapping strategy is not employed. To enhance the system’s
performance to a certain extent, the accomplishment of
an efficient application mapping strategy is an essential
part, along with adaptive routing for optimized results.
The proposed scheme, i.e., a CAP-W platform, is a triple-
layer platform mainly composed of three parts: mapping,
migration, and routing layers. The mapping layer works to
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minimize the congestion probability. The main responsibility
of the mapping layer is the selection of a suitable core as
the initial candidate core and finding the suitable task to be
mapped onto that selected PE. It then allocates the remaining
tasks on the basis of contiguity. While taking into account
the dynamic variation of the applications, the mapping
layer attempts to improve the congestion situation by
modifying the primary task mappings. Moreover, the routing
layer separates the short and long-distance communications
between cores to balance the utilization of both the wired
and the wireless networks. A novel technique for the design
of a congestion-aware application-centric WiNoC platform
has been proposed in [124]. MoT-based topology has been
used as a communication framework to use the advantages
of both mesh and tree topologies. Optimization related to
performance enhancement is considered at the same time
while long distant wire/wireless links are used in the MoT
topology for a given application. Moreover, a congestion-
aware approach with an adaptive routing algorithm is
presented to reduce the congestion probability. The analysis
presented in the research work shows that the presented
work improves network throughput, energy consumption, and
latency.

Various Articles and research studies present an RL-based
and ML-based framework, for application mapping prob-
lems for systems at a run-time. Despite this advancement,
challenges and gaps remain, prompting future research
into broader NoC topologies, real-time energy, congestion,
thermal-awareness, and fault-tolerant mapping approaches
while incorporating ML-based approaches to optimize NoC.
Many fault-aware mapping solutions are developed to mini-
mize communication overhead during core failures. However,
an inherent trade-off persists between communication cost
and system performance, prompting further exploration.
Subsequent investigations could focus on devising precise
methodologies that incorporate scheduling considerations
into fault-tolerant application mapping for diverse NoC
topologies, thereby addressing existing gaps and advancing
overall system reliability. Future directions also include
exploring fault-tolerant frameworks with reconfigurable
techniques for better performance and also investigating
applicability in 3D NoC environments. Advancements in
WiNoC-based application mapping will focus on adaptive
algorithms, real-time reconfiguration, and energy-aware
strategies, enabling dynamic optimization in the face of
evolving workloads and hardware capabilities for next-
generation high-performance computing systems. Hybrid
mapping and reconfiguration strategies exist for NoC, involv-
ing design time allocation, exploration, run-time mapping,
and reconfiguration based on optimal design time mappings.
However, future directions include potential enhancements
for more sophisticated NoC-based MPSoC platforms, such
as heterogeneous core systems and hierarchical wireless
nodes, expanding the applicability to further dynamic
workload distribution, other NoC Topologies, and real-time
scenarios.

VI. CONCLUSION
The paper reviews the application mapping techniques for
the multi-core NoC platform. Application task mapping
is one of the significant research areas to optimize NoC
architecture, and various algorithms have been implemented
to optimize the performance metrics. In this survey, we have
tried to spotlight dynamic application mapping approaches.
The mapping techniques’ classification has been presented
with a primary emphasis on the dynamic scenarios and their
run-time implementations. The dynamic mapping algorithms
are performed at the system’s run-time, and the tasks can
dynamically be adjusted according to specific criteria or
conditions of the network, such as network load, resource
utilization, and congestion in the links or routers. In dynamic
approaches, one of the challenges is to reduce the time spent
on mapping decisions at run-time, which adds to the overall
time overhead on the system. There is a need to develop
efficient mapping techniques to make mapping decisions at
run-time, so greedy algorithms are mostly used to search for
the solution space locally and efficiently. Moreover, thermal-
aware and fault-aware dynamic mapping approaches are
also discussed in which the mapping decisions are made
according to specific fault- and thermal-based scenarios.
Experimental setup and a few simulators are discussed, along
with performance metrics used for comparing and analyzing
the algorithms.
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