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ABSTRACT Thanks to the complementary nature of millimeter wave radar and camera, deep learning-based
radar-camera 3D object detection methods may reliably produce accurate detections even in low-visibility
conditions. This makes them preferable to use in autonomous vehicles’ perception systems, especially as the
combined cost of both sensors is cheaper than the cost of a lidar. Recent radar-camera methods commonly
perform feature-level fusion which often involves projecting the radar points onto the same plane as the image
features and fusing the extracted features from both modalities. While performing fusion on the image plane
is generally simpler and faster, projecting radar points onto the image plane flattens the depth dimension of
the point cloud which might lead to information loss and makes extracting the spatial features of the point
cloud harder. We proposed ClusterFusion, an architecture that leverages the local spatial features of the radar
point cloud by clustering the point cloud and performing feature extraction directly on the point cloud clusters
before projecting the features onto the image plane. ClusterFusion achieved the state-of-the-art performance
among all radar-monocular camera methods on the test slice of the nuScenes dataset with 48.7% nuScenes
detection score (NDS). We also investigated the performance of different radar feature extraction strategies
on point cloud clusters: a handcrafted strategy, a learning-based strategy, and a combination of both, and
found that the handcrafted strategy yielded the best performance. The main goal of this work is to explore
the use of radar’s local spatial and point-wise features by extracting them directly from radar point cloud
clusters for a radar-monocular camera 3D object detection method that performs cross-modal feature fusion
on the image plane.

INDEX TERMS Radar, monocular camera, fusion, 3D object detection, feature extraction, deep learning.

I. INTRODUCTION
Autonomous vehicles commonly perform 3D object detec-
tion to obtain information on the state of their surrounding
objects which includes their class, position, orientation,
dimensions, and velocity all in 3D. As an accurate and
robust object detection performance is required to enable
safe navigation, autonomous vehicles often employ multiple
sensors of different modalities for the task.

The most accurate 3D object detection methods of today
are deep learning-based methods that use lidars. Some
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methods additionally use cameras to support the lidars.
The popularity of this sensor combination extends to other
perception tasks [1], [2], thanks to the complementary
nature of both sensors: camera images offer dense semantic
information, while lidar point clouds provide accurate depth
information. Even so, both lidars and cameras are light-based
sensors. As such, the performance of the methods utilizing
them alone will degrade in low-visibility conditions such as
during rain or nighttime.

Millimeter wave radars generate sparse 2D point clouds
on the bird’s eye view (BEV) plane with radial velocity
and radar cross-section (RCS) measurements that are unique
and unobtainable using other sensors. This allows radars to

© 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 11, 2023

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

121511


https://orcid.org/0000-0002-8684-3599
https://orcid.org/0000-0002-1149-1832
https://orcid.org/0000-0003-0618-7454

IEEE Access

I. T. Kurniawan, B. R. Trilaksono: ClusterFusion: Leveraging Radar Spatial Features

provide information on the objects’ motion, shape, size, and
material, all of which are valuable for 3D object detection.
Moreover, radars utilize radio waves instead of light, making
them robust to use in low-visibility conditions. Radars also
have a farther detection range than other sensors, enabling
them to detect distant objects better. However, the extreme
sparsity of radar point clouds makes it hard to perform 3D
object detection on radar point clouds alone.

Cameras, on the other hand, provide rich and dense seman-
tic information, enabling accurate object recognition and
comprehensive scene understanding. Cameras are especially
good at capturing detailed texture, color, and contextual
information, all of which are invaluable for perception tasks.
However, cameras lack the ability to directly measure depth
and velocity, both of which are essential to predict the objects’
3D position, dimensions, and motion. Moreover, cameras do
not perform well in low-visibility conditions.

Radar-camera fusion-based methods use radars and cam-
eras together to detect objects, leveraging the complementary
strengths of both sensors. The camera provides rich and dense
semantic information, complementing the radar’s limited
semantic information. Meanwhile, the radar provides robust
velocity and depth measurements with a farther reach,
complementing the camera’s limitations in depth and velocity
sensing. As the complementary nature of the two sensors
addresses their individual limitations, these methods may
reliably produce robust and accurate 3D detections even
under challenging conditions. Furthermore, the combined
cost of the two sensors is cheaper than the cost of a
single lidar. Due to these advantages, the millimeter wave
radar-camera sensor combination is popular in advanced
driving assistance systems (ADAS) [3].

However, despite the aforementioned advantages, the dif-
ference in characteristics between radars and cameras makes
fusing both sensors’ information challenging. Additionally,
radar-camera fusion-based 3D object detection methods
are not as well studied as the lidar-based methods, thus
their performance is falling behind [4]. Although radars
produce point clouds just like lidars, radar point clouds
are much sparser and have much lower accuracy and
resolution compared to lidar point clouds. Thus, it is hard to
directly adapt lidar-based techniques designed for dense and
high-accuracy point clouds for radar point clouds.

Generally, fusion-based approaches are categorized into
three types according to when the fusion is performed: data-
level, feature-level, and decision-level fusion [5]. Data-level
approaches fuse the raw data from both sensor modalities,
achieving minimal information loss and enabling them to
learn joint features. Even so, they are inflexible, sensitive to
misalignment between the sensors, and require a relatively
high computational cost. Decision-level approaches fuse the
detection results independently acquired from each modality,
resulting in flexible and robust methods that have relatively
cheap computational costs. However, they suffer from
information loss and lack the ability to learn joint features.
In the case of radar-camera fusion, it is hard to perform
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FIGURE 1. A sample radar point cloud from the nuScenes dataset,
projected onto the image plane (left) and viewed from above (right).
Radar points are shown in green and ground truth object bounding boxes
are shown in red. It is simple to make out the dimensions of the objects
in the BEV, but relatively harder to do the same in the image perspective
view.

data-level fusion due to the difference in both sensors’
characteristics. Decision-level fusion is also unfeasible due
to the poor performance of radar-based approaches [6], [7].
Feature-level fusion has gained popularity in recent years.
It compromises the data-level and the decision-level fusion
approaches by fusing the independently extracted features
from both modalities. Existing feature-level fusion methods
often project the radar point cloud onto another plane, like
the BEV plane [8] or the camera image plane [9], [10], [11],
[12], [13], [14], [15], [16], before treating the projection
as an image, extracting features from the projection using
techniques developed for image-based object detection, and
fusing the extracted features with the image features on
the said plane. Projecting the radar point cloud onto the
BEV plane preserves the spatial information contained in the
point cloud which makes feature extraction easier. However,
it requires non-trivial steps to transform the image features to
the BEV plane and fuse them with the radar features there.
On the other hand, projecting the point cloud onto the image
plane is easier and allows for a more straightforward fusion.
However, it flattens the depth dimension of the point cloud
which is then commonly included in the points’ features
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instead, making it harder to extract the spatial features of
the point cloud even though it carries semantic information
as well as information on the position, orientation, and
dimensions of the objects. This problem is illustrated in
Figure 1 where we can easily make out the shape, size,
and orientation of the objects on the BEV plane while the
collapsed depth dimension makes it hard to do the same on
the image plane.

Ideally, we would like to be able to extract the radar point
cloud’s local spatial features effectively while performing
feature-level fusion on the image plane. To that end,
we present ClusterFusion, a radar-monocular camera 3D
object detection architecture that benefits from the simplicity
of image plane feature-level fusion while being able to
extract and benefit from the radar point cloud’s local spatial
and point-wise features. ClusterFusion achieves this by
first using image-based preliminary 3D object detections
to filter and cluster the points in the radar point cloud
through a frustum-based association mechanism inspired
by CenterFusion [14]. It then extracts features directly
from those point cloud clusters without performing any
projections, enabling a more effective extraction of the local
spatial features. Only after the radar cluster features are
extracted they are projected onto the image plane and fused
with the image features. The fused features are then fed
into the regression heads to generate the final 3D object
detections.

To ensure a fair and rigorous comparison, we bench-
marked ClusterFusion’s performance twice: first against
other radar-monocular camera fusion-based methods, and
second against methods that use other sensor setups including
multiple camera-based methods. Sensor setups that use
multiple cameras can resolve depth and use cross-view
information, thus boosting the 3D detection performance.
Being able to resolve depth is an especially significant help
as the performance of monocular methods is mainly limited
by poor depth estimation [17]. Among all radar-monocular
camera methods on nuScenes’ [18] test slice, ClusterFusion
achieved the highest nuScenes detection score (NDS) of
48.7% along with the lowest mean orientation (mAOE),
velocity (mAVE), and attribute error (mAAE) of 0.424,
0.461, and 0.108 respectively and the second lowest mean
translation (mATE) and scale error (mASE) of 0.587 and
0.257 respectively. Compared to methods that use other sen-
sor setups, ClusterFusion managed to achieve a competitive
mAAE.

As the proposed architecture operates directly on the
radar point cloud, more feature extraction strategies can
be explored. In this work, we investigate the effectiveness
of different radar feature extraction strategies in extracting
radar point cloud cluster features for radar-camera 3D object
detection. We implemented and tested the performance of a
proposed handcrafted feature extraction strategy, a learning-
based strategy based on the KP-CNN architecture which
leverages the KPConv operation [19], and a hybrid strategy
combining both approaches. The results show that the
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proposed handcrafted feature extraction strategy achieved
the best performance. The preliminary results of our work,
discussing the use of radar clusters and handcrafted feature
extraction strategy, were presented in [20].

The main contributions of our work are summarized as

follows:
1) We proposed ClusterFusion, a radar-monocular camera

fusion-based 3D object detection method that performs
feature extraction directly on radar point cloud clusters,
enabling it to benefit from the spatial and point-wise
features of the clusters. It performs cross-modal feature
fusion on the image plane, making it simpler and faster.

2) The performance of ClusterFusion is verified on the
nuScenes’ test slice, where it achieved the highest NDS
of 48.7% among all radar-monocular camera methods
on nuScenes’ object detection leaderboard.

3) An investigation on the effectiveness of different radar
feature extraction strategies in extracting features from
radar point cloud clusters. We found that the proposed
handcrafted feature extraction strategy achieved the
best performance.

The rest of this paper is organized into six sections.
Section II discusses relevant works and how our work differs
from them. Section III provides a general overview of our
proposed architecture and investigation, which is further
detailed in Section IV. We discuss the setting and result of
our experiments in Section V. Finally, Section VI closes this
paper with the conclusions.

Il. RELATED WORKS

A. SINGLE-MODALITY 3D OBJECT DETECTION

Lidars are naturally suitable for 3D object detection as it has a
3D sensing capability, full 360-degree range, and high radial
and angular accuracy and resolution. As such, lidar-based 3D
object detection methods [21], [22], [23], [24], [25], [26] were
able to produce highly accurate 3D detection with accurate
localization and velocity prediction. However, lidars have a
shorter detection range and are relatively expensive compared
to cameras and radars.

Early camera-based methods [27], [28], [29], [30], [31]
use a monocular sensor setup, processing only a single frame
of image to generate 3D detections. MonoDIS [28] predicts
disentangled 3D detection parameters. CenterNet [27], [29],
FCOS3D [31], and some methods inspired by CenterNet [17],
[32], [33] represent objects as their representative point and
regresses 3D detection parameters at those points directly.
Consequently, numerous studies have proposed various
approaches to improve the monocular depth estimation accu-
racy [34], [35], [36]. DD3D [34] performs depth pre-training
supervised by lidar-based depth ground truth information.
PGD [35] proposed a probabilistic depth representation and
leverages geometric prior. MonoDDE [36] uses the camera
intrinsics and the predicted objects’ height to enhance its
depth estimation.

Due to the limitations of the monocular setup, more
recent methods [37], [38] began to use a multiple-camera
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setup that can resolve the depth ambiguity. DETR3D [37]
uses a learned set of 3D object queries to index into
the multi-view features and generate reference points used
to sample 2D features. PETR [38] uses object queries
that interact with 3D position-aware features generated
by encoding 3D position embeddings into the multi-view
features.

Recent multiple camera methods [39], [40], [41], [42], [43]
extract surround-view features from the multiple images and
then transform them into the BEV plane. Methods that use
BEV features perform detection on the BEV plane, allow-
ing for better localization accuracy. Lift-Splat-Shoot [39],
a vision-based motion planning model, lifts the images into
frustum-shaped point clouds and splats them onto the BEV
plane according to the images and their camera matrices.
BEVDet [41] leverages the Lift-Splat view transformation
strategy with CenterPoint’s [26] heads to perform 3D object
detection instead of motion planning. BEVDepth [43] has
found that the performance of the Lift-Splat strategy relies
heavily on the depth estimation accuracy. To address this,
BEVDepth pairs the Lift-Splat strategy with a more accurate
depth estimation module achieved through lidar-based depth
supervision and use of camera matrices. To avoid this issue,
BEVFormer [42] proposes a different view transformation
strategy that leverages predefined grid-shaped BEV queries
along with a spatial cross-attention layer to transform features
across camera views onto the BEV plane without relying
on depth information. Both BEVFormer and BEVDepth also
leverage temporal information from multiple frames across
timesteps. BEVFormer recurrently fuses past BEV features
through a temporal self-attention layer while BEVDepth
performs voxel pooling on spatially aligned frustum features
from different frames and concatenates the resulting BEV
features.

The use of temporal information is becoming increasingly
popular for the most recent methods [44], [45], [46], [47],
[48], [49] as it allows camera-based methods to produce
highly accurate velocity estimation, among other benefits.
Even a simple concatenation of spatially-aligned features
from the previous frame, as proposed by BEVDet4D [44]
and used by PolarFormer [49] and BEVPoolV2 [45], can
substantially improve the performance of these methods in
terms of velocity estimation. The most recent methods such as
BEVFormerV2 [47], SOLOFusion [46], and VideoBEV [48]
explore more complex techniques to better take advantage of
long-term temporal information.

Radars are commonly installed in vehicles. However,
radars by themselves are not popular for 3D object detection.
Due to the low semantic information, the extreme sparsity,
and the lack of height information of radar point clouds,
performing 3D object detection on radar point clouds
alone is a challenging task. Radar-based methods’ [6], [7]
performance on the nuScenes’ object detection leaderboard
are far inferior to methods that use other sensors, achieving
only a seventh of the state-of-the-art method’s nuScenes
detection score (NDS).
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In general, there are two approaches to radar object
detection: grid-based and point-based approaches. Methods
of the grid-based approach such as [50] and [51] rasterize the
radar point cloud into a grid-shaped image on the BEV plane
that is then processed using image-based object detectors.
While simple, the discretization done by this approach might
lead to information loss. On the other hand, methods of
point-based approach operate and extract features directly
from radar point clouds. Radar-PointGNN [6] constructs
a graph based on the point cloud and employs graph
convolutions to extract features. Other works [52], [53]
use PointNets [54], [55] to extract features from the point
cloud. KPConvPillars and GraphPillars [7] combine the
two approaches by first extracting point-wise features using
KPConv [19] and graph convolutions respectively before
performing grid rendering and processing the grid using a
convolution-based pipeline. KPBEVPillars [51], a grid-based
method, also leverages KPConv to better encode local point
cloud features during grid rendering.

In this work, we choose to use a monocular 3D object
detector based on CenterNet [27] that does not use BEV
features or temporal information as ClusterFusion’s image-
based detector. As we use radar point clouds as input
along with camera images, we have access to both depth
and velocity measurements, complementing the two main
weaknesses of monocular 3D object detection. Compared
to methods that use multiple cameras, monocular methods
have the advantage of being more affordable, less sensitive to
temporal and spatial calibration errors between sensors, and
generally require less computation. Moreover, while methods
that use BEV features are more accurate and able to localize
detections better, they require more computation and hence
are generally slower.

In this work, we investigate the effectiveness of KPConv
in extracting features from radar point cloud clusters and
compare it to other radar feature extraction strategies.
KPConv is selected for its superior performance over other
learning-based techniques as demonstrated in [7] and [51].
KPConv is also relatively simple and does not require any
graph construction or point grouping.

B. FUSION-BASED 3D OBJECT DETECTION
Fusing camera images with information from point
cloud-producing sensors is a popular way to complement
cameras’ inability to measure depth and achieve better
3D detection performance. Lidars are often paired with
cameras due to their ability to measure objects’ 3D position
with high accuracy as well as the maturity of lidar-based
3D object detection methods. Camera-lidar fusion-based
methods [56], [57], [58], [59], [60], [61], [62], [63] are
able to take advantage of the rich and dense semantic
information provided by camera images to complement the
highly accurate lidar-based detection, especially at a farther
range where the point cloud is sparse.

Despite its relatively low accuracy depth measurements
and 2D BEV plane point cloud, radar point clouds offer
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FIGURE 2. Our proposed architecture, ClusterFusion. Neural network parts are shown in red and non-neural network parts are shown in blue. The
regression heads shown in gray act as auxiliary tasks during training and are discarded during inference time.

additional advantages over lidar when fused with camera
images. In addition to depth measurements, radar point
clouds also have radial velocity measurements and are more
robust in low-visibility conditions. Radar-camera 3D object
detection methods that use a monocular camera setup were
popular in the earlier works [8], [14], [64] and remain
actively studied up until today [15], [16], [65]. This line
of research aims to use radar information to compensate
for the monocular setup’s inability to measure both depth
and velocity. Meyer and Kuschk [64] adapt the camera-
lidar 3D object detector AVOD [66] to use with radar point
clouds, omitting the feature pyramid network (FPN) part
of the architecture. GRIF-Net [8] independently produces
3D object proposals from monocular images and radar
point clouds and fuses them using a novel gated ROI
fusion mechanism. CenterFusion [14] extends the image-
based 3D object detector CenterNet [27] to incorporate
radar information. CenterFusion generates preliminary 3D
object detections using CenterNet, associates the closest
radar point inside their frustum-shaped ROI, and uses the
associated point’s information to refine each detection.
CenterTransFuser [15] proposes an attention-based cross-
transformer module to facilitate deep radar-camera inter-
action and information fusion along with a depth-adaptive
threshold filtering method to filter out noisy radar detections
for more accurate association. RADIANT [16] improves
radar-camera association by explicitly predicting the position
offset between each radar point and the objects’ 3D center.
RADIANT also proposes a modular radar-camera fusion
architecture that can improve existing monocular methods’
depth estimation accuracy without retraining. RCBEV [65]
uses a view transformer module to lift the image features onto
the BEV plane where it performs a two-stage radar-camera
fusion. RCBEV uses a strategy based on VoxelNet [21] and
ConvLSTM [67] to extract radar features which will be used
to augment the image BEV features. It also generates object
heatmaps from the radar point clouds which will be used
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to augment the object heatmaps obtained from the fused
features.

Recently, radar-multiple camera fusion-based 3D object
detection methods [68], [69], [70] have gained popularity.
MVFusion [68] leverages a cross-attention mechanism-
based radar-guided fusion transformer to fuse semantically
aligned radar features with the features obtained from
multiple images. CRAFT [70] follows a similar outline to
CenterFusion but it uses a soft polar association module
that associates radar points with object proposals using
uncertainty-aware thresholds in the polar coordinate and
then uses a spatio-contextual fusion transformer that allows
spatial and contextual information exchange between the
image and radar features to adaptively fuse them. The
most recent radar-camera 3D object detection methods [71],
[72], [73], [74], [75] additionally use BEV image fea-
tures on top of using multiple cameras. CRN [74] and
RCM-Fusion [73] address the inaccurate transformation of
image features onto the BEV plane by using radar informa-
tion in the view transformation process. CRN additionally
leverages an attention-based multi-modal feature aggregation
module to handle spatial misalignment in fusing the feature
maps. HVDetFusion [75], the current state-of-the-art radar-
multiple camera method, uses a modified BEVDet4D [44],
which benefits from temporal information, to extract BEV
image features and produce preliminary detections which are
used to filter noisy radar points. The features extracted from
the filtered radar point cloud are in turn used to augment the
BEV image features which are used to produce the final 3D
object detections.

In this work, we tackle the radar-monocular image 3D
object detection problem. As stated in Section II-A, the
radar-monocular camera setup is chosen for its affordability,
robustness to calibration errors, and simplicity. The radar
complements the monocular setup’s inability to sense depth
and velocity, theoretically eliminating the need to use
multiple cameras and temporal information. We perform
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cross-modal feature fusion on the image plane as it is
generally simpler and faster than performing fusion on the
BEV plane. Previous works that perform feature fusion on
the image plane project the radar point clouds onto the image
plane and extract features from the projection as if it was
an image [9], [10], [11], [12], [13], [14], [15], [16]. This
flattens the point clouds’ depth dimension and makes it harder
to extract the local spatial features of the point clouds. Our
work differs from previous works in how we handle the radar
point clouds. We propose to form clusters from the radar point
clouds and extract features from the clusters directly in their
point cloud form before performing any projections, enabling
an easier extraction and utilization of the radar point clouds’
local spatial and point-wise features.

lil. METHOD

ClusterFusion, our proposed architecture illustrated in
Figure 2, is inspired by CenterFusion [14] and adopts its
overall design. The architecture takes a monocular image
along with a radar point cloud as input and performs 3D
object detection in two stages. The first stage generates
preliminary 3D object detections from the input image. The
second stage leverages the radar’s BEV position and radial
velocity measurements to refine the preliminary detections’
velocity, depth, orientation, and attribute prediction.

In the first stage, the image is passed through an image-
based 3D object detector, consisting of a fully convolutional
backbone and a set of primary regression heads. We obtain
preliminary 3D object detections from the primary regression
heads and retain the image feature maps generated by
the fully convolutional backbone. The radar point cloud
information is not utilized in this stage.

To leverage information from the input radar point cloud,
we first address the lack of height information on the
radar points and the low angular resolution of the radar
sensor by performing pillar expansion, expanding each
radar point into a fixed-size pillar in 3D space. The radar
points from the preprocessed point cloud are then clustered
and associated with the preliminary detections from the
first stage through our proposed frustum-based association
mechanism. This mechanism filters out clutters, forms radar
point cloud clusters, and associates a radar point cloud cluster
to each preliminary detection at the same time, facilitating
the extraction of both local spatial features and point-wise
features of the point cloud clusters. We apply a radar feature
extraction strategy on the radar point clusters to obtain the
radar feature maps. In this paper, we use three different
alternatives of radar feature extraction strategies to extract the
clusters’ features and compare their performance.

In the second stage, our architecture performs feature-level
fusion by concatenating the image feature maps obtained in
the first stage with the radar feature maps to create fused
feature maps. The secondary regression heads then use these
fused feature maps to produce an improved prediction of
the preliminary detections’ velocity, depth, orientation, and
attribute. Finally, the detection parameters predicted by the
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primary and secondary regression heads are combined and
decoded by the 3D bounding box decoder to obtain the final
3D object detection bounding boxes. It’s worth noting that
our architecture does not generate object detections from the
input radar point cloud alone. Instead, it fuses individually
extracted feature maps from both the camera and the radar.
As our architecture relies on a deep learning-based image-
based 3D object detector and regression heads to handle the
radar point clouds and to produce 3D object detections, our
architecture is data-driven by nature.

A. IMAGE-BASED 3D OBJECT DETECTOR

We use an image-based 3D object detector based on
CenterNet [27] with a 34-layer modified Deep Layer
Aggregation (DLA-34) [76] network, also proposed in [27],
as its backbone. The image-based detector is responsible
for carrying out the first stage of detection by producing
preliminary 3D detections from the input image. As with
CenterNet, our image-based detector represents objects
as individual representative points. To detect objects, our
image-based detector feeds the image features extracted by
the backbone to the primary regression heads to predict a
heatmap of the representative points along with a set of 3D
detection parameters. The values of the heatmap represent the
confidence of an object belonging to a certain class being in
each position. The 3D detection parameters are the offsets
from the representative point to the projected 3D center as
well as the objects’ 3D dimensions, depths, and yaw-axis
orientations. The predicted heatmap of representative points
and 3D detection parameters are then decoded to obtain the
preliminary 3D object detections.

In addition to the necessary parameters to produce 3D
object detections, the detector also learns to predict the
objects’ 2D bounding box dimensions, the depth estimation
uncertainties, and the 2D offsets between the projected cen-
ters and corners of the 3D bounding boxes as auxiliary tasks to
help to learn shared features during training. As the latter two
parameters are not used outside training, their corresponding
regression heads are discarded during inference time. On the
other hand, the objects’ 2D bounding box dimensions are
kept as they are needed in the frustum-based association
mechanism.

We applied techniques proposed by previous works to
improve the performance of our image-based detector.
These techniques include adding several regression heads,
some of which are briefly discussed above, adjusting some
of the existing regression heads, using objects’ projected
3D bounding box centers as representative points, and
decoupling the detection of truncated objects from other
objects.

1) PRIMARY REGRESSION HEADS

We added several heads to the primary regression heads and
introduced changes to some of the other heads. Inspired
by MonoFlex [32], we added the depth uncertainty head to
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predict the aleatoric uncertainties [77], specifically the log
standard deviation, of the depth estimate. This regression
head predicts the uncertainties that might arise due to the
randomness inherent to the data such as sensor noises,
variable lighting, surface textures, depth discontinuities,
and scene ambiguities. During training, the predicted vari-
ance is incorporated into the depth regression head’s loss
function described in Equation 14, helping supervise the
learning process and enabling the head to learn more from
low-uncertainty samples and less from high-uncertainty
samples. The aforementioned loss function is described and
discussed further in Section III-F.

As with CenterFusion’s [14] depth head, our depth head
predicts the depths transformed using the inverse sigmoidal
transform asig introduced in [78] instead of predicting
objects’ depth d directly. Equation 1 below describes how d
relates to asig

1

P
O'(dsig)

L, ey

with o (-) being the sigmoid function. Learning to predict cAiSig
is easier than d due to it having a narrower range of values.

To help improve the overall detector performance,
we added the box corner offset head to learn the auxiliary task
of predicting the 2D offsets between the projected bounding
box 3D center and corners as proposed by MonoCon [33].
As this regression head is only used to help learn shared
features during training, this regression head is discarded
during inference time. We also opted to change the object’s
2D dimensions formulation. Instead of predicting the width
and height of the bounding boxes, the distance from the
objects’ representative points to the left, top, right, and bottom
sides of the bounding boxes are predicted. This change
removes the constraint of having to use the objects’ 2D
bounding box center as the objects’ representative point.

All the primary regression heads are formed by a 3 x 3
convolutional layer followed by a 1 x 1 convolutional
layer. We use LeakyReLU as the primary regression heads’
activation function, save for the representative point heatmap
head for which we use the sigmoid function instead. The
activation function is applied after each convolutional layer.

2) OBJECTS' PROJECTED 3D CENTER AS REPRESENTATIVE
POINT

MonoDLE [17] has found that localization error is the
key factor that limits the accuracy of monocular 3D object
detection methods. They have also found that the localization
error can be reduced by using the objects’ projected 3D
center as their representative point instead of the objects’
2D bounding box center as in the original CenterNet. Thus,
we follow MonoDLE to use the objects’ projected 3D center
as their representative point. It might be important to note that
even if the detector uses the objects’ projected 3D center as
their representative point, the offset regression head is still
needed to predict the subpixel offsets between the predicted
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FIGURE 3. An illustration of the frustum-based association step,
displayed in perspective (left) and top view (right). The radar points
inside the ROI frustum (green) are associated with the corresponding
object while other radar points (red) are filtered out.

projected 3D centers that are quantized and the ground truth
projected 3D centers that are calculated directly from the
objects’ ground truth 3D position and the camera matrices.

3) DECOUPLING THE DETECTION OF TRUNCATED OBJECTS
Truncated objects are challenging to detect and localize
well as their projected 3D center might lie outside of the
image. To improve the detection and localization accuracy
of truncated objects, we follow MonoFlex [32] to decouple
the detection of truncated objects from other objects. If a
truncated object’s projected 3D center lies outside of the
image, then the detector will not use the projected 3D
center as its representative point. Instead, the detector will
use the intersection point between the image’s edge and
the line connecting the object’s 2D bounding box center
to the projected 3D center as the object’s representative
point. To recover the position of the projected 3D center,
the offset regression head will predict the offset between
the new representative point and the projected 3D center.
To improve the detection performance for truncated objects
whose representative point is on the image’s edge, we adopted
the edge fusion module proposed by MonoFlex designed to
enhance the detector’s ability to learn and extract features
on the image’s edge. We do not use MonoFlex’s depth from
keypoints and depth ensemble strategy as we have the radar
measurements to help estimate objects’ depth.

B. FRUSTUM-BASED ASSOCIATION
We propose a frustum-based association mechanism inspired
by CenterFusion [14] to filter out clutters, form radar point
cloud clusters, and associate radar point cloud clusters to
the preliminary 3D detections generated by the image-based
detector. The mechanism, illustrated in Figure 3, works
by generating a frustum-shaped ROI for each preliminary
detection using its 2D bounding box, estimated depth, 3D
dimensions, and orientation. Radar points outside of the ROI
frustum of an object are of no interest and are filtered out. The
ROI frustum generation part of the association mechanism
itself is identical to the one used in CenterFusion.

Once we have the ROI frustum, instead of following
CenterFusion to associate the single closest radar point to
the ego-vehicle, we associate every radar point inside an
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ROI frustum with the preliminary detection that produced the
said ROI frustum. The proposed frustum-based association
mechanism aims to associate each object with a radar cluster
containing every point produced by the object. Thus, not
only does the frustum-based association mechanism serve
to match radar points to preliminary detections, but it also
serves to group and cluster the radar points in the point cloud
into local neighborhoods. This way, we would be able to
extract the spatial features contained in the geometry of the
clusters and also learn how the point-wise features of the
points in a cluster interact with each other, both of which will
be impossible if we associate only a single radar point to each
preliminary detection or if we project the radar point cloud
directly to the image plane.

C. RADAR CLUSTER FEATURE EXTRACTION

The radar feature extraction module is responsible for
extracting radar features from the radar point clusters formed
by the frustum-based association mechanism. The extracted
radar features will then be concatenated with the image
features extracted by the image-based detector’s backbone
to get the fused feature maps. In this work, we use three
different radar feature extraction strategies to fill the role
of the radar feature extraction module. The first strategy is
a handcrafted feature extraction strategy that simply takes
the statistical quantities of the point-wise feature value
distribution among all the points in a cluster. The second
strategy is a learning-based strategy that uses a model with
an architecture based on KP-CNN that leverages the KPConv
operator [19] to learn the features of a cluster. Lastly, the
third strategy employs both aforementioned strategies in
parallel and concatenates the feature maps extracted by both
strategies.

1) HANDCRAFTED RADAR FEATURE EXTRACTION STRATEGY
Handcrafted feature extraction strategies are desirable as they
do not require any additional learnable model parameters and
training processes. Handcrafted features are also relatively
cheap to compute. However, the effectiveness of handcrafted
feature extraction strategies highly depends on the quality
of the features’ formulation. As shown in Figure 1, the
geometry, namely the shape, size, and orientation as well as
the velocity of the radar clusters can serve as a rough estimate
of the state of the object that produces it. Thus, we would
want a radar cluster feature formulation that can capture the
geometry and the aggregate velocity of a cluster.

As the statistical quantities of the radar points’ 2D position
distribution can describe a cluster’s geometry, it makes sense
to use these quantities as the cluster’s features. Likewise,
the statistical quantities of the radar points’ radial velocity
distribution can be used as a cluster’s features as they describe
the aggregate velocity of the cluster. We use the maximum
and minimum values as well as the mean of the normalized
2D position x = (x,y) and the ego-motion-compensated
2D-projected radial velocity v = (vy, vy) of the radar points
inside a cluster as its features.
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FIGURE 4. An illustration of the radar cluster features-to-heatmap
conversion.

To help capture a cluster’s general orientation, we perform
line fitting onto the cluster, convert the slope of the best-fitting
line to orientation in radians, and use the orientation as an
additional feature. Given a radar cluster consisting of N
points, the slope of the best-fitting line m is calculated in
closed-form using the linear least-squares method given by
Equation 2 below

N - -
m= Zn:](xn - X)(yi'l - Y)’ (2)
i O — X)?

with x, and y, being the normalized x and y-axis position of
the n-th point, and X and ¥ the mean normalized x and y-
axis position of the points. With this feature, we have a set of
13 features f for each radar cluster described in Equation 3
below

= (fmax, fmin, g, m) ,
fmax = (xmam Ymax, Vx,max; Vy, max) )
fnin = (xminv Ymin» Vx,min» Vy,min) s

(M)m Hys Ky, ny) ) 3)

with (-)max, (-)min, and p(.) being the maximum, minimum,
and mean value of the quantity (-) among all radar points
inside the cluster.

To transform the extracted radar cluster features onto the
image plane and enable fusion with the image feature maps,
we use a feature-to-heatmap conversion mechanism illus-
trated in Figure 4, similar to the one used by CenterFusion.
As we have 13 cluster features, the resulting image-plane
heatmap will have 13 channels with each channel containing
the value of a different cluster feature. For each cluster,
we set the values of every pixel inside the 2D bounding
box of its corresponding preliminary detection to the value
of the cluster features, over all the heatmap channels. Thus,
we obtain a 13-channel heatmap that contains the features of
all clusters in the scene and is ready to be concatenated with
the image features.
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2) LEARNING-BASED RADAR FEATURE EXTRACTION
STRATEGY

In contrast to the handcrafted strategy, the learning-based
feature extraction strategy requires additional learnable
model parameters and training processes. Moreover, it is also
relatively expensive to compute. However, it is able to learn
the optimal features from the radar clusters on its own. We use
a KPConv-based [19] model with an architecture based on
KP-CNN [19] as our radar feature extractor. We follow
KP-CNN’s architecture up until its global average pooling
layer, skipping the final fully connected and softmax layer
that is used to generate class predictions. The overall radar
feature extractor architecture is shown in Figure 5.

We used each radar point’s normalized 2D position X,
ego-motion-compensated 2D-projected radial velocity v, and
a constant feature with the value of 1.0 as each point’s
individual features, amounting to a total of 5 features
per point. The constant feature is added to encode the
local geometric characteristics of the points in the cluster
through interaction with the KPConv kernel points’ positions
and weights. Its constant value across all points and time
ensures that every point’s local geometric characteristics are
consistently captured and encoded regardless of the specific
value or variations of the point’s other features. The radar
feature extractor consists of 5 KPConv-based convolutional
layers. Each layer after the first layer performs strided
convolution, thus reducing the number of points of interest
while increasing the dimension of the radar feature maps.
The radar feature extractor will process each radar cluster
produced by the frustum-based association mechanism and
produce a single point with a 1024-channel feature map that
represents the radar cluster. The feature maps of this point
will then be taken as the corresponding cluster’s features.
It might be important to note that the strided KPConv-based
convolution requires both the grid subsampling and fixed
radius near neighbor search operations that are relatively
computationally expensive.

To transform the radar cluster features onto the image plane
and prepare it for fusion with the image feature maps, we use
amechanism identical to the one used in the handcrafted radar
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feature extraction strategy, shown in Figure 4. However, as we
now have a 1024-channel feature map, the resulting heatmap
will have 1024 channels with each channel corresponding to
a different feature map channel.

D. SECONDARY REGRESSION HEADS

Given the fused feature maps obtained by concatenating
the image features extracted by the image-based detector’s
backbone and the radar features extracted by the radar feature
extractor, the secondary regression heads will produce refined
predictions of the objects’ velocity, depth, yaw-axis orienta-
tion, attribute, and depth estimation uncertainty. Unlike the
depth uncertainty head from the primary regression heads,
the secondary depth uncertainty head is not discarded during
inference time as the refined depth estimation uncertainty
predictions are used to calculate the final 3D detection
confidence in the decoder. The rest of the refined predictions
are passed to the decoder along with the predictions made by
the primary regression heads to be decoded into the final 3D
object detections.

The secondary regression heads are responsible for learn-
ing the joint representations and cross-modality interactions
between the radar and image features after the concatenation.
Thus, the secondary regression heads are designed to be
more complex than the primary heads, each consisting of five
3 x 3 convolutional layers followed by a 1 x 1 convolutional
layer. As with the primary heads, the secondary heads also use
LeakyReLU as their activation function, applied once right
before and right after the 1 x 1 convolutional layer.

E. 3D BOUNDING BOX DECODER

To decode the predictions made by the regression heads into
3D object detections, the decoder takes the K points with
the highest confidence across all classes from the heatmap
of representative points produced by the primary regression
heads. This is equivalent to taking the K points with the
highest heatmap value across all classes. The decoder then
assigns each candidate its 3D center position, 3D dimensions,
orientation, velocity, and attribute from the corresponding
predictions according to the candidate’s position on the
heatmap. The 3D center position itself is calculated from the
predicted projected 3D center, depth, as well as the camera’s
intrinsic and extrinsic matrices.

The decoder incorporates the refined depth estimation log
standard deviation log (o) predicted by the secondary depth
uncertainty head into the final 3D detection confidence psp
following MonoDDE [36] and MonoPixel [79]. By doing
so, the confidence of candidates with high depth estimation
uncertainty can be attenuated, thus filtering out candidates
that are poorly localized. We use the formulation proposed in
MonoPixel to calculate the depth estimation confidence pgep
given by Equation 4 as follows

—o?
Pdep = € . @
The depth estimation confidence can then be used to
weigh the class confidence py, taken from the candidates’

121519



IEEE Access

L. T. Kurniawan, B. R. Trilaksono: ClusterFusion: Leveraging Radar Spatial Features

representative point heatmap value, following Equation 5
below

P3D = PdepPk - (5)

Candidates with sufficient 3D detection confidence will be
taken as final 3D object detections while the rest are filtered
out.

F. TRAINING LOSSES

We utilize different training losses to train each regression
head according to the task the head does. In the equations,
we denote predicted quantities with a hat while their ground
truth counterparts are written without a hat. The focal
loss [80] is used to train both the representative point heatmap
head and the attribute head as it upweights difficult samples
such as occluded or rare objects and downweights easy
samples, helping to improve detection and classification
accuracy on difficult and rare classes. The classification loss
L5 for the two heads is given by the following Equation 6
below

Les = _ZL\/I Z

xyc

(1 = ) log(Frye). Yoe =1 ©
(1 = Yiye)? (Yiye)* log(1 — Yyye),  otherwise,

where M is the number of objects, (x,y, ¢) the coordinates
of the pixel on the heatmap, Y,y the confidence value at the
given heatmap coordinate, o and § the hyperparameter of the
focal loss. The values of the hyperparameters are chosen to
be « = 2 and 8 = 4 following CenterNet [27].

Following MonoFlex [32], the offset regression head that
predicts the offset between the objects’ representative point
and projected 3D center is trained using the log-scale L1 loss
for truncated objects and the normal L1 loss for the other
objects. The log-scale L1 loss is used for truncated objects as
it is more robust against outliers than the normal L1 loss. The
formulation of the offset loss Ly¢r is described in Equation 7
below

1 M A
M Zk—l log(1 + |ox — 0|), truncated
1 M )

where 0y = (0yk, 0y,x) is the aforementioned offset.

The velocity, 3D dimensions, and box corner offset heads
predicting the velocity V, 3D dimensions D3p, as well as the
2D offsets between the box projected corners and projected
3D center ¢ are performing simple regression. The L1 loss is
used as it is more robust to outliers than its alternatives such
as the L2 loss. The loss function for each head is described in
Equation 8, 9, and 10 below

| M
Ly = M};Wk — Vil,
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Lot =
otherwise,

(N

V= (Ve Vy), ®)

M
1 A
Laim3p = -7 > ID3px —Dapil,

k=1
D3p = (Dwidth, Diength> Dheight) 9
| M
Lcorner = i Z lex — €kl, € = (cx, ¢y), € € corners.
k=1

(10)

The orientation heads predicting the objects’ yaw-axis
orientation are trained using the MultiBin loss [81] that
divides the orientation range into Ny bins, which in our case
Ng = 4. For each bin, the orientation heads predict the
confidence that the orientation falls into the bin b as well as
the sine and cosine of the orientation offset from the center
of the bin sfn(AGi) and c0s(A6;). Described in Equation 11
below is the orientation bin classification loss Lyqcis used to
train the confidence prediction part of the orientation heads

Z ZLBCE (bkz,bk z), (11)

where LgcE is the blnary cross-entropy (BCE) loss. On the
other hand, the orientation offset prediction part of the
orientation heads is trained using the bin residual 10ss Lyotres
described in Equation 12 as follows

1 M 1 ny
Lrotres = _M Z % Z
k=1 i=1
Li1 (cOS(AB,;), cos(bk,i — ¢i))
+ Ly (sin(A6), sin@rs — ), (12)

where ng is the number of bins covering the orientation, L |
the L1 loss function, 6k ; the ground truth orientation offset
for the k-th object and i-th bin, and ¢; the center of the i-th
bin. Lyogcels and Lyogres are summed to get the rotation 10ss Lo
described in Equation 13 below

Lot = Lrotels + Lirotres- (13)

The depth and depth uncertainty heads predicting the
objects’ depth d and estimation log standard deviation log (o)
are trained using an uncertainty-attenuated L1 loss Lgep
proposed by [77] described in Equation 14 as follows

|dy — di| R
Liep = — Z [ + log o,f} . (14)

This loss function supervises both the depth and depth
uncertainty heads at the same time. As predicting the
estimation variance might cause numerical issues, we opted
to have the depth uncertainty head predict the log standard
deviation log (o) instead. Additionally, this simplifies the
loss function calculation by replacing the need to calculate
logarithms with exponential functions.

The generalized intersection-over-union (GIoU) proposed
by [82] is used to supervise the 2D dimensions head
predicting the dimensions of the 2D bounding box D;p.

Lyotels = —
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The GIoU loss, designed to supervise 2D bounding box
regression, takes into account the shape and size of the
bounding boxes which makes it more effective and robust
than the L1 loss. The 2D dimensions loss Lgim2p is described
in Equation 15 below

1 M
Laimop = 7 > GloUM2p ¢, Dap 4).
k=1

Dop = (Dieft Dtop7 Drights Drottom)- (15)

All the aforementioned loss functions are summed together
to get the total loss function Ly, defined in Equation 16 as
follows

Liot = Leis + Lot + Lvel + Ldim3D + Lrot
+ Ldep + 0.1 Lgim2p + 0.5 Leomner, (16)

with Lgim2p and Leomer Weighted less than the other losses as
both of them are auxiliary training losses that are only used
to help the model learn shared features during training.

IV. IMPLEMENTATION DETAILS

The model is implemented in Python using the PyTorch
library based on the source code provided by CenterFu-
sion [14]. We reimplemented various parts of the existing
source code such as the frustum-based association and
heatmap conversion to take advantage of vectorization
and enable faster computations. Our implementation of
CenterFusion can be executed over 3 times faster than the
original implementation, as shown in Table 5 and discussed
in Section V-B. We implemented ClusterFusion on top of our
implementation of CenterFusion.

A. ARCHITECTURE DETAILS

The model takes single frames of 800 x 448 pixels-sized
monocular images along with radar point clouds accumulated
from the latest 6 sweeps as input. The model’s pillar
expansion module expands each radar point in the point cloud
into a 0.2 meters long, 0.2 meters wide, and 1.5 meters tall
pillar in the 3D space. Radar points closer than 1.0 meters
and farther away than 60.0 meters are discarded. The model
decodes K = 100 object candidates from each input image
frame-radar point cloud pair.

B. TRAINING DETAILS

We trained the model on nuScenes’ training slice with a
batch size of 64 on 6 NVIDIA V100 GPUs. We use the
AdamW optimizer with a learning rate of 2.5 x 10™* for
140 epochs, dropping the learning rate by 0.1 at epochs
90 and 120. Ground truth 3D bounding boxes are used to
construct the ROI frustum of the objects in the frustum-based
association step, ensuring that the radar cluster features
are learned properly regardless of the image-based object
detector performance. A random horizontal flip augmentation
with a probability of 0.5 is used during training. We randomly
flip both the input image and radar point cloud horizontally
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to improve the data diversity and the model’s robustness to
viewpoint variations.

C. TESTING DETAILS

We tested and evaluated the model on both nuScenes’
validation and test slice. In contrast to the training process,
no ground truth information is used during testing as we
instead use the image-based object detector to generate
the objects’ ROI frustum. We also use horizontal flip
augmentation, processing the original input as well as its
horizontally flipped version and taking the average results.
To evaluate the model performance, we use the nuScenes’
official object detection evaluation metrics consisting of
the mean average precision (mAP) and five true positive
(TP) metrics: the mean average translation (mATE), scale
(mASE), orientation (mAOE), velocity (mAVE), and attribute
estimation error (mnAAE). The overall model performance is
measured by the nuScenes detection score (NDS), a weighted
sum of the mAP and the five TP metrics described in
Equation 17 below

NDS = 0.5mAP + 0.1mATE + 0.1mASE
+ 0.ImAOE + 0.ImAVE + 0.1mAAE. a7y

V. EXPERIMENTS

In this section, we investigated the performance of the three
radar feature extraction strategies described in Section III-C
to find the best-performing strategy. The best-performing
strategy is then used as the radar feature extraction module
of the final model, ClusterFusion. We tested ClusterFusion
on the nuScenes’ test slice and compared the results to the
state-of-the-art methods on the nuScenes 3D detection task
leaderboard. For fairness and rigor, we benchmarked Cluster-
Fusion’s performance twice: first against monocular camera
and radar-monocular camera fusion-based methods, and
second against methods that are not monocular camera-based.
We also provided an analysis of ClusterFusion’s runtime and
compared it to the baseline model. To better understand the
model’s performance qualitatively, we provided some sample
results produced by our model along with an analysis of them.
Finally, ablation experiments are performed to see how the
design choices affect the performance of the different radar
feature extraction strategies as well as how ClusterFusion
behaves in low-visibility conditions.

A. RADAR FEATURE EXTRACTOR COMPARISON

We trained four models, each using a different radar
feature extraction strategy: the three strategies proposed
in Section III-C and CenterFusion’s [14] radar feature
extraction strategy as a baseline. To isolate the effects of
the modifications done to the image-based detector and
the loss functions, we use CenterFusion’s image-based
object detector and loss functions for all the compared
models. We however keep the secondary regression head
architecture of five 3 x 3 convolutional layers followed by a
1 x 1 convolutional layer to ensure that the secondary
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TABLE 1. Performance comparison of different radar feature extraction strategies on nuScenes’ official validation slice.

Model Radar Feat. | Performance 1 Error |
Dimension NDS mAP mATE | mAOE | mAVE | mAAE

CenterFusion (baseline) [14] 3 453 33.1 0.646 0.556 0.513 0.143

Handcrafted 13 46.5 335 0.642 0.519 0.466 0.134

Learning-based 1024 45.8 32.7 0.668 0.529 0.461 0.134

Handcrafted + Learning-based 1037 46.3 332 0.646 0.520 0.466 0.135

*The best results are written in boldface and the second-best results are underlined.
TABLE 2. Ablation experiments results on nuScenes’ official validation slice.
Model Performance 1 Error |
NDS mAP mATE | mASE | mAOE | mAVE | mAAE

CenterFusion [14] 44.7 325 0.656 0.262 0.547 0.544 0.144
+ 3 %3 Conv Layers in Secondary Regression Heads | 45.3 33.1 0.646 0.262 0.556 0.513 0.143
+ Handcrafted Radar Cluster Features 46.5 33.5 0.642 0.261 0.519 0.466 0.134
+ Modified Image-based Detector 47.9 33.7 0.646 0.262 0.396 0.444 0.152
+ Uncertainty-aware 3D Confidence - ClusterFusion | 49.0 34.7 0.621 0.261 0.384 0.416 0.150

*The best results are written in boldface and the second-best results are underlined.

regression heads are able to handle the more complex radar
features.

We used a pre-trained CenterNet 3D object detection
model that was provided by [29] and trained on the nuScenes
dataset for 140 epochs as our models’ image-based object
detector. The models were trained further for 60 epochs on
nuScenes’ training slice using the AdamW optimizer with a
batch size of 64 on 6 NVIDIA V100 GPUs and a learning
rate of 5 x 107>, dropping it by 0.1 on epoch 45 and
55. To augment the data, improve the data diversity, and
improve the model’s robustness against viewpoint variations,
we apply random horizontal flip and shift augmentation
with a probability of 0.5 and 0.1 respectively. As with
the final model, ground truth bounding boxes are used
during training but not during testing. The models are then
tested and evaluated on nuScenes’ validation slice with flip
augmentation. The test results are shown in Table 1. Note that
the mASE metric is not used as the modification to the radar
features does not affect 3D dimension estimation in any way.

All three proposed radar feature extraction strategies
achieved higher NDS than the baseline strategy. Surprisingly,
the handcrafted feature extraction strategy outperforms all
other strategies, achieving the best performance in all metrics
but mAVE. The handcrafted features might perform better as
it is simpler than other features, having only 13 channels as
opposed to over 1000 channels, especially considering that
the image features have only 64 channels. This makes it easier
for the secondary regression heads to learn the joint features
from both modalities and generate more accurate predictions.
These results show that all the proposed strategies are able
to extract the local spatial features as well as the point-wise
features of the radar point clouds and that the utilization of the
aforementioned features leads to an all-around performance
improvement, even on a semantic metric like the mAAE.

As the best-performing strategy, the handcrafted feature
extraction strategy is used as the radar feature extraction
module for the final model. The final model with the chosen
strategy, ClusterFusion, is trained and tested following the
details described in Section IV. To highlight the contribution
of each part, we trained several models with accumulative
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changes to the architecture. The performance of each model
on nuScenes’ validation slice is shown in Table 2. The test
results show that each change made to the CenterFusion
architecture improves the overall performance of the model
and that the final model achieves the best overall performance
among all the models. The usage of the handcrafted radar
feature extraction strategy in particular improves the orienta-
tion, velocity, and attribute estimation accuracy significantly.
The usage of the modified image-based 3D object detector
further boosts the orientation estimation accuracy but causes
a drop in the attribute estimation accuracy. Finally, the
depth estimate uncertainty-aware 3D detection confidence
improves the last model’s performance in all metrics and
completes ClusterFusion.

B. STATE-OF-THE-ART COMPARISON

The final model, ClusterFusion, uses the handcrafted feature
extraction strategy as its radar feature extraction module
and is tested on nuScenes’ official test slice and compared
with other methods on the nuScenes 3D object detection
task leaderboard. Table 3 shows the performance of Clus-
terFusion as well as the state-of-the-art monocular camera
and radar-monocular camera fusion 3D object detectors on
nuScenes’ test slice.

ClusterFusion achieved the state-of-the-art with the
best overall performance among radar-monocular camera
fusion methods, leading with 48.7% NDS, 0.424 mAOE,
0.461 mAVE, and 0.108 mAAE. It is however inferior to
RCBEV [65] in terms of mATE and mAP in which it
scored 0.587 and 0.257 respectively, both of which can be
attributed to ClusterFusion having inferior object localization
ability. RCBEV not only uses a stronger image backbone
of Swin Transformer-Tiny [86] but also uses BEV image
features and performs fusion on the BEV plane, allowing
for better object localization. When compared against
CenterFusion [14] and CenterTransFuser [15] that both use
the same backbone of DLLA-34 [76] and perform fusion on the
image plane, ClusterFusion shows better overall performance
signified by its better NDS, mATE, mAOE, mAVE, and
mAAE. The most significant improvements are observed in
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TABLE 3. Performance comparison with monocular camera and radar-monocular camera fusion 3D object detectors on nuScenes’ official test slice.

Model Input Image-based Performance 1 Error |

Det. Backbone | NDS mAP mATE | mASE | mAOE | mAVE | mAAE
CenterNet [27] C Hourglass [83] 40.0 338 0.658 0.255 0.629 1.629 0.142
FCOS3D [31] C ResNet101 [84] | 42.8 35.8 0.690 0.249 0.452 1.434 0.124
PGD [35] C ResNet101 [84] | 44.8 38.6 0.626 0.245 0.451 1.509 0.127
DD3D [34] C V2-99 [85] 47.7 41.8 0.572 0.249 0.368 1.014 0.124
ClusterFusion (ours) CR DLA-34 [76] 48.7 34.1 0.587 0.257 0.424 0.461 0.108
CenterFusion [14] CR DLA-34 [76] 44.9 32.6 0.631 0.261 0.516 0.614 0.115
CenterTransFuser [15] CR DLA-34 [76] 47.1 34.7 0.628 0.252 0.523 0.527 0.135
RCBEV [65] CR Swin-T [86] 48.6 40.6 0.484 0.257 0.587 0.702 0.140

PGD + RADIANT [16] | C,R | ResNetl01 [84] - 38.0 0.609 - - - -
ClusterFusion (ours) CR DLA-34 [76] 48.7 34.1 0.587 0.257 0.424 0.461 0.108

*The best results are written in boldface and the second-best results are underlined.

TABLE 4. Performance comparison with 3D object detectors that are not monocular camera-based on nuScenes’ official test slice.

Model Input Image-based Multi | Temporal | Performance 1 Error |

Det. Backbone Cams Info. NDS mAP mATE | mASE | mAOE | mAVE | mAAE

CenterPoint [26] L - - v 67.3 60.3 0.262 0.239 0.361 0.288 0.136
ClusterFusion (ours) CR DLA-34 [76] - - 48.7 34.1 0.587 0.257 0.424 0.461 0.108
DETR3D [37] C V2-99 [85] v - 47.9 41.2 0.641 0.255 0.394 0.845 0.133
BEVDet [41] C V2-99 [85] v 48.8 42.4 0.524 0.242 0.373 0.950 0.148
PETR [38] C V2-99 [85] v - 50.4 44.1 0.593 0.249 0.384 0.808 0.132
ClusterFusion (ours) C.R DLA-34 [76] - - 48.7 34.1 0.587 0.257 0.424 0.461 0.108
BEVDet4D [44] C Swin-B [85] v v 56.9 45.1 0.511 0.241 0.386 0.301 0.121
BEVFormer [42] C V2-99 [85] v v 56.9 48.1 0.582 0.256 0.375 0.378 0.126
BEVDepth [43] C ConvNeXt-B [87] v v 60.9 52.0 0.445 0.243 0.352 0.347 0.127
SOLOFusion [46] C ConvNeXt-B [87] v v 61.9 54.0 0.453 0.257 0.376 0.276 0.148
BEVFormerV2O0pt [47] C InternImage-XL [88] v v 64.8 58.0 0.448 0.262 0.342 0.238 0.128
BEVDet-Gamma [45] C Swin-B [86] v v 66.4 58.6 0.375 0.243 0.377 0.174 0.123
VideoBEV [48] C ConvNeXt-B [87] v v 67.0 59.2 0.385 0.246 0.323 0.174 0.137
ClusterFusion (ours) CR DLA-34 [76] - - 48.7 34.1 0.587 0.257 0.424 0.461 0.108
MVFusion [68] CR V2-99 [85] v - 51.7 453 0.569 0.246 0.379 0.781 0.128
TransCAR [69] CR ResNet101 [84] v 522 422 0.630 0.260 0.383 0.495 0.121
CRAFT [70] C,R DLA-34 [76] v - 523 41.1 0.467 0.268 0.456 0.519 0.114
X3KD [71] C,R ResNet101 [84] v 55.3 44.1 0.499 0.257 0.435 0.378 0.107
RC-BEVFusion [72] C,R Swin-T [86] v - 56.7 47.6 0.444 0.244 0.462 0.439 0.128
RCM-Fusion [73] CR ResNet101 [84] v - 58.0 49.3 0.485 0.255 0.386 0.421 0.115
CRN [74] CR ConvNeXt-B [87] v - 62.4 57.5 0.416 0.264 0.456 0.365 0.130
HVDetFusion [75] CR InternImage-B [88] v v 67.4 60.4 0.379 0.243 0.382 0.172 0.132
ClusterFusion (ours) CR DLA-34 [76] - - 48.7 34.1 0.587 0.257 0.424 0.461 0.108

*The best results are written in boldface and the second-best results are underlined.

orientation, velocity, and attribute estimation which are all
the metrics predicted by the secondary regression heads that
are influenced directly by the radar features. This shows
that extracting the local spatial features and the point-wise
features directly from the radar point cloud clusters is
beneficial to the detection performance, particularly to the
orientation, velocity, and attribute estimation accuracy. This
also suggests that the proposed radar feature extraction
strategy used by ClusterFusion can effectively leverage the
information contained in the radar point cloud clusters.

Similarly, when compared to monocular camera methods,
ClusterFusion achieved the best overall performance with
the best NDS, mAVE, and mAAE. However, it fell short
of DD3D [34] in mAP, mATE, and mAOE. Again, this
can be attributed to DD3D’s superior ability in localizing
objects due to its pretraining using lidar data as depth ground
truths as well as its stronger backbone of VoVNet V2-
99 [85]. When compared against CenterNet [27] which is the
base of ClusterFusion’s image-based detector, ClusterFusion
performs better in all metrics, with the most significant
improvements observed in mAOE, mAVE, and mAAE which
are the metrics predicted directly by the radar-influenced
secondary regression heads.
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Table 4 shows the performance comparison between Clus-
terFusion and other 3D object detectors that are not based on
monocular cameras. Compared to CenterPoint [26], a lidar-
based method, ClusterFusion is inferior in every metric save
for mAAE. The highly accurate lidar point cloud enables
CenterPoint to produce high-accuracy detection, localization,
dimension estimation, and even velocity estimation by
incorporating temporal information from multiple frames of
data.

When compared to recent multiple camera-based methods
such as DETR3D [37], BEVDet [41], and PETR [38],
ClusterFusion achieved inferior performance in almost all
metrics but mAVE and mAAE. Not only do these methods
use features from multiple images, these methods also use the
stronger VoVNet V2-99 [85] backbone. BEVDet additionally
uses BEV image features that enable better localization
performance as shown by its lowest mATE and mAOE among
other methods. Nevertheless, ClusterFusion proves superior
in terms of mAVE and mAAE due to its use of radar
information that includes radial velocity measurements.

However, multiple camera-based methods that use tem-
poral information from multiple frames of input [42], [43],
[44], [45], [46], [47], [48] outperform ClusterFusion even
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TABLE 5. Inference runtime comparison with the baseline model.

Model t (ms) FPS
CenterFusion [14] 310.8 3.22
CenterFusion (our implementation) 93.7 10.67
ClusterFusion (ours) 101.4 9.86

in terms of mAVE. Moreover, all of these methods use
BEV image features, further enlarging the performance gap
between them and ClusterFusion with their better localization
performance. However, ClusterFusion still achieved better
mAAE over them. It might be important to note that
the image-based detector backbone used by ClusterFusion,
DLA-34 [76], is also weaker than the backbones used by
the multiple camera-based methods shown in Table 4 that
use newer and stronger backbones such as VoVNet V2-99
[85], Swin Transformer-Base [86], ConvNeXt-Base [87], and
InternImage-XL [88].

Among the compared radar-multiple camera fusion 3D
object detection methods [68], [69], [70], [71], [72], [73],
[74], [75], it might be important to note that MVFusion [68],
TransCAR [69], and CRAFT [70] do not use BEV image
features while all the other methods do use BEV image
features. The three non-BEV methods all achieved inferior
overall performance to the BEV methods. The state-of-the-
art radar-multiple camera fusion 3D object detection method,
HVDetFusion [75], additionally uses temporal information
from multiple frames of images. ClusterFusion uses a
single camera without the use of BEV features or temporal
information. Compared to the radar-multiple camera fusion
3D object detection methods presented in Table 4, it achieved
generally inferior performance on almost all the metrics but
mAAE where it achieved the second best result to X3KD [71].
X3KD might benefit from the fact that it distills knowledge
from a lidar-based detector and a camera-based instance
segmentation model during training, both of which require
additional data and labels. Even with all the disadvantages,
ClusterFusion achieved a competitive or even better mAAE
when compared to other methods that are not monocular
camera-based.

C. RUNTIME ANALYSIS

ClusterFusion achieved the results discussed in Section V-B
with minimal additional computations over CenterFusion.
The inference runtime comparison between ClusterFusion
and the baseline model CenterFusion [14] is shown in
Table 5. The comparison is done on a PC running an Intel
Core 19-10920X CPU with 125 GB RAM and an NVIDIA
GeForce RTX 3090. We compared the runtime of the original
CenterFusion implementation by [14], our implementation
of CenterFusion, and ClusterFusion which is built upon our
implementation of CenterFusion.

We found that our implementation of CenterFusion
is over 3 times faster than the original implementation,
thanks to our extensive use of vectorization especially
in the frustum-based association and heatmap conversion
mechanisms. ClusterFusion, while slower than our
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implementation of CenterFusion, adds only 7.7 ms of
computation per frame or equivalent to an 8.21% increase
of computation time and is only 0.86 FPS slower. It trades
the additional computation time for a 3.8% increase in NDS
and a 1.5% increase in mAP.

D. QUALITATIVE ANALYSIS

Figure 6 shows a comparison of the detection results obtained
using ClusterFusion and CenterFusion [14], the baseline
architecture, during daytime, nighttime, and in rain. Our
proposed method can perform well even in low-visibility
conditions. Our proposed method performs better than
CenterFusion in detecting obstructed and truncated objects.
It is also better for estimating objects’ position and orientation
even when they are far away from the ego vehicle.

E. ABLATION STUDY

1) RADAR FEATURE CONFIGURATIONS

In our search for the best configuration for each radar feature
extraction strategy, we trained and tested several models with
different configurations for each strategy and compared their
performance against each other. To save time, we use only a
tenth of the nuScenes’ training and validation slice to train
and test the models. We use training and test configurations
similar to the configuration described in Section V-A, but we
trained the models for 100 epochs instead.

For the handcrafted feature extraction strategy, we com-
pared several feature combinations. Table 6 shows the
feature combinations along with their respective detection
performance. The Mean model that only uses the mean,
minimum, and maximum values of the point-wise radar
features achieved the best NDS and mAP as it boasts a supe-
rior position estimation accuracy. The MeanOrt model that
extends the Mean model by adding the orientation estimate
feature achieved the best objects’ orientation, velocity, and
attribute estimation performance but achieved a lower NDS
and mAP. This shows that the orientation estimate feature
can effectively represent the radar point cloud cluster’s
orientation and improve detection performance. We tested
the MedianOrt model, a variation of the MeanOrt model
that uses median instead of mean, to see if the median
can represent the radar clusters’ feature distribution better.
However, it turned out that this model performed the worst
among all the models. Lastly, we tested the Complete
model that uses the variance value on top of using both mean
and median but it was outperformed by the Mean and the
MeanOrt model. We chose the MeanOrt model’s feature
combination as the best configuration for the handcrafted
radar feature extraction strategy as it gave the best orientation,
velocity, and attribute estimation performance.

For the learning-based radar feature extraction strategy,
we compared several architecture configurations. Table 7
shows the architecture configurations along with their
detection performance. The result is quite straightforward,
as the largest model with the largest kernel size, the most
number of KPConv layers, and the largest feature map
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FIGURE 6. Sample detection results from the nuScenes dataset, obtained using our proposed method (top) and the baseline method CenterFusion
(bottom). Our proposed method performs better than the baseline method, especially in detecting obstructed, truncated, and faraway objects.

TABLE 6. Performance comparison of handcrafted feature combinations.

Model Features Dim Performance 1 Error |
Mean | Min | Max | Med | Var | Ort NDS mAP mATE | mAOE | mAVE | mAAE
Mean v v v - - - 12 38.5 314 0.702 0.513 1.232 0.245
MeanOrt v v v - - v 13 37.3 29.5 0.760 0.491 1.202 0.236
MedianOrt - v v v - v 13 36.7 30.0 0.761 0.561 1.272 0,239
Complete v v v v v v 21 37.5 30.7 0.730 0.537 1.337 0.256

*The best results are written in boldface and the second-best results are underlined.

dimensions achieved the best performance among all the used by the Large model as the best configuration for the
models. As such, we use the architecture configurations learning-based radar feature extraction strategy.
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TABLE 7. Performance comparison of learning-based radar feature extractor architecture configurations.

Configuration Performance 1 Error |
Model Ke.rnel # KPConv F.eature Map Dim NDS mAP mATE | mAOE | mAVE | mAAE
Size Layers First Output
Lite 8 4 8 64 38.2 29.7 0.718 0.445 1.580 0.235
Medium 15 5 32 512 375 30.5 0.749 0.535 1.345 0.231
Large 15 5 64 1024 38.9 31.0 0.712 0472 1.314 0.208
*The best results are written in boldface and the second-best results are underlined.
TABLE 8. Results of ablation experiments under different conditions.
Model Number of | Performance 1 Error |
Scenes NDS mAP mATE | mASE | mAOE | mAVE | mAAE
Ideal 112 49.2 35.0 0.615 0.258 0.386 0.406 0.159
Rain 24 49.0 35.2 0.644 0.283 0.390 0.432 0.110
Night 15 26.1 16.3 0.741 0.477 0.647 0.863 0.478

*The best results are written in boldface and the second-best results are underlined.

2) PERFORMANCE IN LOW-VISIBILITY CONDITIONS

To study ClusterFusion’s performance in low-visibility
conditions such as in the rain or during nighttime, we tested
the model on three different subsets of the nuScenes’
validation slice. The Rain subset contains only rainy
scenes, the Night subset contains only nighttime scenes,
and the Ideal subset contains all the other scenes.
Table 8 shows the performance of the model on the three
datasets.

The model’s performance does not really degrade in
the rain, it only showed slight all-around performance
degradation in all the metrics but mAP and mAAE where
it instead showed slight improvement. However, the model’s
performance degrades significantly during nighttime, achiev-
ing only about half the NDS and mAP of its performance
in ideal conditions. This performance degradation might
suggest that ClusterFusion relies heavily upon the image-
based detector, as when it can not produce adequate
preliminary 3D detections it can not associate radar clusters
properly. Thus, the information from radar can not be utilized
well. However, the poor performance during nighttime might
also be explained by the small size of the dataset, skewing the
performance distribution.

VI. CONCLUSION

We proposed ClusterFusion, a radar-monocular camera
fusion-based 3D object detection method that achieved state-
of-the-art performance with the best NDS, mAOE, mAVE,
and mAAE as well as the second-best mATE and mASE
among all radar-monocular camera methods on nuScenes’
object detection leaderboard. Compared to the state-of-the-
art 3D object detection methods that are not based on
monocular cameras, ClusterFusion achieved a competitive
attribute estimation performance. ClusterFusion performs
cross-modal feature fusion on the image plane, but in contrast
to previous works, it performs feature extraction on radar
clusters directly in their point cloud form rather than in
their image-like projected form, preserving the local spatial
features of the clusters that are otherwise lost in the projection
process. We also investigated and compared the performance
of three radar feature extraction strategies: a handcrafted
strategy, a learning-based strategy leveraging KPConv [19],
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and a combination of both, and found that the handcrafted
strategy yields the best result.

The main shortcoming of ClusterFusion is that it relies
on image-based preliminary 3D object detections to filter
and cluster the radar point cloud. Consequently, when
the accuracy of the image-based preliminary detections is
subpar, ClusterFusion struggles to utilize radar information
effectively. Incorporating radar information in the generation
of preliminary 3D object detections might help alleviate this
issue. Furthermore, ClusterFusion fuses the image features
and radar features on the image plane using only a simple
concatenation. The use of a more effective cross-modal
feature fusion strategy can be a topic for further investigation.
The use of BEV image features could prove both promising
and straightforward as the radar feature extraction framework
can theoretically be adapted directly for use on the BEV
plane. Additionally, the use of temporal information along
with a stronger backbone might help improve the image-
based detector’s performance.

REFERENCES

[1] J. Li, B. Yang, C. Chen, R. Huang, Z. Dong, and W. Xiao, “‘Automatic
registration of panoramic image sequence and mobile laser scanning data
using semantic features,” ISPRS J. Photogramm. Remote Sens., vol. 136,
pp. 41-57, Feb. 2018.

[2] Y.Liao,J.Li, S. Kang, Q. Li, G. Zhu, S. Yuan, Z. Dong, and B. Yang, “SE-
calib: Semantic edge-based LiDAR—camera boresight online calibration
in urban scenes,” IEEE Trans. Geosci. Remote Sens., vol. 61, 2023,
Art. no. 1000513.

[3] D. Yang, K. Jiang, D. Zhao, C. Yu, Z. Cao, S. Xie, Z. Xiao, X. Jiao,
S. Wang, and K. Zhang, “Intelligent and connected vehicles: Current status
and future perspectives,” Sci. China Technological Sci., vol. 61, no. 10,
pp. 1446-1471, Oct. 2018.

[4] D.Feng, C. Haase-Schiitz, L. Rosenbaum, H. Hertlein, C. Glaser, F. Timm,
W. Wiesbeck, and K. Dietmayer, “Deep multi-modal object detection
and semantic segmentation for autonomous driving: Datasets, methods,
and challenges,” [EEE Trans. Intell. Transp. Syst., vol. 22, no. 3,
pp. 1341-1360, Mar. 2021.

[5] Z. Wei, F. Zhang, S. Chang, Y. Liu, H. Wu, and Z. Feng, “MmWave radar
and vision fusion for object detection in autonomous driving: A review,”
Sensors, vol. 22, no. 7, p. 2542, Mar. 2022.

[6] P. Svenningsson, F. Fioranelli, and A. Yarovoy, “‘Radar-PointGNN: Graph
based object recognition for unstructured radar point-cloud data,” in Proc.
IEEE Radar Conf. (RadarConf21), May 2021, pp. 1-6.

[7]1 M. Ulrich, S. Braun, D. Kohler, D. Niederlohner, F. Faion, C. Gldser, and
H. Blume, “Improved orientation estimation and detection with hybrid
object detection networks for automotive radar,” in Proc. IEEE 25th Int.
Conf. Intell. Transp. Syst. (ITSC), Oct. 2022, pp. 111-117.

VOLUME 11, 2023



I. T. Kurniawan, B. R. Trilaksono: ClusterFusion: Leveraging Radar Spatial Features

IEEE Access

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

Y. Kim, J. W. Choi, and D. Kum, “Grif Net: Gated region of interest
fusion network for robust 3D object detection from radar point cloud
and monocular image,” in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst.
(IROS), Jul. 2020, pp. 10857-10864.

S. Chadwick, W. Maddern, and P. Newman, ‘“‘Distant vehicle detection
using radar and vision,” in Proc. Int. Conf. Robot. Autom. (ICRA),
May 2019, pp. 8311-8317.

F. Nobis, M. Geisslinger, M. Weber, J. Betz, and M. Lienkamp, “A deep
learning-based radar and camera sensor fusion architecture for object
detection,” in Proc. Sensor Data Fusion, Trends, Solutions, Appl. (SDF),
2019, pp. 1-7.

V.John and S. Mita, ““RVNet: Deep sensor fusion of monocular camera and
radar for image-based obstacle detection in challenging environments,”
in Proc. Pacific-Rim Symp. Image Video Technol. Cham, Switzerland:
Springer, 2019, pp. 351-364.

L.-q. Liand Y.-I. Xie, ““A feature pyramid fusion detection algorithm based
on radar and camera sensor,” in Proc. 15th IEEE Int. Conf. Signal Process.
(ICSP), vol. 1, Dec. 2020, pp. 366-370.

S. Chang, Y. Zhang, F. Zhang, X. Zhao, S. Huang, Z. Feng, and Z. Wei,
“Spatial attention fusion for obstacle detection using mmWave radar and
vision sensor,” Sensors, vol. 20, no. 4, p. 956, Feb. 2020.

R. Nabati and H. Qi, “CenterFusion: Center-based radar and camera fusion
for 3D object detection,” in Proc. IEEE Winter Conf. Appl. Comput. Vis.
(WACV), Jan. 2021, pp. 1526-1535.

Y. Li, K. Zeng, and T. Shen, “CenterTransFuser: Radar point cloud and
visual information fusion for 3D object detection,” EURASIP J. Adv.
Signal Process., vol. 2023, no. 1, pp. 1-23, Jan. 2023.

Y. Long, A. Kumar, D. Morris, X. Liu, M. Castro, and
P.  Chakravarty, “Radiant: Radar-image association network
for 3D object detection,” in Proc. AAAI Conf. Artif. Intell.,
vol. 37, no. 2, pp.1808-1816, Jun. 2023. [Online]. Available:
https://ojs.aaai.org/index.php/A A Al/article/view/25270

X. Ma, Y. Zhang, D. Xu, D. Zhou, S. Yi, H. Li, and W. Ouyang,
“Delving into localization errors for monocular 3D object detection,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2021,
pp. 4719-4728.

H. Caesar, V. Bankiti, A. H. Lang, S. Vora, V. E. Liong, Q. Xu, A. Krishnan,
Y. Pan, G. Baldan, and O. Beijbom, “NuScenes: A multimodal dataset
for autonomous driving,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit. (CVPR), Jun. 2020, pp. 11618-11628.

H. Thomas, C. R. Qi, J.-E. Deschaud, B. Marcotegui, F. Goulette, and
L. J. Guibas, “KPConv: Flexible and deformable convolution for point
clouds,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2019, pp. 6411-6420.
I. T. Kurniawan and B. R. Trilaksono, “‘Improving radar-camera fusion-
based 3D object detection for autonomous vehicles,” in Proc. 12th Int.
Conf. Syst. Eng. Technol. (ICSET), Oct. 2022, pp. 42-47.

Y. Zhou and O. Tuzel, “VoxelNet: End-to-end learning for point cloud
based 3D object detection,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., Jun. 2018, pp. 4490-4499.

Y. Yan, Y. Mao, and B. Li, “SECOND: Sparsely embedded convolutional
detection,” Sensors, vol. 18, no. 10, p. 3337, Oct. 2018.

A. H. Lang, S. Vora, H. Caesar, L. Zhou, J. Yang, and O. Beijbom,
“PointPillars: Fast encoders for object detection from point clouds,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jul. 2019,
pp. 12697-12705.

S. Shi, X. Wang, and H. Li, “PointRCNN: 3D object proposal generation
and detection from point cloud,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit. (CVPR), Jun. 2019, pp. 770-779.

J. Deng, S. Shi, P. Li, W. Zhou, Y. Zhang, and H. Li, “Voxel R-CNN:
Towards high performance voxel-based 3D object detection,” in Proc.
AAAI Conf. Artif. Intell., May 2021, vol. 35, no. 2, pp. 1201-1209.

T. Yin, X. Zhou, and P. Krihenbiihl, “Center-based 3D object detection
and tracking,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.
(CVPR), Jun. 2021, pp. 11779-11788.

X. Zhou, D. Wang, and P. Krihenbiihl, “Objects as points,” 2019,
arXiv:1904.07850.

A. Simonelli, S. R. Bulo, L. Porzi, M. Lopez-Antequera, and
P. Kontschieder, “Disentangling monocular 3D object detection,” in Proc.
IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2019, pp. 1991-1999.

X. Zhou, V. Koltun, and P. Kréhenbiihl, “Tracking objects as points,” in
Proc. ECCV, 2020, pp. 474—490.

VOLUME 11, 2023

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(371

(38]

(39]

(40]

[41]

[42]

(43]

(44]
(45]

[46]

(47]

(48]

(49]

(50]

(51]

(52]

Z.Liu, Z. Wu, and R. Téth, “SMOKE: Single-stage monocular 3D object
detection via keypoint estimation,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit. Workshops (CVPRW), Jun. 2020, pp. 996-997.

T. Wang, X. Zhu, J. Pang, and D. Lin, “FCOS3D: Fully convolutional
one-stage monocular 3D object detection,” in Proc. IEEE/CVF Int. Conf.
Comput. Vis. Workshops (ICCVW), Oct. 2021, pp. 913-922.

Y. Zhang, J. Lu, and J. Zhou, ““Objects are different: Flexible monocular 3D
object detection,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.
(CVPR), Jun. 2021, pp. 3288-3297.

X. Liu, N. Xue, and T. Wu, “Learning auxiliary monocular contexts helps
monocular 3D object detection,” in Proc. AAAI Conf. Artif. Intell., vol. 36,
no. 2, 2022, pp. 1810-1818.

D. Park, R. Ambrus, V. Guizilini, J. Li, and A. Gaidon, “Is pseudo-LiDAR
needed for monocular 3D object detection?”” in Proc. IEEE/CVF Int. Conf.
Comput. Vis., Jul. 2021, pp. 3142-3152.

T. Wang, Z. Xinge, J. Pang, and D. Lin, “Probabilistic and geometric
depth: Detecting objects in perspective,” in Proc. Conf. Robot Learn.,
2022, pp. 1475-1485.

Z.Li, Z. Qu, Y. Zhou, J. Liu, H. Wang, and L. Jiang, “Diversity matters:
Fully exploiting depth clues for reliable monocular 3D object detection,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jul. 2022,
pp. 2791-2800.

Y. Wang, V. C. Guizilini, T. Zhang, Y. Wang, H. Zhao, and J. Solomon,
“Detr3D: 3D object detection from multi-view images via 3D-To-2D
queries,” in Proc. Conf. Robot Learn., 2022, pp. 180-191.

Y. Liu, T. Wang, X. Zhang, and J. Sun, “PETR: Position embedding
transformation for multi-view 3D object detection,” in Proc. Comput. Vis.—
ECCYV 17th Eur. Conf. Tel Aviv, Israel: Springer, Oct. 2022, pp. 531-548.
J. Philion and S. Fidler, “Lift, splat, shoot: Encoding images from arbitrary
camera rigs by implicitly unprojecting to 3D,” in Proc. Comput. Vis.—
ECCV 16th Eur. Conf. Glasgow, U.K.: Springer, Aug. 2020, pp. 194-210.
C. Reading, A. Harakeh, J. Chae, and S. L. Waslander, “Categorical
depth distribution network for monocular 3D object detection,” in
Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jul. 2021,
pp. 8555-8564.

J. Huang, G. Huang, Z. Zhu, Y. Ye, and D. Du, “BEVDet: High-
performance multi-camera 3D object detection in bird-eye-view,” 2021,
arXiv:2112.11790.

Z. Li, W. Wang, H. Li, E. Xie, C. Sima, T. Lu, Y. Qiao, and J. Dai,
“BEVFormer: Learning bird’s-eye-view representation from multi-camera
images via spatiotemporal transformers,” in Proc. Comput. Vis. ECCV 17th
Eur. Conf. Tel Aviv, Israel: Springer, Oct. 2022, pp. 1-18.

Y.Li,Z.Ge, G. Yu,J. Yang, Z. Wang, Y. Shi, J. Sun, and Z. Li, “BEVDepth:
Acquisition of reliable depth for multi-view 3D object detection,” in Proc.
AAAI Conf. Artif. Intell., Jun. 2023, vol. 37, no. 2, pp. 1477-1485.

J. Huang and G. Huang, “BEVDet4D: Exploit temporal cues in multi-
camera 3D object detection,” 2022, arXiv:2203.17054.

J. Huang and G. Huang, “BEVPoolv2: A cutting-edge implementation of
BEVDet toward deployment,” 2022, arXiv:2211.17111.

J. Park, C. Xu, S. Yang, K. Keutzer, K. Kitani, M. Tomizuka, and W. Zhan,
“Time will tell: New outlooks and a baseline for temporal multi-view 3D
object detection,” in Proc. Int. Conf. Learn. Represent., 2023, pp. 1-25.
C. Yang, Y. Chen, H. Tian, C. Tao, X. Zhu, Z. Zhang, G. Huang, H.
Li, Y. Qiao, L. Lu, J. Zhou, and J. Dai, “BEVFormer v2: Adapting
modern image backbones to bird’s-eye-view recognition via perspective
supervision,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.
(CVPR), Jun. 2023, pp. 17830-17839.

C. Han, J. Sun, Z. Ge, J. Yang, R. Dong, H. Zhou, W. Mao, Y. Peng, and
X. Zhang, “Exploring recurrent long-term temporal fusion for multi-view
3D perception,” 2023, arXiv:2303.05970.

Y. Jiang, L. Zhang, Z. Miao, X. Zhu, J. Gao, W. Hu, and Y.-G. Jiang,
“PolarFormer: Multi-camera 3D object detection with polar transformer,”
in Proc. AAAI Conf. Artif. Intell., vol. 37, no. 1, 2023, pp. 1042-1050.

M. Dreher, E. Ercelik, T. Bénziger, and A. Knoll, “Radar-based 2D car
detection using deep neural networks,” in Proc. IEEE 23rd Int. Conf. Intell.
Transp. Syst. (ITSC), Sep. 2020, pp. 1-8.

D. Kohler, M. Quach, M. Ulrich, F. Meinl, B. Bischoff, and H. Blume,
“Improved multi-scale grid rendering of point clouds for radar object
detection networks,” 2023, arXiv:2305.15836.

A. Danzer, T. Griebel, M. Bach, and K. Dietmayer, “2D car detection
in radar data with PointNets,” in Proc. IEEE Intell. Transp. Syst. Conf.
(ITSC), Oct. 2019, pp. 61-66.

121527



IEEE Access

I. T. Kurniawan, B. R. Trilaksono: ClusterFusion: Leveraging Radar Spatial Features

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

J. F Tilly, S. Haag, O. Schumann, F. Weishaupt, B. Duraisamy,
J. Dickmann, and M. Fritzsche, “Detection and tracking on automotive
radar data with deep learning,” in Proc. IEEE 23rd Int. Conf. Inf. Fusion
(FUSION), Jul. 2020, pp. 1-7.

R. Q. Charles, H. Su, M. Kaichun, and L. J. Guibas, ‘“PointNet:
Deep learning on point sets for 3D classification and segmentation,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jul. 2017,
pp. 652-660.

C.R. Qi, L. Yi, H. Su, and L. J. Guibas, “PointNet++: Deep hierarchical
feature learning on point sets in a metric space,” in Proc. Adv. Neural Inf.
Process. Syst., vol. 30, 2017, pp. 1-10.

S. Vora, A. H. Lang, B. Helou, and O. Beijbom, ‘‘PointPainting: Sequential
fusion for 3D object detection,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit. (CVPR), Jun. 2020, pp. 4604-4612.

J. H. Yoo, Y. Kim, J. Kim, and J. W. Choi, “3D-CVF: Generating joint
camera and LiDAR features using cross-view spatial feature fusion for 3D
object detection,” in Proc. Comput. Vis. ECCV 16th Eur. Conf. Glasgow,
U.K.: Springer, Aug. 2020, pp. 720-736.

S. Pang, D. Morris, and H. Radha, “CLOCs: Camera-LiDAR object
candidates fusion for 3D object detection,” in Proc. IEEE/RSJ Int. Conf.
Intell. Robots Syst. (IROS), Oct. 2020, pp. 10386-10393.

C. Wang, C. Ma, M. Zhu, and X. Yang, “PointAugmenting: Cross-modal
augmentation for 3D object detection,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit. (CVPR), Jun. 2021, pp. 11794-11803.

Y. Li, Y. Chen, X. Qi, Z. Li, J. Sun, and J. Jia, “Unifying voxel-based
representation with transformer for 3D object detection,” in Proc. Adv.
Neural Inf. Process. Syst., vol. 35,2022, pp. 18442-18455.

Z.Yang, J. Chen, Z. Miao, W. Li, X. Zhu, and L. Zhang, ‘‘Deeplnteraction:
3D object detection via modality interaction,” in Proc. Adv. Neural Inf.
Process. Syst., vol. 35,2022, pp. 1992-2005.

X. Bai, Z. Hu, X. Zhu, Q. Huang, Y. Chen, H. Fu, and C.-L. Tai,
“TransFusion: Robust LiIDAR-camera fusion for 3D object detection with
transformers,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.
(CVPR), Jun. 2022, pp. 1090-1099.

Y. Li, A. W. Yu, T. Meng, B. Caine, J. Ngiam, D. Peng, J. Shen, Y. Lu,
D. Zhou, and Q. V. Le, “DeepFusion: LiDAR-camera deep fusion for
multi-modal 3D object detection,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit., Jul. 2022, pp. 17182-17191.

M. Meyer and G. Kuschk, “Deep learning based 3D object detection for
automotive radar and camera,” in Proc. 16th Eur. Radar Conf. (EuRAD),
Oct. 2019, pp. 133-136.

T. Zhou, J. Chen, Y. Shi, K. Jiang, M. Yang, and D. Yang, “Bridging
the view disparity between radar and camera features for multi-modal
fusion 3D object detection,” IEEE Trans. Intell. Vehicles, vol. 8, no. 2,
pp. 1523-1535, Feb. 2023.

J. Ku, M. Mozifian, J. Lee, A. Harakeh, and S. L. Waslander, “Joint 3D
proposal generation and object detection from view aggregation,” in Proc.
IEEE/RSJ Int. Conf. Intell. Robots Syst. (IROS), Oct. 2018, pp. 1-8.

X. Shi, Z. Chen, H. Wang, D.-Y. Yeung, W.-K. Wong, and W.-C.
Woo, “Convolutional LSTM network: A machine learning approach for
precipitation nowcasting,” in Proc. Adv. Neural Inf. Process. Syst., vol. 28,
2015, pp. 1-9.

Z. Wu, G. Chen, Y. Gan, L. Wang, and J. Pu, “MVFusion: Multi-view 3D
object detection with semantic-aligned radar and camera fusion,” 2023,
arXiv:2302.10511.

S. Pang, D. Morris, and H. Radha,
based camera-and-radar fusion for 3D object detection,”
arXiv:2305.00397.

Y. Kim, S. Kim, J. W. Choi, and D. Kum, “CRAFT: Camera-radar 3D
object detection with spatio-contextual fusion transformer,” in Proc. AAAI
Conf. Artif. Intell., Jun. 2023, vol. 37, no. 1, pp. 1160-1168.

M. Klingner, S. Borse, V. R. Kumar, B. Rezaei, V. Narayanan, S. Yogamani,
and F. Porikli, “X3KD: Knowledge distillation across modalities, tasks and
stages for multi-camera 3D object detection,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit. (CVPR), Jun. 2023, pp. 13343-13353.

L. Stdcker, S. Mishra, P. Heidenreich, J. Rambach, and D. Stricker, “RC-
BEVFusion: A plug-in module for radar-camera bird’s eye view feature
fusion,” 2023, arXiv:2305.15883.

J. Kim, M. Seong, G. Bang, D. Kum, and J. Won Choi, “RCM-
fusion: Radar-camera multi-level fusion for 3D object detection,” 2023,
arXiv:2307.10249.

Y. Kim, S. Kim, J. Shin, J. Won Choi, and D. Kum, “CRN: Camera radar
net for accurate, robust, efficient 3D perception,” 2023, arXiv:2304.00670.

“TransCAR: Transformer-
2023,

121528

[75]

[76]

(77

(78]

(791

[80]

(81]

(82]

(83]

(84]

(85]

(86]

(87]

(88]

K. Lei, Z. Chen, S. Jia, and X. Zhang, “HVDetFusion: A simple and robust
camera-radar fusion framework,” 2023, arXiv:2307.11323.

F. Yu, D. Wang, E. Shelhamer, and T. Darrell, “Deep layer aggregation,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018,
pp. 2403-2412.

A. Kendall and Y. Gal, ““What uncertainties do we need in Bayesian deep
learning for computer vision?” in Proc. Adv. Neural Inf. Process. Syst.,
vol. 30, 2017, pp. 1-11.

D. Eigen, C. Puhrsch, and R. Fergus, “Depth map prediction from a single
image using a multi-scale deep network,” in Proc. Adv. Neural Inf. Process.
Syst., vol. 27, 2014, pp. 1-8.

Y. Kim, S. Kim, S. Sim, J. W. Choi, and D. Kum, “Boosting monocular
3D object detection with object-centric auxiliary depth supervision,” IEEE
Trans. Intell. Transp. Syst., vol. 24, no. 2, pp. 1801-1813, Feb. 2022.
T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dolldr, ‘““Focal loss for dense
object detection,” in Proc. IEEE Int. Conf. Comput. Vis. (ICCV), Oct. 2017,
pp- 2980-2988.

A. Mousavian, D. Anguelov, J. Flynn, and J. Kosecka, “3D bounding
box estimation using deep learning and geometry,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., Jul. 2017, pp. 7074-7082.

H. Rezatofighi, N. Tsoi, J. Gwak, A. Sadeghian, I. Reid, and S. Savarese,
“Generalized intersection over union: A metric and a loss for bounding box
regression,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jul.
2019, pp. 658-666.

A. Newell, K. Yang, and J. Deng, “Stacked hourglass networks for
human pose estimation,” in Proc. Comput. Vis.—ECCV 14th Eur. Conf.
Amsterdam, The Netherlands: Springer, Oct. 2016, pp. 483-499.

K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770-778.

Y. Lee and J. Park, “Centermask: Real-time anchor-free instance
segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
2020, pp. 13906-13915.

Z. Liu, Y. Lin, Y. Cao, H. Hu, Y. Wei, Z. Zhang, S. Lin, and B.
Guo, “Swin transformer: Hierarchical vision transformer using shifted
windows,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2021,
pp. 10012-10022.

Z. Liu, H. Mao, C.-Y. Wu, C. Feichtenhofer, T. Darrell, and S. Xie, “A
ConvNet for the 2020s,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit. (CVPR), Jun. 2022, pp. 11966-11976.

W. Wang, J. Dai, Z. Chen, Z. Huang, Z. Li, X. Zhu, X. Hu, T. Lu,
L. Lu, H. Li, X. Wang, and Y. Qiao, “Internlmage: Exploring large-
scale vision foundation models with deformable convolutions,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2023,
pp. 14408-14419.

IRFAN TITO KURNIAWAN received the B.Sc.
degree in biomedical engineering and the M.Sc.
degree in electrical engineering from Institut
Teknologi Bandung, Bandung, Indonesia, in
2021 and 2023, respectively.

He was a Robotics Engineer with CAD-IT
Consultants Asia and a Computer Vision Engineer
Intern with Beehive Drones. He is currently
a Robotics Software Engineer with Movel Al,
Singapore. His research interests include robotics,
computer vision, and artificial intelligence.

BAMBANG RIYANTO TRILAKSONO (Member,
IEEE) received the bachelor’s degree in electrical
engineering from Institut Teknologi Bandung,
Bandung, Indonesia, and the master’s and Ph.D.
degrees in electrical engineering from Waseda
University, Tokyo, Japan.

He is currently a Professor with the Control
and Computer System Research Group, School
of Electrical Engineering and Informatics, Institut
Teknologi Bandung. His research interests include

control systems, robotics, and artificial intelligence.

VOLUME 11, 2023



