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ABSTRACT Conventional high-performance flip-flops suffer from large power consumption at the nominal
supply region and unreliable operation in the low-voltage region. To overcome these drawbacks, this paper
proposes conditional-bridging flip-flops (CBFFs) that can conditionally activate the shorting device in the
sense-amplifier stage. There are two versions of the proposed flip-flop. The single-ended version (CBFF-S)
adopts a single-ended latching stage to optimize in terms of power consumption and area. For applications
requiring high speed with differential outputs, the speed-optimized differential version (CBFF-D) is also
proposed. Since the shorting device is adaptively turned on only when it is necessary, the flip-flops have
fully static operations with reduced switching power consumption. The conditional bridging technique can
also help minimize the effective parasitic capacitance relevant to the shorting device by relieving the design
burden of weakening the device, resulting in further power reduction. The technique also provides the
complete separation of complementary precharge nodes in the sense-amplifier stage during input sampling,
achieving a fast and reliable operation. To further reduce power consumption and latency, the latching
stage is designed to have no glitches and signal fighting and to be driven by the first stage output without
signal inversion. Moreover, the conditionally bridged sense-amplifier stage having a reliable pull-down of
precharge nodes and the latching stage having a contention-free operation allow the flip-flops to provide
stable operation down to the near-threshold voltage (NTV) region. The proposed flip-flops were designed
in a 28-nm CMOS process, whose performance evaluation results indicated that the power consumption
of CBFF-S is reduced by up to 56.2% compared to conventional single-ended flip-flops at 0.1 switching
activity. The minimum DQ latency was also reduced by up to 33.6%. They also indicated that CBFF-D
offers up to 33.8% less power at 0.1 switching activity and up to 24.1% lower minimum DQ latency than
those of conventional differential flip-flops. The resulting power-delay product (PDP) of CBFFs was at
least 27.8% less than those of conventional flip-flops. The Monte-Carlo simulation results considering the
process, voltage, and temperature (PVT) variations indicated that CBFFs could operate reliably down to a
supply voltage of 0.3 V.

INDEX TERMS Flip-flop, pulsed latch, sense amplifier, high performance, low power, low voltage.

I. INTRODUCTION
The demand for high-speed operation of electronic systems
requires clock frequencies to be higher and timing specifica-
tions to be tighter [1]. To satisfy relevant timing requirements,
high-speed circuits have been employed in these systems,
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which results in large power consumption. At the same time,
energy-efficient computations are getting more important
as mobile electronic systems are widely used these days
[2], [3]. To cope with energy constraints, low-power design
techniques including voltage scaling to minimize switching
power [4], [5] and(or) conditional operations to eliminate
redundant power [6], [7] can be used, sacrificing the speed
performance. In a situation where both speed and power are
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important, a deliberate trade-off between thesemetrics should
be considered, which usually happens in high-performance
mobile applications.

In synchronous digital integrated systems, flip-flops and
latches play an important role in governing state transitions
and synchronized data flow. The high-speed design of flip-
flops is important because they are usually in timing-critical
signal paths determiningmaximumoperating frequencies [8].
Moreover, since multi-million flip-flops can be used in a
single processor [9], whose collective power consumption
can reach up to 20-40% of the total power [9], [10], [11],
the low-power design of flip-flops has become equally impor-
tant. Therefore, minimizing both the power consumption and
latency of flip-flops and latches, which are hard to attain at the
same time, is a critical issue in high-speed mobile electronic
system design.

Transmission-gate flip-flop (TGFF) [12] (FIGURE 1) tra-
ditionally used in synchronous digital ICs has a master-slave
structure and can provide moderate data-to-output (DQ)
latency and power consumption. The reliable operation
of TGFF in the near-threshold voltage (NTV) region can
also provide a benefit of power saving by voltage scaling.
In TGFF, the separation of sampling and capturing input data
in the master and slave stages, respectively, leaves room for
reducing theDQ latency, which leads to so-called pulse-based
techniques [13], [14], [15]. One example is transmission-gate
pulsed latch (TGPL) [13] having a single latching stage with a
pulse generator. Since the input data is transferred directly to
the output during a narrow pulse period triggered by the clock
edge, the master stage in TGFF can be removed, resulting in
a reduced DQ latency. Despite high-speed operation, TGPL
can suffer from large power consumption due to the circuit
overhead for generating the brief pulse. Moreover, the vari-
ability of the pulse width due to process variations may result
in an unreliable operation, especially in the NTV region.
Although recent circuit techniques can resolve some issues
related to pulse generation [14], [15], managing internally
delayed local clocks for a pulsed operation makes the total
power consumption larger than TGFF.

Another way to improve the speed of timing elements is
to use the sense-amplifier-based flip-flop (SAFF) technique
[17]. By adopting a differential precharged circuit in the
first stage and a symmetric latch in the second stage, the
flip-flop can fast sample and capture input data at the trigger-
ing clock edge, resulting in high-speed operation. Although
further power and speed improvements can be achieved by
modifying the structure of the latching stage, undesired signal
fighting in the latching stage may cause a trade-off between
power consumption and latency [18]. As another issue, the
utilization of a weak shorting device to ensure static operation
renders these flip-flops susceptible to increased variability in
the NTV region. Although the problem can be addressed by
detecting the transition of precharged nodes [19], overheads
in terms of power and latency are high.

In this paper, sense amplifier-based flip-flops adopting a
conditional bridging technique (CBFFs) are presented for

FIGURE 1. TGFF.

FIGURE 2. Pulsed latch-based FFs: (a) TGPL [13], (b) STPL [14], and
(c) DCPL [15].

improving the speed and reducing power consumption. The
proposed conditional bridging technique solves the issues
related to the shorting device described above with no
overheads in terms of power and speed. Two versions of
flip-flops are proposed: the single-ended version (CBFF-S)
for reducing power consumption and the differential version
(CBFF-D) for lowering the latency. Along with low power
and high speed, CBFFs have no contention issue, supporting
a reliable operation in the NTV region. Section II presents
state-of-the-art high-performance flip-flops and describes
reasons for performance degradation in terms of power,
speed, and reliability. Section III introduces the proposed
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flip-flops and explains how they can overcome the issues of
conventional flip-flops. Performance evaluation results are
presented in Section IV. Then, Section V concludes the paper.

II. CONVENTIONAL HIGH-SPEED FLIP-FLOPS
A. PULSED LATCH-BASED FLIP-FLOPS
The structure of the transmission-gate pulsed latch (TGPL)
[13] is illustrated in FIGURE 2(a), which is composed of a
single latching stage and an explicit pulse generator. By elim-
inating the master stage and directly delivering input DB to
internal node QN when brief pulse PCK is high, the DQ
latency can be reduced. To prevent an unreliable data capture
due to too narrow pulse width at the worst PVT corners,
TGPL may use many inverters (five to eleven in [14] and
[15]) in the pulse generator, resulting in increased power
consumption and hold time. Moreover, simply enlarging the
pulse width may not be a solution in the NTV region because
of increased variability.

The pulse width variability issue of TGPL can be resolved
by the self-timed pulsed latch (STPL) [14], illustrated in
FIGURE 2(b). Using a dynamic XOR circuit, STPL gener-
ates conditional pulses, TRANSb and TRANS, by detecting
whether Q transitions and becomes equal to D for letting QN
finish capturing DB regardless of PVT conditions. Similar
techniques have been used previously [20], [21]. Unlike pre-
vious designs, repeated precharge and discharge operations of
the dynamic XOR circuit and undesired glitches on TRASNb
caused by precharged DQEQb and CK rising edge increase
the switching power consumption, as mentioned in [14].
Moreover, a functional failure can occur in the NTV region
due to the dynamic XOR circuit driven by the output of a
single-ended latch, as explained in [15]. Specifically, after
QN captures a high DB at the rising clock edge, it makes QI
low by driving I4 and discharges DQEQb by turning M3 on.
If the discharge of DQEQb is so fast that TRANSb becomes
high before QI becomes fully low,M16 may stay on, and QN
can become unstable. The situation can occur more easily
when the flip-flop operates in the NTV region where the
circuit variability is high.

Differential contention-free pulsed latch (DCPL) [15]
illustrated in FIGURE 2(c) can resolve the reliability issues of
STPLmentioned above by ensuring that the falling transitions
of QN and QI occur earlier than rising transitions. However,
as mentioned in [15], DCPL exhibits increased latency com-
pared to STPL and larger power consumption compared to
TGFF. An indirect pull-up of QN by QI turning M10 on may
limit the pull-down speed of the output, requiring large-sized
transistors along the pull-down path of QI to compensate
for the latency degradation. Moreover, similar to STPL, the
repeated toggling of DCK can increase the switching power
consumption.

B. SENSE-AMPLIFIER-BASED FLIP-FLOPS
The schematic diagrams of sense-amplifier-based flip-flops
(SAFFs) are illustrated in FIGURE 3. In Nikolić’s SAFF [17]

FIGURE 3. Sense-amplifier-based FFs: (a) Nikolić’s SAFF [17], (b) Strollo’s
SAFF [18], and (c) SAFF-TCD. [19]

shown in FIGURE 3(a), after SB and RB are precharged high
when CK is low, the differential sense-amplifier (SA) stage
quickly samples the input data at the rising edge of CK. The
speed bottleneck of the output SR latch in the original SAFF
[16] is overcome by adopting a symmetric latch. However,
unconditional transitions of one of SB and RB and associated
inverted signal (S or R) each cycle regardless of the output
change cause a large amount of power consumption. Along
with large power consumption, the inverters in the latching
stage may increase the overall latency, as mentioned in [18].
Moreover, the connection through the always-on shorting
device (M4) between nodes X and Y in the SA stage to
maintain static operation should be weak to allow a fast and
reliable sampling of input data. The weakening ofM4, which
can be done either by increasing the transistor length or by
connecting several minimum transistors in series between X
and Y , may result in large area and power overheads and(or)
latency degradation.

Strollo’s SAFF [18] shown in FIGURE3(b) seeks to reduce
the power consumption and DQ latency by directly driv-
ing the symmetric latch with only SB and RB, removing
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their inverted signals. Despite the power reduction by this
modification, a signal fighting in the latching stagemay result
in increased latency. For example, assuming that a high input
arrives whenQ is low, during the period in whichQB is being
pulled down throughM19-M21 after the rising clock edge,M16
stays on and fights against the pull-down of QB until SB is
discharged to raise Q, which may result in a longer falling
latency of the outputs. To reduce the contention, as mentioned
in [18], the size of M10 and M18 can be increased to fast pull
Q and QB up, which may result in larger power consumption
by an increased load capacitance of SB and RB. Moreover,
the problem related to the shorting device (M4) similar to
Nikolić’s SAFF still causes overheads in terms of power,
latency, and area.

Sense-amplifier-based flip-flop with transition completion
detection (SAFF-TCD) [19] shown in FIGURE 3(c) over-
comes the problem related to the shorting device by detecting
the transitions of SB and RB. When CK=0, both SB and RB
are precharged high, letting transition completion signal TC
be low and M4 be off. So, the pull-down evaluation of SB or
RB is separately performed from each other, necessitating no
sizing issue ofM4. After the pull-down of SB or RB, TC goes
high to turnM4 on for static operation. Although SAFF-TCD
can avoid the sizing issue of M4, the power consumption
and latency show limited improvements compared to Strollo’s
SAFF, as mentioned in [19]. That is, increased capacitive
loads at SB and RB to drive the NAND gate and a large load
capacitance of TC (note that TC drives the symmetric latch as
well) result in increased power consumption. Note also that
TC as well as SB or RB has transitions every cycle. Moreover,
the NAND gate delay from the pull-down of RB or SB to the
pull-up of TC increases the falling latency ofQ andQB as the
signal is used in the latching stage.

III. PROPOSED SENSE-AMPLIFIER-BASED FLIP-FLOP
A. CONDITIONAL BRIDGING
To resolve issues related to the shorting device (M4) in
conventional SAFFs in a more power-efficient manner, a con-
ditional bridging technique is proposed. It is inspired by the
fact that, in order to eliminate relevant redundant transitions
completely, the shorting device should be turned on only
when D changes after being captured by Q. In other cases,
the device is better turned off to avoid the burden of using a
weak device and to prevent the internal node (X or Y ) on the
opposite branch from being redundantly discharged. The SA
stage with a circuit for supporting the conditional bridging
is shown in FIGURE 4, where the output (CBG) of the
circuit drives the shorting device. The proposed conditional
bridge circuit makes M4 turned on during CK=1 only when
D changes and becomes different from Q by monitoring the
values of D, DB, SB, and RB. When CK is low, CBG is kept
low regardless of theD value since SB and RB are precharged
high, turning M13, M17, and one of M12 and M16 on. At the
rising clock edge, SB or RB discharges according to the value
of D. If SB is assumed to be discharged, D =RB=1 allows

FIGURE 4. The SA stage with conditional bridging circuit.

FIGURE 5. Single-ended version of the proposed flip-flop.

CBG to stay low by M16 and M17. If D changes to low, CBG
goes high byM14 andM15, lettingM4 be turned on to provide
a DC path to the ground, ensuring static operation.

B. STRUCTURE AND OPERATION
Adopting the conditional bridging technique described
above, two versions of the proposed conditional-bridging
flip-flop (CBFF) are proposed. FIGURE 5 depicts the
single-ended version (CBFF-S) composed of a sense-
amplifier stage (M0-M9 and I0) with the conditional bridging
circuit (M11-M16) and a single-ended latching stage (M18-
M23, I1, and I2). The conditional bridging circuit is modified
to reduce the total number of transistors in the flip-flop.
Specifically, the sources of M11 and M15 are directly driven
by D and DB, respectively. M17 driven by RB in FIGURE 4
is merged withM21 in the latch in FIGURE 5. For letting the
latching stage be optimized in terms of power consumption
and device count, the glitch- and contention-free single-ended
latch driven by the SA stage with no inversion is used,
as shown on the right part in FIGURE 5. The pull-up and
pull-down of QN after the rising clock edge are performed
by M18 and M19-M21 utilizing only RB, respectively. The
insertion of M20 driven by D is to eliminate glitches on QN
due to the precharged high value of RB at the start of the
clock high-period. SB is used for driving the source of M22
to let QN be pulled down with no contention. The source
of M23 is also connected to node A to let QN be pulled up
without contention. Note that the latching stage of CBFF-S
in FIGURE 5 is different from traditional pulsed latches [13],
[14], [15] because no pulsed operation is involved.

CBFF-S has advantages in terms of power consump-
tion, latency, and operational reliability. Letting the shorting
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device (M4) be turned on only when it is necessary by the
control of the conditional bridging circuit can totally elim-
inate redundant transitions on CBG. Since the transition of
CBG happens when D changes after Q captures D during
CK=1, adopting the conditional bridging circuit will result
in a substantial power reduction, especially at low switching
activities [22], [23]. The circuit also resolves the issue of
weakening the shorting device so that the device can be
sizedminimum, resulting in further power reduction. Another
reason for the reduced power consumption of CBFF-S comes
from the fact that the opposite precharge node (X or Y ) is
discharged only when D changes, which is rare at a typical
low input switching activity. As mentioned earlier, in conven-
tional SAFFs, they are precharged and discharged every clock
cycle. As for the speed, the reduced parasitic capacitance rel-
evant to the shorting device whose size is theminimum allows
the timing-critical signals like SB and RB to be pulled down
faster, contributing to lowering the latency. A complete turn-
off of the shorting device prevents the signal fighting between
SB and RB during the input sampling, further improving
the speed. To minimize the clock-to-output (CQ) latency,
the latching stage is designed to be directly driven by RB
without signal inversion and contention, as mentioned earlier.
Completely eliminating the contention in the SA stage can
also provide a reliable pull-down of precharged nodes at a low
supply voltage region. Composed of the conditional-bridging
SA stage and the contention-free latching stage allowing the
output to reliably capture input data, CBFF-S can offer a
stable operation down to the NTV region where variability
is large.

The differential version (CBFF-D) of the proposed
flip-flop is shown in FIGURE 6. Thanks to the symmetric
differential structure, the conditional bridging circuit can
avoid one more transistor (M13 in FIGURE 5) by letting it
be merged with M30 in FIGURE 6. In the latching stage, for
letting differential outputs Q and QB be directly driven by
SB and RB, respectively, some transistors are added with the
output inverter (I2 in FIGURE 5) removed. To improve the
pull-down speed of outputs by preventing the fighting against
pull-up keeper transistors M22 and M25, M24 driven by CK
is inserted in series with them. Although a circuit structure
similar to one in the single-ended version (M22 driven by
SB in FIGURE 5) is effective at nominal supply voltage,
our Monte-Carlo simulation result indicates that a reliability
issue can happen at worst corners, so a method of inserting a
clocked transistor (M24) is used. CBFF-D has almost all the
features of its single-ended counterpart, sharing the advan-
tages of reduced power and improved speed. Although the
overall power consumption of CBFF-D may be somewhat
larger than CBFF-S due to the larger load capacitance of CK
for driving the differential latch, its power reduction feature is
still valid among differential flip-flops when switching activ-
ity is low majorly due to the conditional bridging operation.
The speed of CBFF-D will be faster than CBFF-S since the
differential outputs of latch, Q and QB, are directly driven in
parallel by the outputs of the SA stage.

FIGURE 6. Differential version of the proposed flip-flop.

In general, the setup and hold times can be obtained by
finding the time points where Q cannot capture D by sweep-
ing the input arrival time [14]. Then, the setup-hold window
representing the minimum required input pulse width can be
written as

Tinput_width = Tsetup + Thold (1)

where Tsetup, Thold , and Tinput_width are the setup and hold
times and theminimum input pulse width, respectively. These
timing parameter values of the proposed flip-flops are similar
to the conventional SAFFs because they have similar SA
stage structures for sampling the input data. The minimum
DQ latency can be obtained by sweeping the input arrival time
to find theminimum time difference between input arrival and
the corresponding output change and can be written as

TDQ_min= min{TD−CK (ta) + TCQ(ta)} (2)

where min{a} finds the minimum value among all possible
values of a. TD−CK (ta) and TCQ(ta) are the time difference
from a valid input change to the corresponding clock tran-
sition, and the CQ latency at the given input arrival time ta,
respectively. From (2), we can surmise that a lower minimum
DQ latency of the proposed flip-flops can be expected by the
reduction of the CQ latency resulting from the conditional
bridging without contention and signal inversion. Regarding
the power consumption of a flip-flop, the overall power con-
sumption results from charging and discharging relevant node
capacitances (PCH ) and having the short-circuit current (PSC )
and device leakage (PLK ). So, the overall power consumption
can be written as

Pall = PCH + PSC + PLK (3)

Since PCH and PSC result from signal transitions, the
proposed conditional bridging technique eliminating the
redundant transitions and reducing the parasitic capacitances
at internal nodes will result in the overall power reduction of
the proposed flip-flops.

IV. PERFORMANCE EVALUATION
To assess the performance, the proposed and conventional
flip-flops were designed in a 28-nm CMOS process. The
threshold voltages of p- and n-type devices are 0.26 V and
0.34 V, respectively. The size of the transistors in each
flip-flop is optimized in terms of power consumption, latency,
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FIGURE 7. Flip-flop simulation environment.

and layout area [24]. The physical design of flip-flops has
been done, from which parasitic resistance and capacitance
are extracted. Using the RC-extracted netlists of flip-flops,
timing simulation is executed by Cadence Spectre. The sim-
ulation environment for evaluating the performance is shown
in FIGURE 7 [25]. For estimating the timing parameters such
as the setup/hold times and CQ/DQ latencies, each flip-flop
under test is set to receive data D and clock CK from inde-
pendent drivers I0 and I1. Buffered by a pair of inverters from
ideal signal DIN and CKIN , respectively, D and CK provide
realistic signal transitions obtained by the capacitive loads of
input and clock nodes. Each flip-flop is set to drive identical
FO4 loads to estimate the speed performance. For estimating
power components such as input, clock, and internal power
consumptions, the supply rails to the last input and clock
inverter stages and the flip-flop circuit itself are separated to
be VDD_D, VDD_CK, and VDD_INT, respectively, as shown
in FIGURE 7. Then, the overall power consumption in (3) can
be measured by summing the amounts of power consumed in
these supply rails. The switching power consumption due to
the FO4 load is not included. For obtaining the setup time, D
is set to transition to a different value from Q around CK’s
rising edge. To estimate the hold time, D is set to change its
value after Q captures the valid input. Then, the transition
timing point of D is swept with a 0.1-ps interval to estimate
how much CQ latency is increased from its nominal value.
To reflect the correlation between input arrival time and CQ
latency, the setup and hold times are estimated by measuring
the time when the CQ latency increases by 10% from the
nominal value [28], [29]. To estimate the CQ latency, the
clock is set to trigger when all internal nodes become stable
after an input arrival, and then the propagation delay from the
clock rising edge to output is measured. To measure the mini-
mum DQ latency given in (2), after the input data is prepared
as with a test condition for the setup time, the lowest data-to-
output latency is obtained by sweeping the input arrival time
[26], [27]. The power components of each flip-flop are esti-
mated by separately measuring the amounts of current drawn
from supply rails, VDD_D, VDD_CK, and VDD_INT, during
data capture operations. For power comparison at various
input switching activities, input data patterns having various
switching activity values (α) at 1-GHz clock frequency are
used. For example, for the switching activities of 0.2 and 1,
data patterns ‘‘1111100000. . . ’’ and ‘‘1010101010. . . ’’ are
used, respectively. To check the reliability of the flip-flop
operation in terms of variations, the Monte-Carlo simulation
is executed at all possible input, clock, and output transition
cases. If a flip-flop fails to sample and capture the desired

FIGURE 8. Input switching activity versus power consumption for
(a) single-ended and (b) differential flip-flops at TT corner, 1-V supply
voltage, and 27◦C temperature.

value at least once among the #5000 iterations, the flip-flop
is considered not to operate reliably.

The power consumption of flip-flops at a typical process
corner with 1-V supply voltage at room temperature is com-
pared in FIGURE 8. The resulting input switching activity
versus power consumption for flip-flops having single-ended
and differential outputs are plotted in FIGURE 8(a) and (b),
respectively. As expected, the overall power consumption of
each flip-flop increases as the switching activity increases.
As for the single-ended (FIGURE8(a)), usingmultiple invert-
ers for generating a narrow local pulse makes TGPL have the
largest power consumption at all switching activity values.
STPL and DCPL can reduce substantial power consumption
compared to TGPL by adopting a dynamic XOR gate for
pulsed operation, but their power consumption is still slightly
larger than that of TGFF. By replacing the power-consuming
pulse generation circuits in TGPL, STPL, and DCPL with the
conditionally bridged SA stage, CBFF-S consumes at least
18.7% less power than conventional single-ended flip-flops
for the entire switching activity range. As for the differential
(FIGURE 8(b)), Nikolić’s SAFF and SAFF-TCD consume
large power due to inverters between stages and the NAND
gate for driving the shorting device and latch, respectively.
For Strollo’s and Nikolić’s SAFFs, the non-negligible par-
asitic capacitance of the always-on shorting devices having
large lengths let their power consumption increase. Mean-
while, CBFF-D consumes lower power than conventional at
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FIGURE 9. Timing performance of flip-flops: (a) CQ latency, (b) minimum
DQ latency, and (c) setup and hold times at TT corner, 1-V supply voltage
and 27◦C temperature.

lower switching activities due to conditional bridging oper-
ation eliminating redundant transitions. In addition, it has
less power consumption than Nikolic’s SAFF [17] and
SAFF-TCD [19] by having no inverters and the NAND gate
between stages, respectively. These features allow CBFF-D
to have up to 33.8% less power consumption at 0.1 switching
activity. Note that the power consumption of CBFF-D is
slightly larger than its single-ended counterpart because of
the increased clock load. Instead, it provides a lower latency,
as seen below.

The CQ latency, minimumDQ latency, and setup/hold time
of flip-flops are compared in FIGURE 9(a), (b), and (c),
respectively. As shown in FIGURE 9(a), the CQ latencies of
CBFF-S and CBFF-D are the smallest among single-ended

FIGURE 10. Input switching activity versus power-delay product (PDP) of
flip-flops at TT corner, 1-V supply voltage.and 27◦C temperature.

FIGURE 11. Operability of flip-flops at scaled supply voltages obtained by
#5000 Monte-Carlo.simulations.

and differential flip-flops, respectively, contributed by a fast
pull-down in the SA stage due to conditional bridging,
no inverters between stages, and the contention-free opera-
tion of the latching stage, as explained earlier. As illustrated
in FIGURE 9(b), reflecting the relationship between input
arrival time and CQ latency shown in (2), the minimum
DQ latency of CBFF-S is lower than conventional single-
ended flip-flops except for TGPL. TGPL has the lowest
minimum DQ latency because it has a negative setup time at
the expense of hold time and power consumption. However,
recall that TGPL consumes the largest power among all flip-
flops. In the differential flip-flop category, Nikolić’s and
Strollo’s SAFFs have longer latency due to inverter delay and
signal contention, respectively. Moreover, the relatively large
parasitic capacitance of the always-on shorting device cannot
allow a fast evaluation in the SA stage. Although SAFF-TCD
can cut the shorting device off using a NAND gate during
input sampling, the logic gate is in the timing-critical path,
causing an increased overall latency. The fast pull-down
operation in the SA stage and the contention-free opera-
tion in the latching stage allow CBFF-D to achieve 13.5%,
18.1%, and 24.1% minimum DQ latency reductions from
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TABLE 1. Performance comparison of FLIP-FLOPS.

Nikolić’s SAFF, Strollo’s SAFF, and SAFF-TCD, respec-
tively. The worst-case setup and hold times of each flip-flop
are compared in FIGURE 9(c). For the single-ended flip-
flops, TGPL, STPL, and DCPL show negative or near-zero
setup time and large hold time compared to TGFF because
of a pulsed operation with no master stage. Thanks to the
SA stage fast sampling the input at the rising clock edge,
both CBFFs exhibit a very small positive setup time. More-
over, unlike pulsed flip-flops that require the input to remain
unchanged until the end of the pulse, resulting in a large
hold time, CBFFs have shorter hold times by adopting the
SA stage, where the input data can change right after input
sampling. By using an identical SA stage for sampling the
input, all differential flip-flops have similar setup and hold
time values, resulting in a similar setup-hold window given
in (1).

The power-delay product (PDP) values obtained by the
power and latency data in FIGURE 8 and FIGURE 9(b) for
various input switching activities are compared in FIGURE
10. The PDP of CBFF-S and CBFF-D beats all other
flip-flops in single-ended (hollow) and differential (filled)
categories, respectively, resulting in at least 31.3% and 27.8%
improvements at α = 0.1, respectively. At the maximum

input switching activity, the improvements are still 16.7% and
6.7%, respectively.

To check the operability of flip-flops at scaled supply
voltages, #5000 Monte-Carlo simulations considering PVT
variation have been performed, whose result is presented
in FIGURE 11. As with TGFF, DCPL, and SAFF-TCD,
CBFF-S and CBFF-D can operate well at scaled supply volt-
ages down to the NTV region. Since TGPL has a pulse-width
variation issue and Nikolić’s and Strollo’s SAFFs have the
shorting device sizing issue, their operating voltage is limited
to 0.8 V. Although STPL can resolve the issue, the dynamic
XOR circuit receiving the latch output is found to cause a
malfunction under 0.5-V supply voltage. DCPL solves the
issue and is capable of functioning at a supply voltage as
low as 0.35 V. Note that CBFF-S, CBFF-D, and SAFF-TCD
are capable of functioning at 0.3V by addressing the shorting
device’s sizing issue.

Table 1 summarizes the overall performance of flip-flops.
Note that TGPL, STPL, Nikolić’s SAFF, and Strollo’s SAFF
are unable to operate in the NTV region. Compared to
flip-flops capable of functioning in the NTV region such as
DCPL and SAFF-TCD, the power consumption and mini-
mum DQ latency of the proposed CBFFs are substantially
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FIGURE 12. Minimum DQ latency versus power consumption of
single-ended (hollow) and differential (filled) flip-flops with 0.1 input
switching activity at TT corner, 1-V supply voltage, and 27◦C temperature.

reduced. Resulting from a lower DQ latency and smaller
power consumption, the PDP values of CBFFs are the min-
imum among flip-flops in each category. The layout areas
of the proposed CBFFs are comparable to or slightly larger
than conventional flip-flops. Flip-flops can be designed in
an exotic technology for further performance enhancement.
Examples are pulse-triggered CNTFET flip-flip (pCNTFF)
[30] and ternary nonvolatile flip-flop (TNVFF) [31] (right
two columns in Table 1), which show better performance than
those in CMOS technology. However, the mass production
of highly integrated digital circuits in such technology is still
hard and costly to achieve due to immature fabrication tech-
nology. Since the CMOS process can provide a cost-effective
implementation of a large-scale synchronous system where
flip-flops play a major role, the performance innovation of
flip-flops designed in a CMOS technology is important and
attractive.

FIGURE 12 shows the minimum DQ latency versus power
consumption among flip-flops at 0.1 switching activity. Each
curved line in the figure represents the points where PDP
values are identical to each other. Because of the high-speed
feature, all conventional single-ended and differential flip-
flops are located on the left of TGFF. The large power
consumption of these flip-flops locates them above TGFF,
limiting their PDP improvement. On the other hand, CBFF-S
achieves noticeable power reduction compared to TGFF
mainly by the conditional bridging technique. The resulting
power reduction allows CBFF-S to be located far below
TGFF, achieving a significant PDP improvement. Similarly,
CBFF-D stands out among differential flip-flops due to its
reduction in both power and latency, letting it be located at
the lowest PDP point.

V. CONCLUSION
The paper presents low-power, high-performance, and reli-
able sense-amplifier-based flip-flops. The proposed condi-
tional bridging adaptively activates the shorting device to
guarantee static operation with no redundant transitions.

So, the shorting device can be sized minimum, reducing
the effective parasitic capacitance along the timing-critical
signal paths. The further reduction of power consumption
and latency can be achieved by directly driving the latching
stage without glitches and contention. To optimize in terms of
power consumption and area, the single-ended version of the
proposed flip-flop adopts a modified latching stage. To opti-
mize in terms of speed and to support differential operation,
the differential version with a differential latching stage is
also presented. On top of improvements in terms of power
and latency, the proposed flip-flops can reliably operate down
to the NTV region. The performance evaluation using a
28-nm CMOS process indicates that the proposed flip-flops
are good candidates for use in low-power high-speed digital
applications.
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