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ABSTRACT Bipolar disorder (BD) is one of the most common mental illnesses worldwide. In this study,
a smartphone application was developed to collect digital phenotyping data of users, and an ensemble
method combining the results from amodel pool was established through heterogeneous digital phenotyping.
The aim was to predict the severity of bipolar symptoms by using two clinician-administered scales, the
Hamilton Depression Rating Scale (HAM-D) and the Young Mania Rating Scale (YMRS). The collected
digital phenotype data included the user’s location information (GPS), self-report scales, daily mood, sleep
patterns, and multimedia records (text, speech, and video). Each category of digital phenotype data was
used for training models and predicting the rating scale scores (HAM-D and YMRS). Seven models were
tested and compared, and different combinations of feature types were used to evaluate the performance of
heterogeneous data. To address missing data, an ensemble approach was employed to increase flexibility in
rating scale score prediction. This study collected heterogeneous digital phenotype data from 84 individuals
with BD and 11 healthy controls. Five-fold cross-validation was employed for evaluation. The experimental
results revealed that the Lasso and ElasticNet regression models were the most effective in predicting rating
scale scores, and heterogeneous data performed better than homogeneous data, with a mean absolute error
of 1.36 and 0.55 for HAM-D and YMRS, respectively; this margin of error meets medical requirements.

INDEX TERMS Bipolar disorder, digital phenotyping, HAM-D, heterogeneous data, missing data, YMRS.

I. INTRODUCTION
Bipolar disorder (BD), also known as bipolar affective dis-
order, is a psychiatric disorder characterized by alternating
periods of mania and depression. In the mood shift graph
presented in Figure 1, the emotional changes that patients
with BD experience are depicted by the blue dotted lines
on the top and bottom of the black solid line. The figure
indicates that patients with BD experience alternating periods
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of manic and depressive states that last longer than those in
healthy people. During manic episodes, individuals with BD
may exhibit abnormally elevated emotions, self-centeredness,
talkativeness, easy distraction, and decreased need for sleep.
By contrast, during depressive episodes, the patients may
exhibit symptoms such as lack of interest, sleep disturbance,
appetite and weight changes, negative thinking, and suici-
dal thoughts [1]. BD has a higher incidence and earlier
onset than other mental illnesses. The cumulative treated
prevalence increased from 0.60 per 1,000 to 4.51 per 1,000
from 1996 to 2003 [2]. The prevalence of BD in Taiwan
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FIGURE 1. Mood shift in BD and unipolar depression.

has increased from 0.16% in 2000 to 0.5% in 2018. If left
untreated, BD can have significant consequences for both
affected individuals and society, resulting in a substantial
social burden. In the United States, the estimated social cost
of BD is US$202.1 billion [3].Moreover, individuals with BD
also have an increased risk of suicide. Suicide rates among
patients with BD are approximately 10–30 times higher than
that of the general population, with rates ranging from 4% to
19% [4], [5].

The accurate diagnosis of psychiatric conditions requires
considerable professional competence. Current approaches
to assessing and diagnosing BD involve the judgment of a
trained and experienced physician, with the aid of various
mental illness scales for measurement. The most commonly
employed assessment method for BD is clinical rating scales.
Clinical rating scales for BD can be professional or self-report
scales. Professional scales involve face-to-face interviews
conducted by professionals or physicians who assess patients
based on their expertise, observations, and interactions. These
scales rely on interview questions as well as observations
of changes in a patient’s voice and facial expressions.
Commonly used professional scales include the Hamilton
Depression Rating Scale (HAM-D) and the Young Mania
Rating Scale (YMRS). Self-report scales involve patients
reporting their own cognitive and emotional states, providing
insights into their current psychological condition. Common
self-report scales used in assessing BD include the Depres-
sion Anxiety Stress Scales (DASS) and the Altman
Self-Rating Mania Scale (ASRM).

However, according to the data from the Special Finance
Committee of the Legislative Council, the ratio of psychia-
trists working in the hospital authority to patients receiving
medical treatment is approximately 4–5 doctors per 100 000
patients. This ratio is well below the rate recommended by the
World Health Organization (1 doctor per 10 000 patients) [6].
Although long-term follow-up can help in managing BD,
it requires substantial amounts of medical and personnel
resources. The limited availability of resources can result in
decreased treatment efficiency for BD.

This study aimed to establish an automatic BD assessment
system to reduce the workload of frontline medical staff.
Through signal processing engineering and machine learn-
ing technology, the developed system is expected to analyze
smartphone-based digital phenotyping data collected from

patients’ daily lives. The collected data will be converted into
scores of two professional scales: the HAM-D and YMRS.
These scores serve as references for medical staff to assess
the risk of recurrence in patients.

Although considerable research has been conducted on BD
assessment, most relevant studies have only focused on a
single type of homogeneous data. However, the HAM-D and
YMRS encompass a wide range of items. Reliance on a single
data typemay not help capture and evaluate all the items com-
prehensively. This study indicates that incorporating different
types of heterogeneous data can provide more information
for predicting rating scale scores. Furthermore, the impact of
individual data types on scale results is worth exploring.

During clinical data collection, some data collected from
patients with BD may be missing or incomplete owing to
nonresponse, wherein patients provide no information for one
or more items or for the entire data unit. Missing data can
pose challenges in analysis, potentially leading to erroneous
conclusions and incomplete understanding. Therefore, appro-
priate handling ofmissing data is crucial to obtaining accurate
and reliable results.

To address the aforementioned problems, the study pro-
posed several approaches. The main contributions of this
study are summarized as follows.

1) To accurately predict the HAM-D and YMRS scales
by using heterogeneous digital phenotyping data, this study
designed a smartphone app for collection of heterogeneous
data from patients.

2) To address the problem of missing data, this study
proposed a model pool. The pool consists of various models
that perform efficiently under different combinations of types
of nonmissing data.

3) The study employed ensemble methods, which com-
bine the outputs of different models in the model pool. This
approach helps mitigate the impact of missing a single data
type and enhances the flexibility and compatibility of the
prediction system.

4) This study conducts experiments and provides predic-
tion results from multiple models. It compared the perfor-
mance of heterogeneous data with that of homogeneous data
in predicting rating scale scores and found that heterogeneous
data outperformed homogeneous data in rating scale score
prediction.

II. RELATED WORKS
A. RESEARCH ON THE DETECTION OF BIPOLAR
DISORDER
Studies for BD assessment typically involve long-term track-
ing of patients’ mood states to observe their disease condition
[7], [8], [9]. Previous studies have highlighted the impor-
tance of audiovisual signals in detecting emotion, depression,
and mood disorder [10], [11], [12]. Furthermore, digital
phenotyping has the potential to rapidly identify, diagnose,
longitudinally monitor, and evaluate the clinical responses
and of patients with BD to psychotropic drugs and their
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remission status [13].Most studies that have employed digital
phenotyping and other physiological signals have analyzed a
single type of data. These data types include self-reports [14],
[15], [16], [17], sleep patterns [18], [19], recorded patient
voices [20], [21], [22], location information (GPS) [24], [25],
communication records [25], [26], and data from wearable
devices [27], [28]. Physiological signals include heart rate
variability (HRV) [29], [30], electroencephalogram (EEG)
[31], [32], electrodermal activity (EDA) signal [33], and
functional magnetic resonance imaging (fMRI) [34], [35].
In addition, patients’ activities in the community, such as
text posts and shared videos, have been analyzed to examine
emotional changes [36], [37]. These studies indicate that BD
can bemeasured by these factors. Therefore, the present study
focused on digital phenotyping data rather than physiological
signals, which that are more difficult to obtain.

Digital phenotyping, or digital footprinting, is commonly
employed to track the status of humans [38]. In our daily
lives, we communicate and interact with others, leaving
behind a large digital phenotype or digital footprint. These
signals of human–computer interaction are strongly corre-
lated with the outcomes of traditional neuropsychological
tests. Essentially, human cognitive functions are faithfully
manifested in our interactions with mobile phones and can be
naturally detected [39]. Many studies have demonstrated the
effectiveness of digital phenotyping in analyzing users’ psy-
chological or health statuses, such as screen tap frequency [9],
call records [7], [26], location information (GPS) [40], and
community records. Digital phenotyping has emerged as a
promising trend for the future, with the potential to be used
as an important tool for psychiatrists to assess the state of
patients with BD.

In studies related to BD assessment, the use of digital
phenotyping is characterized by its heterogeneity due to
the diversity of data collection equipment and techniques
employed. For example, location information (GPS) in digital
phenotyping refers to the latitudinal and longitudinal location
data recorded by users. These data can be converted into
behavioral parameters such as the user’s movement distance,
the ratio of time spent at home versus outside, and day–night
cycle activities through feature extraction. Sleep state assess-
ment [18] includes variables such as sleep midpoint, sleep
duration, and sleep regularity. Speech signals [20] can be con-
verted into acoustic features, which are then used to extract
the emotion profile for observing the emotional characteris-
tics of patients. The data types and their features used in this
study are described in detail in subsequent sections.

B. MODELS FOR BIPOLAR DISORDER ASSESSMENT
In BD assessment, traditional statistical methods such
as calculation of correlation coefficients [41], [42] and
meta-analysis [43] have been used to assess the associa-
tion between specific data variables and BD by mapping
relationships between features and outputs. Machine learn-
ing methods, such as regression models [44] and support

vector machines [45], have been employed to map features
to spaces that are more distinguishable between classes.
Recent advances in deep learning techniques, such as con-
volutional neural networks [46] and long short-term memory
models [47], have emerged. These models have a higher
number of parameters involved in calculations and can
more efficiently consider time–series relationships to achieve
long-term tracking and favorable outcomes. Reliance on
nonlinear models for prediction may lead to excessive errors
due to overfitting [48].Most BD-related studies employ linear
models to predict total scale scores [49].

III. DATABASE DESIGN AND DATA COLLECTION
Because BD involves distinct, longer-lasting episodes of
mania and depression, most studies on BD have focused
on long-term detection (at least 1 week). In this study, data
collection was conducted in collaboration with clinicians
at National Cheng Kung University Hospital (NCKUH),
Taiwan. The data collection project was approved by the Insti-
tutional Review Board (IRB) of NCKUH, Taiwan (IRB serial
no: A-ER-106-229). The team and patients participating in
the study signed a consent form to protect the security of data
and users. Mobile apps used for data collection include iOS
and Android systems and are protected by standard privacy
policies. A database was created by including the data of
patients with BD and healthy controls (HCs) for BD assess-
ment. In this study, theHCgroupwas added as a control group
to observe the difference in experimental results between HC
and BD.

To participate in the data collection, patients were required
to meet the criteria outlined in the Diagnostic and Statistical
Manual of Mental Disorders, Fifth Edition (DSM-5). Both of
BD I and BD II patients were recruited in this study. Other
inclusion criteria were age older than 16 years, ability to
speak Chinese, and habitual use of smartphones. However,
individuals with a history of alcohol or other adverse drug
abuse in the past year as well as the presence of organic
psychiatric disorders (brain damage or abnormalities) or neu-
rodegenerative disorders were excluded.

In total, data from 95 participants were collected, including
84 patients with BD and 11 individuals in the HC group,
as indicated in Table 1. The BD group comprised 39 men
and 45 women with an average age of 38 years, whereas the
HC group comprised 10 men and 1 woman with an average
age of 24 years. In the collected dataset, there was only
one female healthy control who was continuously monitored
for more than 24 weeks. This selection of participants was
made to ensure access to a broader range of data types and
a continuous follow-up period. From the data in Table 1, the
BD group exhibited higher overall scores on the scale than
did the HC group.

A. COLLECTION PROCESS
To prioritize user comfort, that is, to minimize any physi-
cal or psychological discomfort, this study solely relied on
a smartphone app for data collection, without the use of
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TABLE 1. Data of study participants.

FIGURE 2. Flowchart of data collection.

FIGURE 3. Mobile app interface for data collection.

additional wearable devices. The data collection process,
designed with consideration for user freedom, convenience,
and comfort, is presented in Figure 2. The system architecture
was developed by using an Android/iOS app, and the devel-
opment environment is Android studio, which is developed
in Java. The designed interface of the app for data collection
is depicted in Figure 3.

Upon first use, users are prompted to register an account
as well as provide some personal information, such as their
name, email address, and telephone number. During the data
collection process, location information (GPS) is passively
collected and sent back to the server every minute if the user

has the app open. Active input data are selected and recorded
by the user through the interface on the app and includes
daily mood, multimedia records, sleep time, and self-report
scales. For dailymood, users can click on amood score for the
day, which ranges from −3 to +3. Three types of media are
recorded, namely text, voice, and video. For example, in voice
data collection, the user can activate the recording function
and express their current mood status using their voice. After
the recording is completed, the user must immediately label
the collected multimedia data with a subjective emotion.
Emotions are categorized into seven labels, namely anger,
boredom, disgust, anxiety, happiness, sadness, and surprise,
all with on a scale of 0–3. Sleeping time is required to be
actively recorded by the user, indicating the bedtime from the
previous day and the wake-up time on the current day. Two
self-report scales were used, namely DASS-21 [50] for the
assessment of depressive state and the ASRM [51] for the
assessment of manic state. Users were required to answer a
self-report questionnaire once a week. The weekly HAM-D
and YMRS scales were assessed by medical staff either in
person or through telephonic interviews.

B. DATA COLLECTION OVERVIEW AND DIFFICULTIES
Table 2 presents the number of data collected for each
type. During the data collection process, clinical staff who
directly interacted with patients identified three main chal-
lenges based on patient feedback. The first challenge was
the availability of mobile networks. Some patients may
have restrictions imposed by their family members in terms
of money, communication, and Internet use due to their
history of impulsive consumption and excessive social inter-
action. Such patients may solely rely on Wi-Fi at home or
their workplace, leading to difficulties in uploading data in
real time when they are in environments without network
coverage. The second challenge was personal willingness.
Patients may express concerns about privacy or may have low
self-confidence regarding their appearance and voice. These
factors can make them reluctant to use specific functions in
the app, thereby affecting the richness of multimedia data col-
lection. Third, some patients may feel that they cannot receive
timely or substantial feedback after entering data. This lack of
feedback may reduce their willingness to provide data. Data
collection and management in healthcare can be complex,
time-consuming, and pose privacy risks. Addressing these
challenges is crucial for effective information management
in medical research. Ensuring privacy and establishing trust
with patients are essential to foster the collection of valid data.

IV. PROPOSED METHODS
The primary objective of this study was to develop a sys-
tem that can predict and evaluate BD status by using the
heterogeneous digital phenotyping data. Figure 4 presents
the architecture of the system, which consists of a training
phase and a testing phase. The training phase is divided
into three components, namely feature extraction, scale score
prediction, and model pool construction. First, features from

121848 VOLUME 11, 2023



C.-H. Wu et al.: Automatic BD Assessment Using Machine Learning With Smartphone-Based Digital Phenotyping

FIGURE 4. System block diagram.

TABLE 2. Statistics of the patients and healthy controls.

different types of digital phenotyping data are extracted.
Next, scale score prediction models are established for dif-
ferent feature combinations. This approach allows for the
capture of valuable information by training models with
different feature combinations. Each model is trained using
specific feature combinations, and all the trained models are
then combined to form a full model pool. The full model pool
is then used to select the top N models for scale score predic-
tion based on the input feature types. In the testing phase,
features are extracted from 1 week’s heterogeneous digital
phenotyping data. The extracted features are then grouped
based on different feature combinations for prediction. For
model selection, due to the missing types of the input data,
models are selected from the full model pool based on the
input feature types. Finally, the predicted scores from all the
selected models are combined using the ensemble method.
The resulting predicted scale scores are then used to evaluate
the BD state of the participant for the current week.

A. FEATURE EXTRACTION
To mitigate the impact of high missing ratios and prevent
inappropriate training caused by data distortion, the data were

TABLE 3. Discarding threshold for each data type.

first filtered (retained or dropped) according to the number of
missing data for each data type. The discarding threshold for
each data type is presented in Table 3.

F ′
i =

Fi − min(FP)
max (FP) − min(FP)

∈ [0, 1] (1)

The base group contains data from a complete week, con-
sisting of 7 days. The weekday group includes data recorded
from Monday to Friday. The weekend group comprises data
recorded only on Saturday and Sunday. In addition, to form
a small group, one day of the week was excluded, and the
data from the remaining 6 days were retained. This process
was repeated for each day of the week, resulting in seven
small groups. The features were extracted from these groups.
We calculate the median of various types of features for the
base group, weekday group, weekend group, and the seven
small groups to obtain the features of the median group.
Figure 5 illustrates the concept of feature grouping. The
features of the five data types are described in Table 4.

1) FEATURE EXTRACTION: GPS
In accordance with previous studies on location information
(GPS) [40], 10 features from the latitudinal and longitudinal
GPS data were extracted from each subgroup, as shown in
Table 5. The details of the features are described as follows.

The number of clusters is estimated to measure the activ-
ity level of the participants by quantifying the number of
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FIGURE 5. Feature subgroups.

TABLE 4. Feature description of each data type.

activities they perform or places they stay in a day. This study
adopted the Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) algorithm for cluster calculation [52].
DBSCAN is a density-based algorithm that identifies clusters
based on the density of data points in a given area. When a
participant is stationary at a location, the density of recorded
data points at that location increases; conversely, during tran-
sitions, the density of data points decreases. In this study,
the radian of each cluster was set as 500 m, and each cluster
density was required to have at least 30 points, that is, each
participant could stay at a location for 30 min.

ENT = −

N∑
i=1

pilogepi (2)

NorENT = ENT/logeN (3)

LV = log(σ 2
lat + σ 2

lng) (4)

TABLE 5. Feature description of GPS.

TD =

N∑
i=2

√
(xi − xi−1)2 + (yi − yi−1)2 (5)

E =

N∑
i=1

psd(fi)/(i1 − i2) (6)

DM = log(Elat + Elng) (7)

Entropy is a measure of the variability in the time spent by
the participants in different clusters. The calculation method
is shown in (2), where N is the total number of clusters and
pi is the percentage of time spent in the ith cluster. A higher
entropy value indicates that the participants distribute their
time more evenly among different clusters, whereas a lower
entropy value indicates a more unequal distribution of time
spent in clusters. For example, if a person spends 80% of
their time at home and 20% at the workplace, the entropy
is approximately 0.5, whereas if they spend 50% of their
time at home and 50% at the workplace, the entropy is
approximately 0.69.

Normalized entropy is obtained by dividing the entropy
value by the total number of clusters, as shown in (3), where
ENT denotes entropy and N denotes the number of clusters.
Normalized entropy is not related to the number of clusters
but the distribution of clusters. Its value ranges from 0 to 1,
with 0 indicating that all data points belong to the same cluster
and 1 indicating that the data points are evenly distributed
among all clusters.

Location variance was used to quantify the variability in
the participants’ GPS location, as shown in (4). The longitu-
dinal (lng) and latitudinal (lat) values of the GPS data points
were obtained by summing the values of the variables, and
the logarithm log was used to compensate for any skewness
in data point distribution.
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Home stay is the percentage of time the participant spends
at home, with a higher value indicating that the participant
spent more time at home and engaged in little activity. This
parameter was calculated by extracting the data points from
10:00 pm to 6:00 am for cluster classification. The cluster
with the highest density was identified as the home cluster.
The home stay ratio was calculated by summing the time
durations of all the data points clustered at home and dividing
it by 24 h.

Transition time is the percentage of time the participant is
in a moving state, that is, a nonstationary state. The transition
time was calculated by summing the time durations of data
points that do not belong to any cluster when the DBSCAN
was used for cluster classification and dividing the value
by 24 h.

Total distance denotes the total distance (km) the partici-
pant traveled. This parameter was obtained by summing the
distances traveled between the data points, which represents
the participant’s activity level, as shown in (5), where N is
the total number of data points, and xi and yi represent the
latitudinal and longitudinal coordinates of the ith data point,
respectively.

Diurnal movement is a measure of the order of a par-
ticipant’s position during the 24-h day–night cycle. Based
on three diurnal activity signatures (DM, DMN, DMD)
developed in previous research, the Lomb–Scargle Peri-
odogram [53] was used to obtain the spectrum of GPS
data. The Lomb–Scargle Periodogram uses the least squares
method to determine the optimal sinusoidal curve that fits
the data points, which was then used to extract frequency
information from the data. Thereafter, the power spectral
density corresponding to wavelengths between 23.5 h and
24.5 h was calculated, and the longitude and latitude data
were processed separately using (6) and (7), where N is the
total number of data points, psd fi) is the power spectral den-
sity at each frequency fi, i1 and i2 represent the frequencies
of wavelengths at 23.5 h and 24.5 h, respectively, and Elat
and Elng are the energy values of longitude and latitude in the
calculated data. Finally, the logarithmic function was applied
to compensate for any skewness in data point distribution.

To address potential outliers that may affect DM, the nor-
malized version of DM (DMN) was introduced. For example,
if a person who spends most of the time at home is sud-
denly far from home, their DM will be considerably large.
The DMN offsets such errors caused by outliers by nor-
malizing the latitude and longitude coordinates of the data
points. The calculation method of DMN is similar to that of
DM, except that the longitudinal and latitudinal data points
are normalized to zero mean and unit variance, after which
(6) and (7) are applied.

DM and DMN use the energy values of longitude and lati-
tude, which may lead to the loss of some detailed information
from the data. To address this problem, DMD is introduced.
DMD incorporates the distance calculation of household
clustering and normalizes the distance to zero mean and unit

variance. This approach provides a more accurate description
of circadian activity.

2) FEATURE EXTRACTION: SELF-REPORT SCALE
The self-report scale used in the study includes the DASS-21,
comprising 21 items, and ASRM (Altman), comprising
5 items. Each item is scored individually, and a total score is
calculated for each subscale. The total scores of the two scales
were combined to obtain the features of the 28-dimension
self-report scale, as shown in Figure 6.

FIGURE 6. Feature extraction from self-report scales.

3) FEATURE EXTRACTION: DAILY MOOD
The features of the daily mood data type were extracted
based on the scores of the daily mood labels within each data
subgroup, which were used to calculate the total mean and
standard deviation. Each data subgroup has two dimensions
(mean and STD).

4) FEATURE EXTRACTION: MULTIMEDIA DATA
In this study, the emotion features extracted from multimedia
records were categorized into two types: subjective emotions
and objective emotions. The features of subjective emotions
were based on self-reported scores of seven emotion types
provided by the participants themselves. The mean and stan-
dard deviation of each emotion type were then calculated.
Objective emotions were classified using an emotion recog-
nition model into four emotion types: angry, sad, neutral,
and happy. The emotion profile values obtained were used as
the scores for the objective emotions. The multimedia emo-
tion scores (text, speech, and video) for each data subgroup
were summed, and the mean and standard deviation for each
emotion type were calculated. Each data subgroup comprised
features with (7 + 4) × 2 = 22 dimensions. The recognition
models and configurations are presented in Table 6.

TABLE 6. Emotion recognition model used to extract objective emotion
features.
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5) FEATURE EXTRACTION: SLEEP TIME
In accordance with previous studies [18], three features were
extracted from the wake-up and bedtime data recorded by the
study participants, namely sleep duration, sleepmidpoint, and
sleep regularity, as shown in Figure 7. The overall mean and
standard deviation of each subgroup were calculated for each
feature.

FIGURE 7. Feature extraction of sleep time.

Sleep duration refers to the amount of time that a person
spends asleep from the moment they fall asleep to the time
they wake up. Different scores were assigned according to
sleep duration. A sleep duration of >450 min was labeled
as long (0 points), a duration between 320 and 450 min was
labeled as medium (1 point), and a duration of <320 min was
labeled as short (2 points). The mean and standard deviation
of sleep duration and its associated scores were calculated for
each subgroup.

The sleep midpoint represents the average time between
falling asleep and waking up. The scores were assigned
according to the sleep midpoint values. The sleep midpoint
before 2:00 am was considered the early state (0 point), that
between 2:00 am and 4:00 am was considered the middle
state (1 point), and that later than 4:00 am was considered
the late state (2 points). The mean and standard deviation of
sleep midpoint (hours) and its corresponding scores for each
subgroup were calculated.

Sleep regularity is a measure of the sleep stability of a
person over 2 days. It was calculated as shown in (8). The
differences between the time to fall asleep and wake up
over 2 days were summed up to obtain the sleep regularity
value. On the basis of the sleep regularity value, different
scores were assigned. A sleep regularity value of >0.75 was
labeled as stable (0 points), that between 0.75 and 0.5 was
labeled as medium (1 point), and that of <0.5 was labeled as
unstable (2 points). The mean and standard deviation of sleep
regularity and rating scores were calculated.

sleepReg. =
24 − (wake − up time diff + sleep time diff)

24
(8)

B. FEATURE COMBINATIONS
This study explored the impact of using heterogeneous data
or homogeneous data by combining different types of data.
The combination method used was concatenation, as shown
in Figure 8. For a single data type combination, C5

1 = five

combinations can be obtained, resulting in homogeneous data
in each combination. If the number of data types for combi-
nations is greater than 1 (i.e., C5

2 , C
5
3 , C

5
4 , C

5
5 ), heterogeneous

data are obtained in these combinations. Before training,
we concatenated different numbers of feature parameters to
form a combination of heterogeneous features for subsequent
model training and analyze whether the heterogeneous data
improves the prediction performance. Table 7 presents the
number of samples for different feature combinations after
feature extraction. The number of data samples in each group
(BD and HC groups) for various feature combinations was
provided, with a total of 31 combinations.

TABLE 7. Number of samples of different feature combinations.

FIGURE 8. Illustration of the concatenation of features.

C. SCALE SCORE PREDICTION MODEL
After feature extraction, the combined features were used
to train a rating-scale score prediction model to predict the
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scale scores of HAM-D and YMRS. The prediction models
employed were linear regression, polynomial regression, and
deep neural networks.

1) LINEAR REGRESSION MODEL
Linear regression is a statistical model that aims to establish
the relationship between multiple independent variables and
dependent variables [61], as shown in (9). Through weight
adjustment during training, the weight (β) that best fits the
sample data is obtained, where Xi denotes the input features,
Yi is the target of the ith data, and εi is the offset. In the
curve fitting process, various linear regression models were
evaluated. These include standard linear regression, ridge
regression, lasso regression, and elastic regression models.

Yi = β0 + β1Xi1 + β2Xi2 + . . . + βpXip + εi (9)

2) POLYNOMIAL REGRESSION MODEL
When the relationship between the data cannot be accurately
represented by a straight line but requires a curve, polynomial
regression [62] is a suitable approach to use. Polynomial
regression is an extension of linear regression in which addi-
tional parameters that are formed by combining the original
parameters with polynomials are introduced. This method
addresses the problem of nonlinearity in data. Polynomial
regression is more flexible than linear regression and can
simulate and explain some complex relationships. In this
study, e2 and e3 polynomial regression models were used.

3) DEEP NEURAL NETWORK
Deep learning is a powerful technique that uses neural net-
works to form a network stack of multiprocessing layers
to simulate the thinking and operation of the human brain.
Various types of neural-like networks have been developed
and applied, including the deep neural network (DNN),
convolutional neural network (CNN), and recurrent neural
network (RNN). Given the limited availability of data sam-
ples in this study, only the simple DNN was selected as one
of the model candidates.

D. CONSTRUCTION OF THE MODEL POOL
To address the problem of missing data types, a method was
proposed in this study, which involves establishing a model
pool and using the ensemble method to merge the results
at the decision level. Figure 9 illustrates an example of the
ensemblemethodwith amodel pool.When a certain data type
is missing, the models that have not been trained based on
the missing type are selected from the model pool for predic-
tion. Then, the ensemble method (or decision level fusion) is
applied to combine the prediction results of each model into
one result. Figure 9 shows five data types, namely A, B, C,
D, and E. In Case 1, which contains all data types, all models
in the model pool can be used. Conversely, Case 2 lacks
data type B; therefore, all models in the model pool that
require data type B cannot be used. As a result, only three
models can be used. In this study, various models were tested,

FIGURE 9. Example of the ensemble method with the model pool.

and the models that demonstrated superior performance were
selected for model pool construction. The weight of each
model in the model pool was assigned on the basis of the
prediction result of each model, with the weight being pro-
portional to the inverse of the prediction error. Models with
smaller prediction errors received higher weights in themodel
pool.

E. ENSEMBLE APPROACH
An ensemble approach is a prediction method that uses mul-
tiple models instead of individual models to obtain more
accurate prediction results. Multiple models are trained in
various conditions for the same task. The final prediction
result is obtained by combining the results of the multiple
models. The enhanced accuracy can be attributed to the com-
plementarity of the models. The blending ensemble method
was adopted in this study. The main idea of blending is illus-
trated in Figure 10. The result of each model was multiplied
by its respective weights to obtain the final result. The ensem-
blemethod used in this study selects amaximumof 10models
with the largest weights. The results of these selected models
were then combined based on their weight ratios.

FIGURE 10. Fusion of the results from the ensemble method.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this study, heterogeneous digital phenotyping data were
collected from 84 individuals with BD and 11 HCs. A five-
fold cross-validation approach was adopted to verify the
prediction performance of the scale scores and explore the
relevant problems and solutions.

A. COMPARISON OF PREDICTION MODEL PERFORMANCE
Because the heterogeneous data features in this study dif-
fer from those in previous studies, several models were
selected for the experiments. Table 8 and 9 display the pre-
diction results of the HAM-D and YMRS scales, respectively,
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TABLE 8. Comparison of HAM-D prediction performance of different models.

TABLE 9. Comparison of YMRS prediction performance of different models.

TABLE 10. Comparison of HAM-D prediction performance of different numbers of feature types.

for each model in the HC, BD, and mixed (HC + BD)
groups. The mean absolute error (MAE) was used to mea-
sure the prediction error, and the standard deviation (STD)
from cross-validation was obtained to assess the stability of
the models. A lower MAE value indicates higher prediction
accuracy, whereas a lower STD value indicates more stable
model predictions. The feature combination used for all five
data types was consistent across the models. Tables 8 and 9
indicate that among the seven models evaluated, Lasso
Regression and ElasticNet Regression achieved the optimal
performance. Therefore, these two models were selected for
subsequent experiments. The two models perform similarly
in terms of predictions of HAM-D and YMRS. Lasso Regres-
sion can perform better on HC, a relatively stable data group.

During the model fitting process, Lasso tends to shrink the
weights of unimportant features to zero. Therefore, it can per-
form better on relatively stable data (YMRS). However, Lasso
Regression’s process of shrinking weights can easily lead
to information loss. On data with highly correlated features
and relatively complex features, Elastic regression model
can perform better. Therefore, Elastic regression model can
achieve the best results on HAMD’s BD group, although the
performance difference between the two models is minimum.

When the data of the BD group was used for training,
the prediction error was considerably higher than that of
the HC group. This discrepancy may be attributed to the
insufficient number of data samples available for the BD
group and the inherent complexity of BD data, making
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accurate prediction challenging. Notably, the performance of
DNNswas extremely poor. This outcomemay be attributed to
the scarcity of data samples, which may not provide sufficient
training for DNNs.

B. HETEROGENEOUS DATA EFFECT ANALYSIS
To explore the effect of heterogeneous data, this study inves-
tigated the prediction results by increasing the number of
feature combinations. The prediction results obtained from
the same number of feature combinations were averaged to
assess the performance of the heterogeneous data. The exper-
imental results are presented in Table 10. The data sample
space used in this experiment was the same as that described
in Section V-A. As can be seen from the table, in most cases,
a higher number of feature combinations leads to improved
prediction. This implies that the use of heterogeneous data
can contribute to enhancing the overall performance of the
prediction models.

C. INFLUENCE ANALYSIS OF HETEROGENEOUS FEATURES
An advantage of using linear regression is that if the input
features are normalized, the influence of each feature can be
analyzed intuitively by observing the weight coefficients in
the model. The selected models, namely lasso regression and
ElasticNet regression, also have feature selection functions
because they use the L1 penalty parameter, as shown in
Figure 11. In this experiment, the model was trained using
data from the HC group with a combination of five data
types. In Figure 11, the x-axis presents the feature, and the
y-axis presents the weight coefficient assigned to each fea-
ture. A larger coefficient value indicates a greater influence.
Positive values indicate a positive influence, whereas negative
values indicate a negative influence. The figure shows that the
self-report scale and daily mood exhibit higher impact on the
prediction results.

FIGURE 11. Coefficient weight of each feature. A denotes GPS, B denotes
a self-report scale, C denotes daily mood, D denotes sleep time, and
E denotes multimedia.

D. PERFORMANCE OF THE ENSEMBLE METHOD
The prediction results of each model from the model pool
are presented in Table 11. In this study, all feature combi-
nations were trained to generate their own prediction models.

The training data were obtained from the HC + BD group.
The values in the table represent the MAE of the predictions
made by each model. To establish a model pool, the inverse
of the predicted error was used as the weight for each model.

TABLE 11. Model pool prediction error (MAE).

To evaluate the performance of the ensemble method,
this study randomly masked different types of features to
simulate the missing data types. The results of the experi-
ments are presented in Table 12, where the values represent
the average prediction results for each number of feature
combinations. The performance of the unmasked ensemble
method was lower than that of the no-ensemble method.
This can be attributed to the fact that the ensemble method
also used other small models from the model pool, which
may have led to lower performance. Therefore, for data
completeness, the use of the ensemble method with models
from the model pool may not be beneficial. However, the
advantage of the ensemble method is that it can adapt to a
wide range of missing conditions and select a suitable model
accordingly. The experimental results of this study provide
a valuable method for addressing the problem of missing
data.
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TABLE 12. Comparison of the performance of the ensemble methods.

E. COMPARISON WITH OTHER STUDIES
Due to the fact that the dataset is not publicly available, it is
difficult to fairly compare this study with other existing stud-
ies. However, there are more and more studies predicting the
status of bipolar disorder patients. We selected related studies
to comparemethods and experimental results. Busk et al. [63]
recruited patients with bipolar disorder for data collection
and interview assessment. They used a hierarchical Bayesian
regression model for 7-day mood prediction. For the ratings
of 12 emotions, their best result was an RMSE of 0.32.
Li et al. [64] used wristbands to collect data from patients
to infer symptoms of mood disorders. They used Bi-LSTM
to predict total scores of HDRS and YMRS. Their best results
achieved an RMSE of 4.4089 for HDRS and 5.6340 for
YMRS. The prediction of our study in the BD group reached
RMSE of 3.31 and 2.77 for HAMD and YMRS. The research
methods, feature extraction methods and prediction methods
proposed in this study are comparable to other existing
studies.

VI. CONCLUSION AND FUTURE WORKS
In this study, data from patients with BD and HCs were
collected to extract various features, which were then used
to predict the scale scores of the HAM-D and YMRS rat-
ing scales. The goal was to assist doctors in understanding
the status of patients for BD assessment. In the proposed
approach, first, feature extraction was performed for different
types of data, and the models corresponding to each data
type were selected from the model pool. The results of each
model were then combined using an ensemble method to
generate the final prediction score. This study collected het-
erogeneous digital phenotyping data from 84 patients with
BD and 11 HCs. A five-fold cross-validation scheme was
employed. The experimental results revealed that the predic-
tion error for the HAM-D scale was 1.36 and that for the
YMRS scale was 0.55. The prediction results, as measured
by the MAE, had an acceptable margin of error.

In the future, the researchers hope to expand the range of
collected data types and increase the sample size for each data
type to enhance BD assessment. In addition, the medical data
of the participants can be used as a reference to establish a
long-term tracking and personalized system.
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