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ABSTRACT In order to solve the problem of data security and sharing efficiency caused by the complex
and uncertain environment faced by swarm robotic systems in emergency scenarios, this paper designs
a data security consensus algorithm based on blockchain technology. Aiming at the problems of high
communication overhead, long consensus delay and low throughput when the traditional Practical Byzantine
Fault Tolerance (PBFT) algorithm is applied to this scenario, a grouped practical Byzantine Fault Tolerance
consensus algorithm based on K-means clustering is proposed. Firstly, the K-means clustering algorithm is
used to group robotic nodes according to the location distribution of robotics in the emergency scenario.
Secondly, a reputation mechanism is designed to dynamically evaluate the behaviour of robotic nodes in
each group during the consensus process. Each consensus node is divided into master and slave chains
according to its reputation score. The consensus task is firstly decomposed, and slave chains participate
in the consensus in parallel. Finally, the master chain completes the global consensus, so as to reduce the
communication times between nodes. The experimental results show that compared with the traditional
PBFT, SG-PBFT and P-PBFT consensus algorithm, the proposed consensus algorithm effectively improves
the system throughput, reduces the delay, reduces the communication overhead, and has a higher success

rate of consensus.

INDEX TERMS Swarm robotics, blockchain, PBFT, K-means clustering, master-slave multichain.

I. INTRODUCTION

In recent years, natural disasters and sudden accidents have
occurred frequently all over the world. Due to the suddenness,
complexity and uncertainty of various accidents, disasters or
events, it is easy to cause serious casualties and economic
losses [1], [2], [3]. In the emergency scene, the use of rescue
personnel to detect dangerous and hazardous areas, organize
the rescue of victims, eliminate the harmful consequences
of post-disaster accidents, and restore the scene [4]. On the
one hand, it will make them face a great risk of casualties
and hinder the rescue work. On the other hand, many spaces
cannot be reached by manpower in the emergency scene,
which will make it difficult to implement rescue activities.
Therefore, in this context, the use of robotics to replace staff
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to perform tasks is of great significance to reduce the danger
of rescue tasks and improve rescue efficiency.

Robotics replace rescuers in emergency scenarios to
monitor the environment, provide communication support
when communications are disturbed or interrupted, search
and rescue places that are inaccessible or dangerous to
rescuers, thereby reducing rescue costs, casualties, and
improving rescue efficiency. The initial robotic system was
mainly the single robotic [5], it designed to perform specific
tasks. In the face of complex tasks and large-scale scenarios,
the capabilities of single robotics are limited, and the work
efficiency is generally not high. Especially in emergency
scenarios, due to the changing environment and unknown
scene information, there will be many complicated situations.
Relying on a single robotic can no longer meet the task
requirements in this scenario. Compared with the single
robotic, the mode of the swarm robotic system [6] has
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gradually become an effective way to improve the efficiency
of task execution by decomposing complex tasks and then
cooperating among multiple robotics. At the same time, the
swarm robotic system is much better than the single robotic
in terms of robustness, fault tolerance, perception ability, and
task execution strength.

Most of the current swarm robotic systems adopt central-
ized data processing and storage modes [7]. In the face of
emergency scenarios, traditional centralized swarm robotic
systems will face many challenges, such as insufficient
fault tolerance, and individual failures may lead to system
failures and data loss. In the face of a large number of task
requirements, the calculation cost of the system is huge, and
it is difficult to respond in time. The dynamic adjustment
capability of the system is limited, and it is difficult to
make adaptive adjustments according to changes in the
system scale. Therefore, adopting the distributed network
structure [8] has become an effective measure for the swarm
robotic system to solve such problems in this scenario. For
distributed swarm robotic systems in emergency scenarios,
swarm robotic collaboration relies on reliable communication
between them. Therefore, how to ensure the data security and
information integrity of the system to ensure the efficiency of
the swarm robotic system to perform tasks is the focus of this
research.

As a new distributed computing paradigm [9], blockchain
provides a decentralized, tamper-proof, transparent and
traceable distributed database solution. Applying blockchain
technology to the swarm robotic system can effectively
solve the problems of poor scalability and unreliable central
nodes of the traditional swarm robotic system in emergency
scenarios, so as to ensure the data security of the entire
system. As the core technology of the blockchain, the
consensus algorithm [10] can improve the collaboration,
fault tolerance ability and decision-making efficiency of
robotics, thereby enhancing the efficiency of task execution.
As one of the classic algorithms in the field of distributed
systems, the PBFT algorithm has a high throughput and
a response time of seconds [11], [12], [13]. It achieves
consensus in the blockchain system through voting. Even
if there are Byzantine error nodes, it can still ensure the
efficiency and security of the consensus process. Therefore,
the PBFT consensus mechanism is widely used in blockchain
application scenarios. The application of the PBFT algorithm
to swarm robotic systems in emergency scenarios can ensure
data consistency between robotic nodes, thereby improving
the reliability and stability of the entire system. However,
PBFT requires multiple rounds of communication between
nodes to reach a consensus. When the number of robotic
nodes in the system increases, the communication traffic
between nodes increases sharply, which puts huge pressure on
the network bandwidth and leads to a rapid decline in system
performance, and it is difficult to meet the real-time and
accurate data requirements of the communication process of
the swarm robotic system in large-scale emergency scenarios.
At the same time, there is only one primary node in the
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PBFT algorithm. If this node fails, the view needs to be
changed frequently, which will affect the performance of the
whole system and increase the communication overhead of
the system.

Therefore, based on the swarm robotic system in
large-scale emergency scenarios, given the shortcomings
of the above PBFT consensus algorithm and in order to
improve the applicability of the PBFT algorithm in this
scenario, this paper proposes an optimized PBFT consensus
algorithm based on K-means clustering. Specifically, the
main contributions of this study are as follows:

1) Each robotic node is grouped according to the region
based on K-means clustering. The communication
between robotic nodes with distance advantage reduces
the consensus delay and energy consumption between
each group of nodes, and improves the stability of the
CONsensus process.

2) We propose a reputation scoring mechanism to dynam-
ically evaluate the behaviour of nodes in each region,
select nodes with better performance in each region to
form the master chain to increase the reliability of the
primary node and solve the single point failure problem
in the traditional PBFT consensus algorithm.

3) Based on the results of the above K-means consensus
algorithm and the reputation scoring mechanism,
we introduce a master-slave multi-chain data storage
and sharing structure. On the one hand, this structure
ensures the security of the data in the system, on the
other hand, the system consensus task is decomposed
into groups of local consensus, which reduces the
overall communication overhead and consensus delay
and improves the consensus efficiency. At the same
time, the scalability of the system is enhanced, and new
nodes can be managed and introduced more easily.

4) Experimental analysis and evaluation verify that our
algorithm has fewer communication times, and has
obvious advantages in throughput, transaction delay,
stability and consensus success rate, indicating that the
system has high consensus efficiency and execution
speed, which is very suitable for this scenario.

The rest of this paper is organized as follows. Section II
discusses the related work, Section III describes the system
model and the various parts of the algorithm before and after
the improvement, Section IV is the performance analysis and
testing of the algorithm, and Section V concludes this paper.

Il. RELATED WORK

Blockchain technology has been widely used in many fields
[14], and it can improve data transparency, security and
sharing efficiency. In the following, we provide a detailed
comparison of the existing research works, as shown in
Table 1. Alsamhi et al. [15] applied blockchain technology to
swarm robotic systems to improve work efficiency and fight
against epidemics. Hamledari and Fischer [16] combined
smart contracts with robotics to achieve distributed storage of
progress data and efficient payment management. Malsa et al.
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TABLE 1. Comparison of existing research works.

contributions limitations

It avoids the risk of cen- | The impact of the con-
tralization and ensures the | sensus algorithm on the
security of system data. whole distributed sys-
tem is not considered.
[23], [24] It provides tamper- | It is more suitable for
evidence and non- | applications that require
repudiation features | fine-grained control and
with high performance. authority management.
The consensus efficiency | It can not realize paral-
is improved. lel processing of multi-
tasks, and the selection
method of primary node
is not safe enough.

The reliability of the pri- | The primary node is held
mary node is improved. by a fixed node, which
reduces the degree of de-
centralization.

methods
[15]-[22]

[25]-(30]

[311-139]

[17] proposed a blockchain-based certificate verification
technique for robotic systems to check the authenticity of
certificates. Salimi et al. [18] utilize blockchain technol-
ogy to establish trusted data sharing. Alladi et al. [19]
applied blockchain technology to the Unmanned Aerial
Vehicle (UAV) network to realize the safe storage and
management of UAV data. Vasylkovskyi et al. [20] designed
a blockchain-based data access control model to control
each user’s data in a distributed manner to ensure data
privacy. Gupta et al. [21] combined smart contracts and
the Inter Planetary File System (IPFS) to solve the data
security and privacy issues of intelligent telesurgery systems.
Allouch et al. [22] proposed a lightweight security solution
based on blockchain to ensure data security when UAV
systems are connected to the Internet. At the same time,
LedgerDB [23] and VeDB [24], as the latest ledger databases,
provide tamper-evidence and non-repudiation features with
high performance. It has strong auditability and wide
verification scope, and can flexibly support tamper-proof
applications.

The above data security solutions based on blockchain
technology can effectively avoid the single-point risk of
the traditional method and ensure the data security of the
system, but the impact of the consensus algorithm on the
whole distributed system is not taken into account. PBFT
is a commonly used algorithm to solve the consensus
problem of distributed systems, but it is limited in practical
applications due to its poor scalability, low efficiency
of multi-node consensus, and simple selection of master
nodes. Therefore, many researchers have improved and
innovated PBFT. Srinivas Aditya et al. [25] proposed a hybrid
consensus algorithm combining PBFT and Proof of Stake
(POS), which reduced the number of consensus nodes to a
constant value through pseudo-random ordering. Li et al. [26]
proposed a scalable multi-layer PBFT consensus algorithm
to allocate nodes to different layers to reduce the number
of communications between nodes. The NBFT proposed by
Yang et al. [27] uses the hash algorithm to group nodes to
reduce the communication complexity of traditional PBFT.
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Sun et al. [28] proposed an improved algorithm based on
network partitioning, which combines the Raft mechanism
with PBFT to achieve node consensus. Ling et al. [29]
designed a node management module, level division module
and consensus module to optimize PBFT layered and reduce
the number of consensus in the system. Chen et al. [30]
adopted a multi-layer PBFT Consensus protocol to solve
the scalability problem of the process of sharing IoT data.
Although the above methods have improved the throughput
and scalability of the system to a certain extent by reducing
the number of consensus nodes and adopting hierarchical and
grouped consensus methods, all nodes in this scheme can only
complete one task in a specific time, which cannot realize
multi-tasking, and the way to select the master node is not
safe enough. If the master node is attacked or faulty one
after another, the view needs to be replaced frequently, which
seriously affects the consensus efficiency and threatens the
system security.

Xie et al. [31] used probabilistic language terminology to
set confidence intervals for the selection of master nodes
to improve the reliability of master nodes. Zhang et al.
[32] proposed a node reliability quantification mechanism to
select highly reliable nodes to participate in block production.
Pang et al. [33] proposed a PBFT algorithm that can check the
status of nodes, and reduce the impact of malicious nodes on
the system by checking and evaluating the status of master
nodes. Liu et al. [34] evaluate the reliability of users through
the credit model and voting mechanism, and use this as the
basis for selecting the master node. Jiang et al. [35] proposed
a comprehensive evaluation model combining the entropy
method, TOPSIS method and Borda counting method to
select the highest-ranking node as the master node to ensure
the security and stability of the blockchain network. Jun et al.
[36] use the proposed credit model to select the master
node by voting to ensure the reliability of the master node.
Qushtom et al. [37] use credit scoring and reward mechanisms
to motivate nodes in the system to produce correct behaviour.
Li et al. [38] proposed a scalable hierarchical Byzantine
fault tolerance algorithm, in which master node selection
and impeachment mechanisms are set to ensure the safety of
master nodes. Zheng et al. [39] combined the C4.5 algorithm
with PBFT, used the decision tree to evaluate the node credit,
and introduced the integral voting mechanism to determine
the leader node. Although the above methods have improved
the reliability of the master node to a certain extent by
adding node evaluation models, voting mechanisms, and
reliability quantification mechanisms, the master nodes are
often served by a few fixed nodes, which reduces the degree
of decentralization of the system.

The improved PBFT algorithm mentioned above mainly
has the disadvantages that unsafe selection of primary nodes,
degraded distributed performance of the system, and only
processing a single consensus task per unit time, which
cannot meet the requirements of multi-task application
scenarios. In addition, it can only guarantee the reliability of
the master node or the consensus efficiency of the system, but
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cannot achieve both. In view of the above problems, in order
to realize the safety and efficiency of the consensus process of
the swarm robotic system in emergency scenarios, this paper
improves the PBFT algorithm from two aspects of consensus
efficiency and node security, grouping nodes based on the
distance between nodes, and combining dynamic reputation
model to constitute a master-slave multi-chain data storage
and consensus structure with high-performance multi-master
nodes.

Ill. THE PBFT OPTIMIZED CONSENSUS ALGORITHM

In this section, we will detail the design of the improved
PBFT algorithm. First, we describe the business model of
the swarm robotic system in emergency scenarios and the
master-slave multi-chain data storage and consensus model
established in this paper, and propose our design goals.
We will then focus on the various parts of the improved
algorithm and the final consensus process.

A. SYSTEM MODEL

1) SWARM ROBOTIC BUSINESS MODEL

This paper aims at a large-scale emergency rescue swarm
robotic system, which consists of the base robotic, com-
munication robotics, and business robotics, and its topol-
ogy is shown in Figure 1. Among them, the distributed
self-organizing wireless communication network built by
base robotic and communication robotics provides com-
munication services for business robotics. Due to the
complexity of the environment in emergency scenarios, the
communication between swarm robotics will be affected
by the network structure and geographical location. This
paper uses blockchain as the data storage method and mainly
focuses on how to quickly achieve data consistency for a large
number of business robotics in this scenario. The nodes in the
blockchain are composed of two types: full nodes and light
nodes.

o The full node will record the complete blockchain
information, so all transactions on the blockchain can be
verified independently, which will be executed by nodes
with better performance.

o Light nodes do not store or maintain complete
blockchain information, but only store a minimal
amount of state to send or transmit transaction messages.

In this paper, business robotics in emergency scenarios are

divided into full node robotics and light node robotics. These
two types of robotics cooperate to deal with the transactions in
the system according to their characteristics. The light node
business robotics only processes transaction information in
its group, while the full node robotics should cache all
the transaction content received in the system locally for
verification.

2) DATA STORAGE AND CONSENSUS MODEL OF SWARM
ROBOTICS

This paper adopts the master-slave multichain architecture to
store data and builds a master chain composed of multiple
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FIGURE 1. The topological structure of the emergency rescue swarm
robotic system.
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FIGURE 2. The master-slave multichain storage structure.

full-node robotics and multiple slave chains composed of sets
of light node robotics. The specific consensus node hierarchy
is shown in Figure 2. The light node set is generated according
to the real-time position clustering of each robotic, while
the full node robotics is served by the nodes with a high
reputation in each region. Since the swarm robotic system
needs different consensus requirements and time in each area
in an emergency scenario, the master-slave chain structure
can process various and complex consensus transactions in
parallel, effectively improving the throughput of the system
and reducing the risk that a single primary node poses to the
system.

A channel is composed of a single slave chain and its
corresponding primary node, in which only the transaction
information in the corresponding region is stored and
maintained. Each slave chain jointly maintains a master
chain, and nodes on the master chain store all transaction
information for verification by other nodes. Using multiple
channels to process transactions in each region in parallel,
solves the problems of low throughput and high transaction
latency of the traditional PBFT consistency algorithm.

B. TRADITIONAL PBFT CONSENSUS ALGORITHM
PBFT is a distributed system consensus algorithm that can
tolerate Byzantine errors and can guarantee the security
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Algorithm 1 Swarm Robotic Data Storage and Consensus
Model Pseudocode
Input: Swarm robotic system node set
Output: data storage and consensus success or failure
1: Slave chains < Location clustering.
2: The master chain <— Reputation mechanism.
3: A channel <« slave chain and its corresponding primary
node.
4: The master chain < multiple slave chains jointly
maintain.
5: if The client sends the consensus transaction then
The primary node sends the transaction information
to the corresponding slave chain.
7: end if
8: if Complete the consensus from the slave chain then
9: while multiple slave chains completing consensus do
10: the master chain is merged to complete consen-
sus.
11: end while
12: end if
13:  Slave chains store and maintain only the current channel
transaction information.
14: The master chain stores all the transaction information.

and validity of the system consensus when the number
of Byzantine nodes in the system does not exceed one-
third. It mainly includes three stages: pre-preparation stage,
preparation stage and submission stage. In this consensus
process, the client first sends the transaction to the master
node, and the master node is responsible for numbering
the received transaction, then sending these transactions to
other consensus nodes, and finally returning the confirmation
information of the consensus node to the client. Although
the PBFT consensus algorithm is a Byzantine fault-tolerant
algorithm, it can solve the problem of data consistency caused
by possible failures or malicious behaviours of nodes in a
distributed system. However, there are still some deficiencies
in applying it to swarm robotic systems in emergency
scenarios:

1) Multiple messages passes and calculations are required
to reach consensus. This may lead to a high delay for
swarm robotic systems in emergency scenarios, thus
affecting the response speed and efficiency of robotics.

2) There is a single point of failure problem, that is, if the
master node fails or is attacked, the operation of the
entire system will be affected. In the emergency scene
swarm robotic system, due to the large number of
robotics, the problem of single point failure may be
more prominent. Therefore, it is necessary to design a
mechanism to solve the single point of failure problem
and ensure the stability and reliability of the entire
system.

To sum up, the application of the PBFT consensus

algorithm to the swarm robotic system in the emergency
scene, it is necessary to solve the performance problem of the
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FIGURE 3. Optimized single-round consensus algorithm process.

algorithm and the single point of failure problem, improve the
stability, reliability and security of the system, so as to ensure
the execution efficiency of the whole system.

C. IMPROVED CONSENSUS ALGORITHM DESIGN FOR
SWARM ROBOTICS

In this paper, aiming at the problems existing in traditional
PBFT consensus algorithm in emergency scenarios, such
as random selection of primary nodes, high communication
overhead, long consensus delay and low throughput, a PBFT
optimization consensus algorithm based on K-means clus-
tering is proposed. The consensus nodes in the system are
grouped by the K-means clustering algorithm [40] to form
multiple slave chains. In addition, master nodes of each
region are selected according to the reputation mechanism
to form the master chain, and the master chain and multiple
slave chains jointly complete the system consensus.

1) IMPROVED ALGORITHM FLOW

According to the communication characteristics of the swarm
robotic system in emergency scenarios, this paper puts
forward a PBFT optimization consensus algorithm given K-
means clustering. The main process of this algorithm consists
of three sections, and the specific flow is illustrated in
Figure 3.

1) Slave Chain Formation Stage:
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Firstly, the location information of each robotic node
is acquired, and it is clustered according to the latitude
and longitude of the robotic to form k node clusters of
different regions.

2) Main Chain Formation Stage:
Dynamically and comprehensively estimate the per-
formance of every robotic node during the consensus
process, and generate corresponding reputation value.
In the area formed by each cluster, a node with a high
reputation is randomly chosen as the primary node
within the threshold. A master chain is formed by the
primary nodes of each slave chain.

3) Consensus Execution Stage:
The consensus within the system is composed of two
parts: the slave chain consensus and the master chain
consensus. After the master-slave chain verifies and
votes on the new block, it synchronizes the new block
to the local.

2) GROUPING MODEL BASED ON K-MEANS CLUSTERING

Because the situations in emergency scenarios are complex
and often involve a wide range, selecting the nodes close
to each other for consensus will effectively decrease the
communication delay, and also avoid the problems of signal
interruption and high communication overhead caused by
distance factors. Therefore, in this paper, each node in
the swarm robotic system is grouped according to its
geographical location and selects the normalized value of
the longitude and latitude of each robotic node as the input
of K-means clustering, to divide the space. Suppose there
is a sample set L :{11, b, ..., I, }, where each sample
represents the coordinates of the robotic /; = (v, 2i), Yi
is the longitude of the i-th robotic, z; is the latitude of the
i-th robotic, and the sample set L includes a total of n
robotic samples. Before K-means clustering, first normalize
the coordinates of all robotics, assuming that the abscissa

set ¥ = {y1,y2, ...,y }, and the ordinate set Z =
{zl, 22, ..y Zn },so the coordinate normalization formula is
Yi — Ymin
N — (1
Ymax — Ymin
Zi — Zmi
Z; — 1 min (2)

Zmax — Zmin

where Ymax, Ymin and Zmax, Zmin 1 the maximum value and
minimum value in the set Y and Z respectively. y; and z;
are original values. y; and z; are the normalized value. The
normalized robotic coordinate is /] = (yg, z;)

Suppose that according to the normalized coordinate
values of each robotics, this paper adopts the K-means
algorithm to groupitintok clusters K = { K1, K2, ..., Ky },
the specific steps are as follows:

« Randomly select k samples from the sample set L as the

initial cluster centers { jt1, 2, ..., pi }.

« Calculate the Euclidean distance A; = |Hl,- — ||, from

each node in the sample set to each cluster centre in
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turn, and assign it to the nearest cluster centre, thereby
obtaining k clusters.

o Calculate the new cluster centre u1; = ﬁ > lin each
! leK;
cluster, where K; is the i-th cluster, and [ is the coordinate

of the sample robotic node in the cluster K;.

« Iterate procedures 2 and 3 until the cluster centre remains

unchanged.

The most critical part of the above steps is to determine the
value of k, which influences the clustering effect. The sum of
the squared errors (SSE), which is an indicator for evaluating
the effectiveness of clustering quality, which is defined as
follows:

k
SSE ="t = il 3)
2

i=1 leK;

The smaller the SSE value, the better the sample classifica-
tion effect is. When k is less than the most suitable number of
clusters, the aggregation degree of every cluster will increase
significantly as k increases and SSE will decrease rapidly.
The rate of increase of the aggregation degree of each cluster
will slow down, and the decline of SSE will be flat when k is
greater than the most suitable number of clusters. Therefore,
the most appropriate clustering number is the k value when
SSE from a rapid decline to a gentle decline. However,
it is necessary to introduce the silhouette coefficient (SC) as
another indicator to determine the validity of the clustering
quality when the SSE decline trend is not obvious. In the
sample set L, the SC of the i-th node is defined as:

scy= 2000 @
max {a (i), b (i)}

Among them: a (i) and b (i) are the average distances from
the i-th robotic node to other robotic nodes in the same group
K; and the nearest group Kj, respectively. The closest group
K; is defined as:

o1
Kj = argmin — >[Il — il )
KiCx | i 1ek;

The SC of the entire sample set L is
1 n
SC=-) SC( 6
- ; @) ©6)

The value boundary of SC is [—1, 1], and the closer SC is
to 1, the higher the clustering quality is. Compared with the
previous clustering result, when the position of more than half
of the nodes in the system changes, it needs to be clustered
again. After each slave chain completes the previous round of
consensus, it will participate in the next round of consensus
according to the latest clustering results.

3) REPUTATION MECHANISM

In emergency scenarios, the node failure problem caused by
an unstable network and communication environment must
be considered. Therefore, it is necessary to appraise the
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behaviour of every node during realizing data consistency
to select the robotic nodes with stable functions and good
performance in each area. The selected nodes as primary
nodes in their corresponding region accomplish the master
chain consensus to enhance the consensus efficiency of the
entire system. The dynamic reputation mechanism can also
improve the enthusiasm of robotic nodes to take part in the
consensus at the same time.

The improved algorithm divides robotic nodes into 3 states
according to their behaviour during the consensus process:
Normal nodes, Abnormal nodes, and Byzantine nodes, and
the reputation score of nodes is increased or decreased
differently in each state. The reputation score of the robotic
node during the consensus is evaluated as follows:

Xi () + (1 = ¥)X; (), Normalnodes

Xi(s+1) = (1 - %) X (s), Abnormalnodes

0, Byzantinenodes
@)

Among them, X; (s) and X; (s + 1) are the reputation score
of each robotic node after the s-th and the s+1-th round of
consensus respectively, w represents the time when the node
completes the consensus, ¢ is the time that the robotic node
was not involved in the consensus process, and T is the total
time of the current round of consensus participated by the
robotic node. For the nodes in the swarm robotic system,
the corresponding w value is, the faster it accomplishes the
consensus, the higher its reputation score. The longer the
node delay time 7, the greater the influence for the consensus
speed, and the lower the reputation score.

As shown in Equation (7), the state of each node is
divided into three kinds based on its performance during
the consensus process: Normal, Abnormal and Byzantine
node state. If the node behaves normally in the consensus
process, the system will recognize it as a Normal node and
score it according to the rules in the first row. If the node
does not join the consensus on time due to its own parts
failure or network reasons, the system will score the node
according to its delay time and identify it as an Abnormal
node. If the node affects the system consensus by malicious
acts such as data tampering during the consensus process,
its reputation score will be set to 0, and it will be judged
as a Byzantine node to exit the system and then checked.
In the initial case, a primary node is randomly selected from
each area, and then the client sends a test transaction to
evaluate the consensus effectiveness of each robotic node,
at the same time, generate the initial reputation value of each
node. The reputation score of every node is sorted and the
selected threshold D is set before the start of a new round of
consensus. The threshold D is determined according to the
reputation value of each node in the slave chain after sorting.
Select several nodes with higher reputation value as candidate
primary nodes to determine the threshold range of the final
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primary node selection. Randomly selecting a robotic node
from the threshold range as the primary node in the area,
then the primary node of every area together forms the master
chain. Accordingly, after the end of each consensus round, the
reputation score of each robotic node is updated.

The status of each robotic node determines its role in the
next round of consensus, and different roles exercise different
powers and take different responsibilities in the consensus
process. As shown in Table 2, the roles of each node and its
reputation status are defined here.

TABLE 2. Node permission settings.

Reputation value Reputation status Node role
Within the threshold D, | Superior candidate primary node
Normal slave node
. Abnormal node with
Outside the threshold D, f< T
2
Abnormal node with T
[>T no participation in nodes
=2
Byzantine node

The behaviour of each robotic node is restricted according
to the performance in the consensus process. Nodes with
excellent performance can be selected into the set of
preliminary primary nodes, and nodes with poor performance
must exit the system and cannot participate in the consensus.
After the robotic node is checked and repaired, its reputation
value will be reset to 1, and it will re-enter the system to
take part in the consensus. The dynamic reputation model
algorithm is shown in Algorithm 2.

Algorithm 2 The Dynamic Reputation Model
Input: (X;, Dy, w,t,Nr;)
Output: (X;, Nr;)
1.ieN
2: if the node completes this round of consensus normally
then

3 X< Xi+(1-%)X;

4: elseX; < (1 — £) X;;

5: if node behaves maliciously then

6: X; < 0;

7: end if

8: end if

9: if X; is within D, then
10: Nr; < candidate primary node;
11: end if

12: while X; is outside D, do
13: if normal node or Abnormal node with r < % then
14: Nr; < slave node;

15: else[Byzantine node or Abnormal node with ¢ > %]
16: Nr; < no participation in nodes;
17: after the node is checked and repaired, it re-

engages in the consensus;

18: end if

19: end while
20: return ( X;, Nr;)
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4) CONSENSUS EXECUTION PROCESS
1) Slave chain consensus stage:

In this stage, the client first sends the transaction to
the primary node in the corresponding area, and then
primary nodes broadcast the transaction to each node
on its corresponding slave chain. Each slave node
confirms the message and then returns the confirmation
result to its corresponding primary node. The specific
slave chain consensus procedure is as below:

o After the client ¢ obtains the transaction list, it sorts
and packages the transactions and sends them to
the primary nodes in the corresponding regions for
slave chain consensus. On this basis, the client will
also send the packaged transaction to other nodes
in the master chain to prepare for the future master
chain consensus.

e The primary node p; first numbers the data
package after it receives the package and sets its
number to n, then appends the view number v
and signature to form a pre-prepare stage message
packet ((pre —prepare,v,n,d (m), A), op,, m),
and broadcasts the packet to each node in the
corresponding slave chain, where d (m) and o, are
the digest of the message m and the signature of the
primary node respectively.

« Each slave node verifies the packet information in
the view after receiving the pre-prepare data packet
({prepare,v,n,d (m) ,t), o) sent by the primary
node. If the information is correct, the preparation
phase begins. Every slave node will send a prepare
data packet to other nodes in this slave chain,
where ¢ and o; represent the t-th slave node of the
slave node set and its signature respectively.

o The nodes from the slave chain check up the
received prepare packets and send a confirmation
information to other slave nodes after passing.
Meanwhile, it will collect 2w + 1 ( w is the number
of Byzantine nodes that can be tolerated in the
slave chain) commit packets sent by other nodes.
If the verification passes and a corresponding
number of confirmation information is received,
the reply phase begins.

e The primary node p; will bear out that the
transaction is effective after it receives more than
2w 4 1 replies, and broadcasts this message to
other primary nodes in the master chain. If there
is a problem with the primary node, the nodes will
send a view change message. The slave chain will
replace the view, update the reputation score, and
reselect the primary node in this region.

2) Master chain consensus stage:

The primary node in each area feeds back the message
of successful consensus to other primary nodes in the
master chain for verification after the consensus of the
slave chain is accomplished. After the verification is
passed, the result is feedback to the client. This round
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FIGURE 4. The improved PBFT consensus process.

TABLE 3. Description of relevant symbols in this section.
Symbol Description
N the total number of nodes in the system
m; the number of nodes in the i-th slave chain
Temax maximum communications times of slave chain
Trnax maximum communications times of master chain
Tmax total maximum times of communications
B the ratio of PBFT to the maximum communications
times after optimization

of consensus is successful when the client receives
20 4+ 1 ( o is the number of Byzantine nodes that
can be tolerated in the master chain) reply messages
from the master chain. Since each slave chain performs
different transaction processing, the processing time
of the transaction may be different. When conducting
consensus in the master chain stage, if multiple slave
chains have master chain consensus requirements at
the same time, the master chain consensus tasks of
these slave chains can be packaged and merged to
jointly complete the master chain consensus, to reduce
the consensus frequency of the master chain and the
communication cost of the system. The specific process
of the improved PBFT consensus process is illustrated
in Figure 4.

IV. ALGORITHM ANALYSIS AND SIMULATION
VERIFICATION
In this paper, theoretical analysis and simulation verifica-

tion

are carried out for the traditional PBFT consensus

algorithm and the optimized algorithm. The theoretical

analy

sis includes two sections: the communication overhead

and the stability of the swarm robotic system. The simulation

verifi
throu
same

cation part is to test and compare the transaction delay,
ghput, and stability of different algorithms under the
hardware and software environment. For the sake of

clarity, the relevant symbols involved in this section are
explained as follows in Table 2.
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TABLE 4. Communication times of PBFT and improved PBFT.

Improved PBFT
PBFT
slave chain consensus master chain consensus
K
pre-prepare| N — 1 mi— Y. m k(k—1)
i=1
k
prepare | (N — 1)2 m2 — > m? k(k —1)2
i=1
k
commit [N (N — 1)jm; (m; — 1) — S m; (mi — 1)] k2 (k — 1)
i=1

A. ALGORITHM ANALYSIS

1) COMMUNICATION OVERHEAD ANALYSIS

For a swarm robotic system, the communication overhead
is determined by the quantity of communications between
robotics and the time required for communication. The
improved algorithm uses the geographic location of the
robotics to cluster, which shortens the communication
distance of each robotic in the subcluster, reduces the
communication delay, and reduces the consensus frequency
between nodes through the master-slave chain storage
structure. The communication times required for PBFT and
the improved consensus algorithm in this paper to accomplish
a round of consensus are listed in Table 4.

During the traditional PBFT consensus process, the spe-
cific calculation process consists of three stages. The commu-
nication times in the pre-preparation stage and the preparation
stage are (N — 1) and (N — 1)2 times respectively. All slave
nodes validate the received prepare data packet during the
commit stage. If the validation result is correct, the slave node
will broadcast a confirmation message to residual nodes. The
communication times at the stage is N (N — 1). So the total
communication times of the PBFT consensus algorithm is
2N (N —1).

In the improved consensus algorithm, assuming that the
number of slave chains after clustering is k, the corresponding
quantity of primary nodes in the master chain is also k, and the
quantity of robotic nodes in every area determines the number
of nodes m; in each slave chain, which is generally not less
than 4.

Due to the different consensus requirements of robotics in
each area, when robotic nodes in all areas participate in the
consensus, the required communication times are the most,
and the maximum communication times of the slave and
master chain consensus phase are respectively:

k k k
Temee = D mi+ D> mi+ > mi(mi—1) (8
i=1 i=1 i=1

T, =2k>(k—1) 9)

Then the maximum times of communication after
improvement is:

Tmax =T

Cmax

+ TZmax
k k
= N—k+2k> (k= 1)+ > m?+> m; (mi—1) (10)

i=1 i=1
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5 2N (N — 1)

k k
N—k+2k2(k — 1)+ > m? + > m; (m; — 1)
i=1 i=1
(11)

The ratio of the maximum communication times between
PBFT and the improved algorithm is listed in Equation (11).
When k£ = 1 and the number of summary points N remains
unchanged, the total communication times of the improved
algorithm remain unchanged. When & continues to increase,
the value of B will also increase, but it will start to decrease
when it increases to an extreme point. Therefore, the value
of k should not be too large, and the extreme point and the k
value near the extreme point should be used for clustering.

2) STABILITY ANALYSIS

First of all, before the swarm robotics start a consensus, the
reputation of each robotic will be evaluated. The nodes in
the master chain are composed of multiple nodes with high
reputations, and the multiple primary nodes supervise each
other, which reduces the risk of the system caused by primary
node failure. At the same time, owing to the strong mobility of
robotics, the position of robotic nodes may change after each
task is accomplished. Re-clustering based on the position of
each node in the system will increase the randomness of the
primary node election in each region. Moreover, the primary
node is randomly selected within the set threshold, which
tremendously increases the difficulty of malicious attacks on
the system and enhances the robustness of the system. Finally,
using the distance advantage of each node in the slave chain
to set up micro base stations or ad hoc networks in each area
can improve the stability of signal transmission and reduce
the transmission delay of signals.

B. SIMULATION VERIFICATION

In order to evaluate the performance of the various algorithms
before and after optimization, we use the Go language to sim-
ulate the consensus process. The experimental environment is
Intel 17-8550U CPU, 8GB memory, 64-bit Winl1 operating
system, and Go language version is 1.18.3.

The experiment mainly tests the throughput, transaction
delay, and stability of PBFT and the improved consensus
algorithm. In the transaction delay and throughput tests, the
quantity of primary nodes k is set to 4, 6, and 9 in this paper.
The throughput and latency of the four consensus algorithms
are compared under different total node numbers. Then,
different numbers of Byzantine nodes were set to test the
stability of the two algorithms. To decrease the experimental
error, each experiment takes an average of 20 experimental
results in the same software and hardware environment as the
final result.

1) TRANSACTION LATENCY TEST

The time from the client sending the transaction task to the
system completing the consensus and finally returning the
confirmation result to the client is defined as transaction
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FIGURE 5. Time delay comparison of different algorithms.

latency [41]. The lower the transaction delay, the faster the
consensus speed of the nodes. Correspondingly, the higher the
consensus efficiency of the system. The experiment compares
the latency of PBFT, P-PBFT [42], SG-PBFT [43] and the
improved consensus algorithm with k values of 4, 6, and 9 in
this paper. The experimental results are illustrated in Figure 5.

The experimental results in Figure 5 show that the
improved algorithm in this paper is better than the other
three algorithms in terms of transaction delay, and the
difference between the improved algorithm and the other
three algorithms also increases gradually with the increase of
the total number of nodes in the system. It is mainly because
the improved algorithm divides the nodes into k slave chains,
each slave chain processes transactions in parallel, reducing
the consensus times between nodes. Most of the consensus
processes in the system are completed by the nodes close
together, so the communication time between them is short
and relatively stable. Thus, greatly reducing the transaction
delay. With the increase of k value, the transaction delay also
decreases and gradually tends to balance.

2) THROUGHPUT TEST
The quantity of transaction tasks that the system can tackle
in a unit of time is called throughput [44]. The higher the
throughput, the higher the transaction processing efficiency
of the system. The experiment compares the throughput of
the four algorithms under different total node numbers of the
system. The experimental results are illustrated in Figure 6.
The experimental results in Figure 6 show that with
the rise of the total number of nodes, the throughput of
the four algorithms is also decreasing, but the improved
algorithm proposed in this paper changes gently and is
always higher than the other three algorithms. At the same
time, along with the increase of the k value, the number of
transactions that the system can handle is also rising. Due
to the master-slave chain structure, multiple slave chains
process different transactions in parallel, which reduces the
times of communication between nodes and enhances the
speed of transaction processing, so the swarm robotic system
can complete more transactions per unit of time. And before
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the k reaches the extreme value, with the increase of k value,
the consensus efficiency of the system continues to increase.

3) STABILITY TEST

Stability is one of the indicators to measure the performance
of the consensus algorithm. In the system with Byzantine
nodes, the stability of the system can be expressed by
the number of view transitions and the size of the system
transaction delay under different numbers of Byzantine
nodes. Therefore, the total number of nodes in this group
of experiments is set to 200 to test the performance of
several algorithms with different numbers of Byzantine nodes
included in the system, and the experimental results are
shown in Figure 7 and Figure 8.

There is only one primary node in the traditional PBFT
consensus algorithm. If there is a problem with the primary
node, the view needs to be changed frequently, which
affects the stability and consensus efficiency of the system.
As shown in Figure 7, as the number of Byzantine nodes in
the system increases, its view transformation grows faster,
followed by the other two algorithms. The number of view
transformations of the improved algorithm is the least, and it
can keep the number of view transformations very low even
in the case of more Byzantine nodes. This is because the
improved algorithm randomly selects the high-performance
primary nodes through the reputation evaluation model,
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which greatly reduces the possibility of the primary node
being a Byzantine node. At the same time, it also avoids the
view transformation caused by malicious nodes predicting the
identity of the primary node to launch attacks and enhances
the robustness of the system.

From Figure 8, information can be obtained, that when
the system contains the same number of Byzantine nodes,
the optimized algorithm reduces transaction delay by 68.4%
compared with the PBFT algorithm. As the quantity of
Byzantine nodes increases, the improved algorithm is rel-
atively stable. It is mainly because the traditional PBFT
consensus algorithm needs large amounts of consensus times
to reach an agreement, while the improved algorithm first
conducts consensus in each area, and after the consensus
is successful, the master chain consists of a small number
of high-performance primary nodes confirms the result. The
adoption of a reputation mechanism greatly reduces the error
probability in consensus. At the same time, the faulty node
only needs to be responsible for the corresponding area. Even
if the view needs to be changed, only the nodes in this area
participate, and other nodes do not need to participate, which
effectively reduces the transaction delay.

4) CONSENSUS SUCCESS RATE TEST

In the PBFT consensus algorithm, the number of Byzantine
nodes has a direct impact on the consensus success rate,
which is not more than 1/3 in general. In particular, if the
Byzantine node participates in the consensus as the primary
node, it will have a serious impact on the security of the
consensus and may lead to the failure of the consensus
and waste a lot of communication resources. Therefore,
we set N as 100 and take k as 5 to compare and test
the consensus performance of the improved algorithm with
the other three PBFT under different numbers of Byzantine
nodes. The consensus success rate of each algorithm with
different Byzantine nodes is shown in Figure 9.

The final experimental results are shown in Figure 9. It can
be seen that with the increase of the number of Byzantine
nodes in the system, the success rate of the improved
algorithm in this paper is always higher than that of the other
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three algorithms, and the success rate of the PBFT, P-PBFT
and SG-PBFT algorithms is increased by 37.05%, 22.97%
and 18.36% respectively. At the same time, the upper limit
of fault tolerance for Byzantine nodes is more than 1/3 of the
total number of system nodes. When the number of Byzantine
nodes is more than 1/3, the consensus success rate of the
other three algorithms decreases rapidly, but the success rate
of the improved algorithm is relatively stable. Therefore,
it can be proved that the fault tolerance rate and consensus
performance of the proposed algorithm are higher. This is
because the primary node is selected through the reputation
scoring mechanism, which ensures the reliability of the
primary node and reduces the degree of node centralization
and the possibility of Byzantine nodes becoming primary
nodes. In addition, due to the grouping model, Byzantine
nodes only have an impact on the corresponding group, which
effectively reduces their impact on the overall consensus
efficiency of the system.

As can be seen from the above, the selection of k£ value
determines the communication times between nodes, thus
affecting the communication time and throughput of the
system, and at the same time, the selection of k value also
greatly affects SSE (clustering effect). SSE determines the
communication distance between nodes and the communi-
cation environment, thus affecting the communication time
and communication stability between nodes. Therefore, it is
necessary to comprehensively consider the situation of the
two. If there is little difference between the optimal k values
of the two, the integer approach to the average value of the
k values of the two is taken as the final clustering number.
However, if there is a large difference between the optimal
k values of the two, the discussion can be divided into two
cases: if the distance between nodes in this scenario is far,
emphasis should be placed on choosing the k value that is
close to SSE to reach the optimal value, because compared
with the number of communication times, the communication
distance between nodes and the communication environment
have a much greater impact on the system consensus. If the
distance between nodes is relatively close, the k value that
makes the communication frequency reach the optimal is

121763



IEEE Access

Y. Sun, Y. Fan: Improved PBFT Algorithm Based on K-Means Clustering

preferred, because the distance between nodes has very little
influence on the system consensus at this time.

V. CONCLUSION

In order to solve the problems of high communication
overhead, long consensus delay, and low throughput that exist
in the swarm robotic system using the traditional practical
Byzantine fault-tolerant algorithm to achieve distributed
consensus in emergency scenarios, this paper proposes a
grouping practical Byzantine fault-tolerant quadratic consen-
sus algorithm based on K-means clustering. Each node is
clustered into several slave chains based on the real-time
geographic location. Because each slave chain has the
advantage of distance, the consensus delay is shorter, and
each slave chain completes different transactions in parallel,
which reduces the communications times between nodes and
improves the efficiency of consensus.

Using the reputation scoring mechanism to elect nodes
with high reputations in each area as the primary node to
accomplish the master chain consensus, avoiding the waste
of communication resources caused by the failure of a single
primary node.

The experimental results make known, that the per-
formance of the improved consensus algorithm is better
than the PBFT consensus algorithm in transaction delay,
system throughput, and communication overhead. With the
continuous application of swarm robotics, in the following
work, further research will be done on the clustering method
of consensus nodes to achieve a more efficient consensus of
the swarm robotic system.
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