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ABSTRACT It is difficult for users to understand the complex cloud product information for product
selection. Using this information to recommend satisfactory cloud products is a challenge. Previous studies
focused on similar information of users and products while neglecting relevance; therefore, they could
not create recommendation approaches that account for functional dependencies among cloud products.
To overcome this challenge, this study proposes a cloud product set recommendation model based on a
hierarchical knowledge graph (KG) with a pre-post correlation of product functionality. There are two
main contributions: First, we constructed a cloud product functionality and performance KG using the
dependency information of layers and entities to represent complicated pre-post logical connections. The KG
was designed according to the cloud service model. Second, we designed an improved PageRank algorithm
to obtain the importance weight for each functionality and performance, which replaces the original average
method with the proportion of connection weight. We considered the release time of the functionality, launch
time of the product, and last update time of the product as crucial factors in the recommendation score to
reflect the importance of the functionality and current development stage of the product. Finally, our method
recommended a product set based on the weighted scores from the above results. In addition, we constructed
a cloud product functionality dataset containing 339 functionalities. The experimental results show that the
proposed method can generate a closely related set of products, leading to improved accuracy and higher
satisfaction compared to mainstream methods.

INDEX TERMS Product set recommendation, knowledge graph, cloud service, PageRank, cloud product
functionality dataset.

I. INTRODUCTION
Cloud computing has attracted the attention of both academia
and industry worldwide, and is capable of transforming
service provision models throughout the current IT industry
[1]. Various industries have adopted cloud platforms for the
majority of their business operations. Gartner1 predicted that
spending by cloud terminal users will reach $600 billion
by 2023. The growth of cloud computing has led to the
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approving it for publication was Nitin Gupta .
1Gartner is the most authoritative IT research and consulting company in

the world. Website: https://www.gartner.com/en

development of a variety of cloud products by different
companies, which can be complex and difficult for users to
understand and select [2]. Therefore, the construction of a
cloud product recommendation system that is interpretable
and meets user requirements is essential.

Recommendation systems have made significant progress
in e-commerce [3]. However, e-commerce recommendation
models have limited effectiveness in cloud product recom-
mendation for the following reasons: First, cloud products are
high-tech items that are centered on technological innovation
[4]. Consequently, they tend to be inherently complex, and
cloud companies often use new names or concepts to show
their product originality, making product names and concepts
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more difficult to understand than in e-commerce. Second,
cloud product recommendation methods generally face data
sparsity problems owing to insufficient user rating data and
cold-start problems caused by unrated users. Thus, the task of
mining complex product information to enable efficient cloud
product recommendations that maximize user satisfaction is
challenging.

Recent research [5], [6], [7] on recommendation methods
has focused on collaborative filtering, content-based filtering,
and hybrid recommendation methods. These approaches,
which rely on the similarity of user information, user
reviews, and product descriptions, often generate cloud
products that are too similar or irrelevant, because they
ignore the potential dependencies between cloud products.
On the other hand, graph-based methods have been proposed
to better integrate and summarize information to facilitate
recommendations [8]. The knowledge graph (KG) expands
the limited information of individual projects, provides rich
reference value for recommendations, and brings additional
diversity and interpretability to the recommendation results
[9]. Reference [2] used KG to apply relevance to a cloud
product recommendation model. However, it is constructed
by labeling entity relationships based on conceptual sim-
ilarity, which does not fully exploit the interdependence
of different cloud products. In conclusion, the KG method
can capture rich semantic information for personalized and
accurate recommendations and provide the ability to explain
recommendation results, which is suitable for application
in cloud-computing product recommendation systems with
rich product information and less user information. However,
existing recommendation systems, including some KG-based
approaches, overlook the inherent technical dependencies of
cloud computing products. As a result, they lack the ability
to recommend sets of cloud products with dependencies,
which cannot meet the user requirements for selecting cloud
products to build their usage scenarios.

To overcome the aforementioned obstacles, considering
the complexity of cloud product names and concepts
and the disregard of dependencies between products in
the recommended product set, this study, inspired by the
hierarchical model of cloud services, proposes a cloud
product set recommendation model based on KG to improve
user satisfaction and marketing effectiveness. The main
contributions of this study are as follows.
· In this study, a multidimensional KG is constructed
by delineating ‘‘IaaS’’, ‘‘PaaS’’, ‘‘Operation and Main-
tenance (O&M)’’, and ‘‘Security’’ in the hierarchical
model of cloud products. Furthermore, the functionality
and performance (FP) points of the product serve as
middleware to establish a connection between user
requirements and cloud products, so as to resolve
the mismatch between recommended products and
user requirements caused by the ambiguity of the
product concept. This study excavates the complex
pre-post logical relationship between FPs to reflect the
interdependence between products.

· Based on this KG, we introduced an improved PageR-
ank [10] algorithm and product set recommendation
algorithm. The improved PageRank algorithm was
refined based on the FP correlation and product
development stage by adding the relationship and time
factor to achieve a more reasonable weight distribution.
The proposed product recommendation algorithm is
based on the FP weight distribution generated by
the improved PageRank, in which the variables and
their weighted coefficients consider multiple factors of
products and functionalities to suggest a significant and
related product set.
· We built a dataset of cloud product FP. Experiments
showed that our method was superior to the baseline
method.

The remainder of this paper is organized as follows.
Section II focuses on related studies on cloud product
recommendations. Section III introduces the proposed KG of
the cloud product’s FP. Section IV presents the details of the
algorithms used in the product set recommendation model.
Section V introduces the dataset and experimental results.
Finally, Section VI provides a summary of the results.

II. RELATED WORK
Recommendation systems for cloud computing products are
challenging, but many recommendation methods have been
proposed, which can be grouped into filtering approaches for
recommendation systems and KG-based methods [11].

A. FILTERING APPROACHES FOR RECOMMENDATION
SYSTEMS
The filtering approaches for recommendation systems are
statistical or based on machine learning techniques, which
can be roughly divided into three categories: (1) content-
based (CB), (2) collaborative filtering-based (CF), and (3)
hybrid (common content + collaborative + demographic)
[12]. CB is learned to recommend items that are similar in
terms of content features to those that the user has liked in
the past [13]. Most CB methods use simple models such
as keyword matching or the vector space model (VSM)
with term frequency-inverse document frequency (TF-IDF)
weighting [13]. The CB method has some shortcomings
such as limited content analysis, serendipity, and new
user problems [14]. In CF, the recommendation system
suggests a new item to a user that is consumed by
similar users [15]. Common algorithms include similarity
measures, factorization matrix (MF [16]), Bayesian [17],
[18], [19], and clustering algorithms [20], [21]. This method
relies on interactive data, therefore, it suffers from data
sparsity and cold-start problems. The hybrid method uses
a combination of several recommendation methods and
exploits the advantages of each method to improve overall
performance [22], [23]. These methods often ignore the
relationship between valuable information, which can lead
to suboptimal performance, particularly when data sparsity
exists.
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B. RECOMMENDATION SYSTEMS BASED ON KG
In 2012, Google introduced the term KG [24]. The KG
is a heterogeneous structure that stores knowledge as a
machine-readable graph, where nodes represent entities
and edges represent relationships between entities [25].
In recent years, several researchers have created different
KGs combined with different recommendation methods.
KG shows great potential for recommendation owing to its
well-defined structure and adequate resources. In combi-
nation with various studies, KG recommendation methods
can be divided into general recommendation methods in
multiple domains and specific recommendation methods in
specific domains [26]. The general recommendation method
has the advantages of wide application and convenience;
however, it has the disadvantages of weak relevance and
cannot meet the personalized needs of users in specific fields.
A domain-specific recommendation method can effectively
use the characteristics of a specific domain, and develop a
personalized method according to the personalized needs of
users to improve user satisfaction and marketing results [27].
On the other hand, from the perspective of implementation
technology, KG-based methods can be divided into ontology-
based (OB) [28], [29], path-based (PB) and embedding-based
(EB). The OB method uses ontologies to model knowledge
of users, context, items, and domains. This method does not
experiencemost of the problems associatedwith conventional
recommendation systems, such as cold start and sparsity
of rating data [30]. However, it is difficult to represent the
relationships between entities. The PB uses paths and the
order in which they pass to recommend projects, which
requires sufficient knowledge for construction [31]. In recent
years, KG embedding methods have been proposed, which
typically involve deep-learning methods. However, deep-
learning methods are essentially ‘‘black-box’’ tools, where
all intermediate relationships cannot reflect the mechanisms
underlying the observed variables [32].
There are many recommendation methods that build user

interest models based on KG, however, few have focused
on cloud products. In [33], [34], [35], and [36], paths in
the KG were extracted, the similarity between items and
users on the path was computed and regularized, and user
preferences were extracted for recommendation. However,
this method still requires a large amount of historical
user data to build the rating data, and it still has the
disadvantage of collaborative filtering. In [37] and [38],
entity embedding and relationship embedding were used to
generate the path sequence of a knowledge map. Inspired
by NLP, this method embeds nodes in a low-dimensional
vector space to learn the implicit characteristics of nodes
that are close to each other. However, the constructed path
recommendation method does not meet the requirements of
cloud product recommendations. In [39], a cloud concept
KG was constructed for cloud product recommendation,
but only manually built the simplest relationship to connect
entities, and did not explore further by buildingmore complex
semantics in the relationship.

FIGURE 1. Structure of cloud service layer dependency.

The above studies focused on similar characteristics of
users, items, and destination paths, which often resulted
in the recommended outcome being collected with similar
products. These KG-based methods do not fully exploit the
pre-post relationships between entities in the KG. In addi-
tion, most of the aforementioned recommended methods
do not model the relationship between the requirements
and products of cloud products; therefore, they cannot
meet the personalized requirements recommended by cloud
products. Based on the related studies described above,
to overcome the poor effectiveness of the recommended
product solutions by ignoring the technical relevance,
we focus on the specificity of cloud users and cloud products
and construct a KG based on the cloud service model
[40]. At the same time, we will improve the PageRank
algorithm and recommend related product sets based on the
complex relationship between before and after cloud product
functionalities to improve user satisfaction and marketing
effectiveness.

III. CLOUD PRODUCT FUNCTIONALITY AND
PERFORMANCE KNOWLEDGE GRAPH
We use the cloud product functionality and performance
knowledge graph (CFPKG) to solve the cloud product
concept ambiguity problem. We discovered two obvious
rules: (1) Although the names and concepts of cloud products
are confusing, the FPs of the same cloud products are
similar. (2) The essence of product dependency is that the
functional logic of a product has a pre-post relationship.
Therefore, we built a CFPKG that describes the logical and
semantic relationships between the FP entities for use in the
recommended cloud product set.

A. THE KNOWLEDGE GRAPH FRAMEWORK
To express the logical relationship between FPs, we con-
structed a multidimensional KG based on a hierarchical
model of cloud services [40]. According to the survey,
the relationships between the layers of the cloud service
model [41] can be summarized as shown in Fig. 1.
A point to B, representing A provides further support
services or platform services based on B; B is called
the pre-entity of A. Therefore, to achieve a structured
organization of this knowledge, we establish a KG that
encapsulates the interconnectedness between these layers.
Fig. 2 shows the structure of the CFPKG. First, we classify
the entities into four categories, ‘IaaS’, ‘PaaS’, ‘O&M’,
and ‘Security’. In addition, the CFPKG provides a practical
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FIGURE 2. Structure of the CFPKG.

overview of an FP repository, including information about
pre-post association. Meanwhile, the link between these
entities reflects whether there is an inter-layer logical
pre-post relationship or an intra-layer dependency relation-
ship, which has a link weight to describe the degree of
correlation.
Definition 1(CFPKG): A cloud service KG is simulated as

CFPKG = (V ,L), where

· V is the vertexes in CFPKG representing FP entities,
V = IAS ∪ PAS ∪ OAM ∪ SCT .
· IAS is a set of FPs in the IaaS layer, including computing,
storage and network. IAS = {ias1, ias2, · · · , iasin}. ias
is a functionality or performance in IaaS, and in is the
number of ias.
· PAS is a set of FPs in the PaaS layer, including big data,
database, AI, etc. PAS =

{
pas1, pas2, · · · , paspn

}
. pas

is a functionality or performance in PaaS, and vn is the
number of pas.
· OAM is a set of FPs in the O&M layer, including
various O&M and management items. OAM =

{oam1, oam2, · · · , oamon}. oam is a functionality or
performance in O&M, and on is the number of oam.
· SCT is a set of FPs in the security layer, including
data security and network security items. SCT =

{sct1, sct2, · · · , sctsn}. where sct is a functionality or
performance in security, and sn is the number of sct.
· L is the link of CFPKG, L ⊆ TER ∪ TRA, TER
is the inter-layer link, TER = (IAS × PAS) ∪

(IAS × SCT ) ∪ (IAS × OAM) ∪ (PAS × SCT ) ∪

(PAS × OAM) ∪ (SCT × OAM), TRA is the inter-layer

link, TRA = (IAS × IAS) ∪ (PAS × PAS) ∪

(SCT × SCT ) ∪ (OAM × OAM)

B. COLLECTING PRODUCT F UNCTIONALITY AND
PERFORMANCE
We constructed a functionality and performance dataset
of cloud products, including 339 items, each of which
contained seven factors: functionality or performance name,
class, description, release time, product name to which the
functionality belongs, product launch time, and last product
update time. The classification includes ‘‘compute’’, ‘‘stor-
age’’, ‘‘network’’, ‘‘PaaS’’, ‘‘operation and maintenance’’
and ‘‘security’’. The examples of dataset values are listed in
Tab. 1.
The data were collected using the following methods.

First, we obtained most of the FPs items according to
the product description documents and the functionality
dynamic update website published on the official website
of the cloud company, including the names of FPs, release
times, descriptions and product information.We then referred
to the indicators published by Gartner for classification.
Because the data obtained from the Internet are not always
reliable, expert processing is required. Finally, after the cloud
company experts discussed, added, deleted and modified
the objects, 339 FP objects were identified with the name,
class, description, release time, and product information to
which the functionality belongs. Some FPs are summarized
by experts, and their attributes are provided by experts based
on experience.
Definition 2(FP): The paper denote the FP item as cfp,

and is a tuple (id, nm, cl, ot, pn, lt, ut, ds ), id is the only
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TABLE 1. The examples of functionality and performance data.

identification, nm is the FP name, cl is the classification, ot
is the release time of the FP, pn is the product name which
the FP belongs to, lt is the launch time of the pn, ut is the
last update time of the pn, ds is the description of items,
ds = {w1,w2, · · · ,wn}, w is a word in ds, n is the number
of word in description. dk is the keyword in the description,
dk ⊆ ds, dk = TF − IDF(ds) = {e1, e2, · · · , em}, e is a
keyword in dk, m is the number of keywords

C. KNOWLEDGE GRAPH RELATIONSHIP INFORMATION
MINING
To describe the complex logical relationship between entities,
CFPKG entity links are divided into inter-layer and intra-
layer links. First, the inter-layer link shows the relationship
between the layers, including ‘‘IaaS’’, ‘‘PaaS’’, ‘‘O&M’’,
and ‘‘Security’’, which is inspired by the cloud service
model. We specify the direction based on the dependencies
between the layers of the cloud service. The inter-layer
direction is illustrated in Fig. 1. Next, the intra-layer links
are entity links within the same layer, and their direction is
determined by name inclusion relationships and description
coverage relationships, with name factors taking precedence
over description. The name factor indicates whether the name
of an FP entity includes the name of another entity, where
the entity whose name is included is the base entity, and is
therefore pointed to. The description factors are shown in
Fig. 3. The main keyword in a description is the core content
of the functionality, and the proportion of a keyword in a
description represents the thematic bias of the functionality.
The words in a Description B contain the keywords of another
Description A, reflecting that the content of B covers the topic
of A and the degree of coverage can be expressed by the
frequency of occurrence of intersection words. We use this
coverage relationship to determine the direction between the
two FP entities. The formula is as follows. If Proj > Proi, the
edge of i points to j.

Proi =
Ci

({
x |x ∈ dsi ∩ x ∈ dkj

})
Ni

(1)

FIGURE 3. Examples of description coveraged factors.
(Prob = BA/B < Proa = AB/A, B points to A).

Proj =
Cj

({
x |x ∈ dsi ∩ x ∈ dkj

})
Nj

(2)

where i is an entity, j is an entity that needs to be judged
whether it is the pre-entity of i. Pro denotes the keyword
coverage factor. dsi is the set of words for description of the
ith entity. dkj is the keywords for the description of the jth
entity. Ci(ϕ) is the sum of the times of words in ϕ among
words in description of entity i, Cj(ϕ) is the sum in entity j.
Ni is the number of words of description of entity i.
The process of creating a link consists of two steps:

calculating link weight and pruning. The link weights were
calculated using three factors: name, description, and class.
First, two functionality entities with strong associations are
frequently have a name-inclusion relationship. Second, the
degree of keyword coverage represents the compactness of
a relationship. Third, the class factor is used to determine
whether a relationship is inter-layer or intra-layer.When links
are built based on these factors, redundant edges are created,
and the links must be further trimmed. An example of pruning
is shown in Fig. 4, where the pointed node is called a child
node and the intermediate child node must be cut off if the
similarity between child nodes exceeds the threshold δ or if
the name has an inclusion relationship. The link algorithm
between the entities is given in Alg. 1. The formula for this
relationship is shown in Equation 3.
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FIGURE 4. Example of prune.

Definition 3(link): The link between entities is a tuple
(cfp, r, cfp), r is the link weight between entities.

r = Link
(
cfpi, cfpj

)
> θ, i ̸= j&Pruneij ̸= 1 (3)

Link
(
cfpi, cfpj

)
= αKeyij + βNameij (4)

where Link(ϕ) is the weight of the edges, cfp is the FP entity,
i and j are the indices of the FP entity. θ is a threshold.
Prune is the judgment of pruning. The Key factor was the
descriptive keywords factor. The Name is the name factor.
The α and β indicate the importance of each influencing
factor, respectively.

If the description of the entity cfpi contains the keywords
of the description of cfpi, Keyij consists of two parts: the
proportion of the keyword weight of B to the total keyword
weight, Coej. This reflects the importance of overlapping
keywords in all keywords. The second factor is the coverage
factor, Proi. This is the proportion of keywords in the
descriptions. These two parts synthesize the relationship
between these two descriptions.

Keyij = Coej × Proi (5)

Coej =
W

(
{x|x ∈ dsi ∩ x ∈ dkj

)
W (x ∈ dkj)

(6)

whereW (ϕ) is the sum of the weights of the keywords in ϕ.
If cfpi’s name contains cfpj’s name, cfpi provides support

services or platform services based on cfpj.

Nameij =

{
1 nmi ⊇ nmj
0 others

(7)

where nmi is the name of cfpi. nmj is the name of cfpj.
Pruning occurs when two child nodes are too similar or the

name has an inclusion relationship.

Pruneck =

{
1 (Linkkl > θ&Simkl > δ)∥Namekl > 0
0 others

(8)

Algorithm 1 The Entity Link Algorithms for CFPKG
input : The functionality and performance entity,

cfp = (id, nm, cl, lt, ut, ds );

output: The entities link set, link;
begin

link[][] = 0 ;
foreach cfpi, cfpj ∈ cfp and cfpi ̸= cfpj do

P← Pro; N ← Name; K ← Key;
S ← Sim; L ← Layer = sort(cli, clj);
// inter-layer direction
if Lij > 0 then

link[i][j]+ = α × Kij + β × Nij;

// intra-layer direction
else if Lij == 0 then

if Nij > 0 then
link[i][j]+ = α × Kij + β × Nij;
continue;

if Kij ̸= 0 then
if Pi < Pj then

link[i][j]+ = α × Kij + β × Nij;

// child node pruning
foreach cfpm, cfpn ∈ cfp and link[i][m] > θ and
link[i][n] > θ do

if Nmn > 0 then
link[i][m] = 0;

if Smn > δ then
if link[m][n] > link[n][m] then

link[i][m] = 0;

return link;

Simkl = Sim(dsk , dsl) =

n∑
i=1

(xi × yi)√
n∑
i=1

xi2 ×

√
n∑
i=1

yi2
(9)

where c is an indices of the FP entity, k and l are the indices
of the FP entity to which c points. where Sim is the cosine
similarity of word vector. xi is the ith feature of the word
vector of dsk . yi is the ith feature of the word vector
of dsl .

IV. CLOUD PRODUCT SET RECOMMENDATION BASED ON
CFPKG
The recommendation strategy based on CFPKG is shown in
Fig. 5. For user query Q, we first matched the functionality
and performance F of the product closest to the semantics of
the user’s requirements using the natural language processing
method SimCSE [42]. The weights for each node were then
obtained using the KGPageRank algorithm, which considers
the link relationships and time factors of the products and
functionalities. Next, we obtain the high-weighted FP set
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FIGURE 5. Structure of recommendation model based CFPKG.

FS associated with F. Finally, we recommend a set of cloud
products that covers the most important functionalities and
performances. Cloud product recommendation based on the
CFPKG algorithm is presented in Alg. 2.

Algorithm 2 Cloud Product Recommendation Based
on CFPKG
input : The knowledge graph, CFPKG = (V ,L);

The user’s query, Q;
output: The recommended cloud product set, Ps;
begin

// analyze users’ needs to obtain
the most desired product
functionalities or performance
F.

F = SimCSE(Q,V );
// obtain the node weight KGPR by

KGPageRank algorithm.
KGPR = KGPageRank(CFPKG);
// select recommended cloud

product set Ps.
Ps = GetCloudProducts(CFPKG,KGPR,F);
return Ps;

A. IMPROVED PAGERANK ALGORITHM
In graph theory, indicators for measuring importance include
degree centrality, betweenness centrality, presence ce ntrality,
eigenvector centrality, and PageRank. Degree centrality,
betweenness centrality and presence centrality depend on the

number of other nodes directly connected to the node [2].
This is clearly undesirable for the content of this study, as the
importance of functionality should be proportional to the
importance of other functionalities that rely on it. Eigenvector
centrality solves this problem by allowing centrality to
‘‘diffuse’’ along the edge. PageRank builds on this and
proposes two important changes tomake the diffuse centrality
more reasonable.

FP weights must obey the following rules: 1) the more
other FPs depend on an FP, the more important it is;
2) the more an FP depends on an important FP, the
more important it is. These rules are similar to those of
PageRank recommended by web pages; however, they do not
consider the close relationship between FP entities, FP release
time and product development stage. Therefore, PageRank
is not fully suitable for cloud product recommendation
scenarios in which the PageRank algorithm is improved.
Our contributions to the PageRank improvement are as
follows:

· In this study, the weight fraction of the FP relationship
is used instead of the average assignment of the original
PageRank. Because the weights of the FP links represent
the closeness of the relationship, high-weight links
reflect a high dependency. The algorithm is shown in
Equation 10.
· We considered FP release time, product launch time, and
product update time as important factors of FP, so we
added an FP importance weight. First, the importance of
an FP is closely related to its importance. The FP release
time reflects the importance of functionality in products,
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FIGURE 6. Example of Wt of 3 products.

where early release is often an essential functional-
ity, and late release is the secondary complementary
functionality. Therefore, as shown in Equation 11, this
study uses the proportion of FP release time to product
launch time multiplied by product importance as the
FP importance. Another, the importance of the product
is shown in Fig. 6, the x-axis represents the distance
from the previous time to the current time, x=0 is the
current time, and the y-axis is in the interval (0,1).
In particular, the gradient of the function represents
the degree of product innovation, which decreases as x
increases. The product launch time represents the degree
of its foundation and the product update time represents
the degree of attention. The square of the function
from the launch time to the update time can be consid-
ered the product importance. For example, product B
was released early and last updated late, which makes
it an important base product and therefore has a high
score.

KGPR(A) =
1− d
Ctotal−1

+ d
n∑
i=1

KGPR (Posti)× riA∑
ri

+W

(10)

W =
ut − rt
ut − lt

Wt =
ut − rt
ut − lt

∫ tnow−lt+τ

tnow−ut

1
3
√
(x2 + 1)2

dx

≈
(ut − rt)(tb − ta)

2ut − 2lt
[

1
3
√
(t2a + 1)2

+
1

3
√
(t2b + 1)2

],

ta = tnow − ut, tb = tnow − lt + τ (11)

where A is the pre-entity. KGPR(A) is the score of A. d is
the damping factor. Ctotal is the total number of nodes. Posti
represents the ith entity pointing to A. KGPR(Posti) is the
score of the ith node pointing to A. riA is the link weight
between i and A.

∑
ri is the sum of all link weights output

by the ith node. W is the importance weight of FP. Wt is
the time factor of the product development stage. tnow is the
current time. rt is the FP release time. lt is the launch time(LT)
for the product. Where ut denotes the final update time
(UT) of product. τ is a non-zero factor representing that the
minimum interval between LT and UT is τ years and τ = 0.5.
For ease of calculation, Equation 11 is approximated using

the Newton-Cotes method, where the Cotes coefficient is
set to 1.

Algorithm 3 The Algorithm to Recommend Product
Set, Ps = GetCloudProducts(CFPKG,KGPR,F)
input : The knowledge graph, CFPKG = (V ,L);

The result of KGPageRank, KGPR; The FP
Users Need Most, F

output: The recommended cloud product set, FS;
begin

P← GetProduct; // Get the product
that the FP entity belongs to.

O← GetOut; // Get the pre-entities
for an FP entity.

PS = []; PS.append(PF );
queue<int>level; level.push(F);
visited = []; key = F ;
while count<Top do

foreach u ∈ Okey do
scoreu = γKGPRu + link[key][u];

U = SortByScore(Okey);
foreach u ∈ U do

if count < Top and Pu ̸∈ PS then
PS.append(Pu);
count ++;

if visited[u]! = 1 then
level.push(u);
visited[u] = 1;

level.pop();
if !level.empty() then

key = level.front();

else
break;

return PS;

B. PRODUCT SET SELECTION ALGORITHM
The recommended products are selected based on FP entities
that match the user requirements. To make more efficient rec-
ommendations using functionality association information,
this study selected the functionality of requirement matching
and other important functionalities closely related to this
functionality to recommend the product to which they belong.

This algorithm is described in Alg. 3. First, this method
obtains the pre-entity O related to the requirement func-
tionality and scores, and sorts them. The scoring method
balances the tightness of the connections and importance
of the nodes using the following formulas. The products
associated with the top FP were then added to the product set.
If the first level of related nodes is connected and the number
of products added is insufficient, the products belonging
to the other nodes associated with the highest-scoring FP
are added to the recommended product set and iterated
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TABLE 2. The data processing methods.

hierarchically.

Score = γKGPRU + LinkFU (12)

where γ is a factor that balances compactness and
importance.

V. EXPERIMENTS
This section presents the evaluation of the proposed method.
Experiments were conducted using the cloud product service
functionality dataset. It was performed on a computer with
an Intel Core i7-1165G7 processor at 2.8 GHz. The dataset,
measurement metrics, variables, and experimental results
of the proposed technique are presented in the following
subsections.

A. THE CLOUD PRODUCT SERVICE FUNCTIONALITY
DATASET
The data source for the dataset was the official cloud
website, including Alibaba Cloud Computing (Alicloud,
www.aliyun.com), Amazon Web Services (AWS, aws.
amazon.com), and data supplemented by cloud computing
experts. The validation results for the product recommen-
dations were obtained from the experience of five cloud
computing experts. The data collection methods and samples
are described in Section III-B. The data processing methods
used in this study are listed in Tab. 2.

B. MEASUREMENT METRICS
Precision(P), recall(R) and F-score(F1) were the evaluation
metrics used in this experiment.

P =

∣∣Setexp ∩ Setrec∣∣
|Setrec|

(13)

R =

∣∣Setexp ∩ Setrec∣∣∣∣Setexp∣∣ (14)

F1 =
2PR
P+ R

(15)

where Setexp is the expected product set for a query, and Setexp
is a recommended product set.

C. VARIABLES AFFECTING RECOMMENDATION
EFFICIENCY EVALUATION
In this section, three variables were considered to evaluate the
influence of the proposed algorithms.
· θn: link threshold of the two FP entities. Fig. 7 shows the
P, R and F1 results of the recommended algorithm for

FIGURE 7. The P R and F1 result for our method when the link threshold θ

is set to 0.3, 0.35, 0.4, 0.45, 0.5, and0.55.

FIGURE 8. The P R and F1 result for our method when the similarity
threshold θ is set to 0.5, 0.55, 0.6, 0.65, 0.7, and0.8.

θn = 0.3, 0.35, 0.4, 0.45, 0.5 and 0.55, when top = 5 and
δ = 0.6. If the link threshold is too large or too small,
the recommendation effect is poor, and an appropriate
threshold must be set to obtain the best results. When the
connection threshold was large, the P value was larger
than the R value because as the connection threshold
increased, the edges of the knowledge map decreased
and the recommended products decreased.
· δm: Similarity threshold for pruning. Fig. 8 shows the P,
R and F1 results of the recommended algorithm for δn
= 0.5, 0.55, 0.6, 0.65, 0.7 and 0.8, when top = 5 and
θ = 0.4. The degree of similarity in pruning affects the
pruning count, and excessive pruning occurs when the
threshold is too low. When the similarity is higher than
0.7, the recommended result tends to be stable because
the number of clippings by judging the similarity is 0.
· Topk : Maximum number of recommended products in
the scheme. When θ = 0.4 and δ = 0.5, Fig. 9
shows the P, R and F1 results of the recommendation
algorithm for topK = 1, 2, 3, 4, 5 and 6. The figure shows
that the P value decreases as the top increases, R first
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FIGURE 9. The P R and F1 result for our method when the maximum
number of recommended products top is set to 1, 2, 3, 4, 5, and6.

decreases and then increases because the difficulty
of the recommendation increases as the number of
recommendations increases, so the P value decreases.
As the number of recommendations increased, the
number of satisfied test results also increased, leading
to an increase in R values. Based on the actual needs,
top = 5 is usually chosen as the expected number of
recommendations.

D. THE RESULT OF EXPERIMENTAL
To demonstrate the effectiveness of ourmethod, we compared
the proposed approach with TF-IDF [15], PageRank [10]
and Personalized PageRank [43]. And we conducted a
questionnaire survey on user satisfaction. The comparison
results for different scenarios are shown in Fig. 10. Our
method achieved the best F1 results under the different
Top requirements. As Topk increases, the recommendation
becomes more difficult and the accuracy of each method
decreases. The TF-IDF based recommendation method is
the least accurate, and the accuracy decreases rapidly as
the number of recommendations increases. Because it uses
word frequency and similar information about the content and
ignores relevant information, the results are similar. Tab. 3
details the subject P R and F1 of the proposed framework
and baseline methods. When top = 5, the method with
CFPKG and KGPageRank in this study achieved the highest
79% P, 85% R, and 82% F1 compared to the mainstream
product scheme recommendation methods. The accuracy of
the improved KGPageRank was 5% higher than that of the
PageRank. The PageRank method based on CFPKG provides
better recommendations than TF-IDF using information
about the functionalities in the knowledge map. However,
PageRank does not consider the importance of the functional-
ity itself and the stage of product development. New products
tend to have less functionality owing to imperfections and
are at a disadvantage in random roaming, resulting in poorer
results that are less likely to be recommended than products
on the verge of elimination. Personalized PageRank has
limitations compared to PageRank’s global walk, with similar

FIGURE 10. Results of the proposed method and baseline methods in the
multiple scenarios.

TABLE 3. The results of different methods in different scenarios.

results to PageRank, mainly due to the contingency and
randomness of these algorithms. Our approach not only
considers the tightness of the CFPKG relationship, but
also adds time factors that reflect functional importance
and the stage of product development to achieve the best
results.

Some of the results of CFPKG wandering through
KGPageRank are shown in Fig. 11, where most of the
nodes in the center of the knowledge map are IaaS layer
functionalities. Because the security layer and IaaS layer are
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FIGURE 11. The partial results of CFPKG wandering through KGPageRank.

FIGURE 12. The results of the user satisfaction experiment.

more closely connected, most of the security layer function-
alities are closer to the center of the diagram. The PaaS
layer has fewer connections to the other layers because of
its independent functionality. Operations and management
functionalities are often at the edge of the diagram, which
is consistent with the service model and rules of cloud
computing.

Because the validation set is determined by cloud com-
puting experts and does not fully represent user satisfaction,
we were inspired by the user satisfaction experimental
method in [44], [45], and [46] to design a method to
validate the progress of our method. We constructed a test
web link and randomly sent it to 300 cloud service users,
asked them to input their needs, recommended product
set schemes, and then let the users choose a satisfactory
recommendation result. To reduce the user burden, this
study chooses three product set schemes: Alibaba website
recommendation results, the TF-IDFmethod and our method.
Among the three methods, the Top was set to 5. To prevent
individual users from testing too much data, the subjective
impact is greater, and each user has up to 10 valid data points.
A total of 324 valid data were collected, and the results are
shown in Fig. 12, (a). Our method was selected by users in

45% of cases, 14%more than Alibaba’s 31%, which indicates
that our product-related method better meets users’ needs
than the similarity-based recommendation method and the
current cloud official website method. In addition, we found
that when the user’s input requirement was a cloud product
name, all threemethods yielded better results. However, when
the user’s input requirements were other descriptions, our
method was selected significantly more frequently than the
other methods, indicating that our method can achieve higher
user satisfaction in the case of ambiguous user requirements.
It should be noted that to obtain the cooperation of users
to provide data, the web link is emailed to users who
are already using the cloud service. As a result they have
more knowledge about cloud products. Thus, so 61% of
the input requirements are the name of the cloud product,
a value that should be a smaller percentage in the real
world, and the advantages of our method should be more
obvious.

VI. CONCLUSION
In this study, we systematically investigated the problem of
cloud service product scheme recommendation. To improve
the accuracy and user satisfaction of cloud product scenario
recommendation, we propose a cloud product recommen-
dation model based on CFPKG. Our approach first builds
a hierarchical functionality KG based on functionality
correlation and cloud service hierarchical model, and then
improves PageRank by introducing entity connectivity tight-
ness and time factors that reflect functionality importance
and product development stages. Finally, based on the
above results, a product set recommendation algorithm
was designed to achieve a good product set. Experimental
results show that our method can effectively improve rec-
ommendation accuracy and achieve better user satisfaction,
and also validate the advantage of product dependency
recommendation on the cloud product service functionality
dataset.

This paper presents an efficient recommendation method
for cloud computing products. However, its applicability to
other domains is limited because of its reliance on the profes-
sional service model and mining of technology dependencies
specific to cloud computing. In the future, we will explore the
integration of domain knowledge and deep learning methods
inspired by emerging recommendation methods based on
deep learning. Our goal is to develop a universal method that
maintains interpretability within the domain, similar to the
method in [32] and [47]. In addition, as noted by [48], the
construction of the KG is time consuming, and we will strive
to optimize the automated process.
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