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ABSTRACT Pose estimation has garnered significant attention in recent years and has found extensive
application in fields such as autonomous driving, robotics, and augmented reality. In the current research,
point cloud recognition algorithms based on point-pair-features have been shown to be effective in
recognizing objects and pose estimation, but redundant points included in the characterization of model
features degrade the recognition performance and computational efficiency of the algorithms. To address this
issue, this paper introduces curvature features to filter out unnecessary points and enhance the expression of
model features. The resulting global model description is stored in a hash table, and the estimated pose
is obtained through the combination of curvature-weighted voting and the Iterative Closest Point (ICP)
algorithm for optimization. Additionally, a background removal technique is proposed for fixed usage
scenarios, which significantly improves operational efficiency in real-world situations. Experimental results
using various datasets and real environments demonstrate that the proposed approach reduces redundancy,
improves point-pair feature (PPF) expression, and enhances recognition rate and matching speed by 4.7%
and 46.7%, respectively.

INDEX TERMS Pose estimation, point pair features, curvature, point cloud.

I. INTRODUCTION
3D object recognition is a prominent research area in the
field of computer vision, with applications in robotics,
virtual reality, medical diagnosis, and other fields. With the
advancement of depth measurement sensors, the accuracy
of 3D data acquisition has significantly improved, leading
to increased attention towards 3D object recognition and
6D pose estimation. The primary objective of 3D object
recognition and 6D pose estimation is to accurately identify
target objects in a scene and determine their poses using
rotations and translations in three-dimensional coordinate
systems. These technologies play a crucial role in intelli-
gent manufacturing and industrial robot picking operations.
Over the past two decades, extensive research has been
conducted on algorithms for 3D object recognition and
6D pose estimation, resulting in the proposal of various
pose estimationmethods, including correspondencemethods,
template matching-based methods, feature descriptor-based
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methods, voting-based methods, and deep learning-based
methods. However, despite these advancements, 3D object
recognition and 6D pose estimation still face challenges in
complex scenes characterized by occlusion, noise, and other
disturbances.

There are two implementation methods available for estab-
lishing correspondence between input data and the complete
3D object model. The first method utilizes 2D images to
establish correspondence between 2D points and 3D points,
while the second method is based on 3D point clouds [1]. The
2D-3D method typically requires objects with rich textures
and the projection of the model from multiple angles to
establish the connection between the template image and the
RGB image in a single-angle image. The Perspective-n-Point
(PnP) algorithm is employed to determine the pose of the
current perspective view. This approach is robust for objects
with overlapping features but is not suitable for non-textured
objects. Feature descriptors can be generated by extracting
feature points from 3D point clouds [2]. These descriptors
utilize point coordinates, normal vectors, and curvature
features to describe the geometric characteristics of the
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points. However, determining the correspondence between
3D feature points and 3D models, as well as computing
their feature expressions, requires significant computational
resources.

The template-based method has emerged as a result of
advancements in 2D computer vision. It leverages prior
knowledge from templates to evaluate the posture of corre-
sponding scenes and target objects. The template matching
algorithm [3], [4], [5] combines the gradient information
of the color image with the normal vector of the object
surface to establish a template. One of the most well-known
methods in this category is linemod [6]. It utilizes the
gradient information of the RGB image, which provides
strong expressiveness and resilience against backgrounds,
noise, and lighting variations [7]. However, its accuracy is
moderate, and the effectiveness of its templates and matching
scenes is influenced by the quality of the data. Additionally,
it is not suitable for application in obstructed scenes.

Deep learning algorithms, distinguished by their potent
feature extraction capabilities, have recently achieved state-
of-the-art performance in the realm of computer vision [8].
Numerous deep learning-based pose estimation methods
have been proposed [9], [10], [11], [12]. For instance,
Xiang et al. [13] introduced PoseCNN, an end-to-end
6D pose estimation network. It incorporates convolutional
and pooling layers for feature extraction and embeds
high-dimensional features in low-dimensional semantic
segmentation, 3D translation estimation, and 3D rotation
estimation. The team also introduced the YCB-Video dataset,
a comprehensive RGB-D dataset, particularly valuable for
deep learning frameworks requiring substantial training
data. Thanh-Toan et al. [14] extended the Mask R-CNN
instance segmentation network by incorporating a novel
pose estimation branch that represents rotational regression
using Lie algebra. This approach yields a differentiable
regression loss and leads to faster inference speeds compared
to other multi-stage pose estimation methods. Sock et al. [15]
proposed an innovative strategy to enhance environmental
comprehension and pose stability. They accomplish this by
capturing new scenes from alternative viewpoints through
camera movement when the target pose cannot be adequately
determined from a single viewpoint. To plan camera move-
ment, they employ perspective entropy and assess various
benchmark methods, including LCHF [16], sparse auto-
encoder [17], among others. These experiments consistently
demonstrate significant accuracy improvements when tran-
sitioning from a single viewpoint to six viewpoints. While
deep learning methods have progressively outperformed
traditional techniques in terms of pose estimation accuracy,
it is important to note that they demand a substantial amount
of data and computational resources, which can limit their
applicability compared to traditional methods.

Voting methods in 6D pose estimation can be categorized
into two methodologies: direct and indirect voting. The core
objective of the voting technique is to select effective features

for precise pose estimation. Indirect voting entails casting
votes for feature points, aligning each pixel or 3D point
with either 2D-3D or 3D-3D correspondences. For instance,
Peng et al. [10] introduced the Pixel-wise Voting Network
(PVNet), which employs Random Sampling Consensus
(RANSAC) to identify key points. This method subsequently
achieves accurate pose estimation through Perspective-n-
Point algorithms. However, it is important to note that PVNet
relies on 2D target objects and is less suitable for objects
lacking self-similarity and texture information. On the other
hand, direct voting involves directly casting votes for specific
6D object coordinates or poses at each pixel or 3D point.
Drost et al. [18] introduced a novel four-dimensional point
pair feature to represent objects. The final result is obtained
through modeling object point pair features, computing scene
point pair matches, and generating candidate votes. This point
pair feature effectively combines the advantages of global
and local feature representations, facilitating efficient object
feature description.

The PPF algorithm [18] has showcased exceptional object
recognition capabilities across various 3D datasets [19]. Due
to its outstanding performance, several authors have sought
to enhance and expand upon the PPF algorithm [20], [21],
[22], [23], [24], [25], [26], [27], [28]. However, a common
challenge shared by both the PPF algorithm and its variants is
the high computational complexity inherent in the algorithm.
This complexity arises from the necessity to extract and
store all point pair features of the model in a hash table.
Consequently, when dealing with a large number of input
data points, this approach can result in a significant surplus of
redundant features, leading to a notable decline in recognition
performance. Additionally, the presence of complex scenes
and background noise can further impact the algorithm’s
effectiveness. Moreover, the process of reducing redun-
dancy carries the risk of inadvertently eliminating critical
information from the model. To mitigate these limitations,
we propose leveraging the curvature information of the point
cloud as a feature for the selection of key points within
the model. Importantly, this information can be retained
during the redundancy reduction process. During recognition,
we assign greater weight to the characteristic information
of these selected points, influencing the estimation outcome.
Furthermore, we incorporate background removal techniques
in real-world scenarios to enhance both the accuracy and
processing speed of the algorithm.Our main contributions
are described as follows. 1)Based on PPF, we introduce a
novel method that enhances the accuracy and efficiency of the
algorithm by incorporating curvature-based six-dimensional
point-pair features, downsampling, and weighted voting.
2)Optimizations have been implemented to improve object
recognition and position estimation in static scenes. These
optimizations take advantage of background similarity to
significantly reduce the number of background points,
thereby reducing the processing of irrelevant data and accel-
erating the matching process. 3)Experimental comparisons
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conducted across multiple datasets demonstrate the superior
performance and robustness of our proposed algorithm. The
remaining sections of this paper are structured as follows.
Section II introduces related work. Section III presents the
details of the proposed method. Experimental results and
discussions are provided in Section IV. Section V concludes
the paper.

II. RELATED WORK
In this section, we provide an overview of Point Pair Features
(PPF) and its various modifications.

The PPF algorithm initially emerged as a groundbreaking
solution for recognizing free-form 3D objects within point
clouds [18]. Since its inception, it has garnered significant
attention, owing to its exceptional computational speed
and its demonstrated capability to perform precise pose
estimation, even in challenging and cluttered industrial
manufacturing environments.A pivotal development in the
evolution of PPF occurred in a seminal work [19], where
a standardized approach for rigid 6D pose estimation,
leveraging a single RGB-D input image while accommodat-
ing different lighting conditions, was introduced. A com-
prehensive evaluation encompassing 15 distinct methods
revealed that the PPF-based approach consistently outper-
formed competing techniques, including template matching,
learning-based methods, and traditional 3D feature-based
approaches.Recognizing the potential for enhanced accuracy
in the voting process through the inclusion of color informa-
tion, Choi et al. [20] extended PPF by incorporating RGB
features alongside the existing four-dimensional features,
resulting in a ten-dimensional color point-pair feature. This
augmentation yielded notably improved results, particularly
when applied to RGB datasets.Subsequently, another signif-
icant enhancement was proposed by [3], which introduced
the incorporation of edge points for constructing point pair
features. This innovation substantially reduced the number
of points required in both the training and matching phases.
Impressively, this adapted method exhibited excellent per-
formance, particularly when dealing with objects character-
ized by multiple planes.Building upon these advancements,
Choi [21] further refined the methodology by selectively
encoding geometric surface shape and photometric color
features, contributing to its continual improvement in the
field.

In addition to point-pair feature representation,
[4] introduced the Maximum Margin Learning frame-
work. The algorithm selects and ranks features based on
task importance, thereby enhancing method performance.
Hinterstoisser et al. [22] introduced Hs-PPF, which signifi-
cantly improved Drost-PPF’s performance in handling sensor
noise and background clutter with a new PPF descriptor
propagation strategy. Wang et al. [23] introduced a novel
voting strategy based on Hs-PPF to reduce computational
costs, albeit at the expense of a lower recognition rate.
Vidal et al. [24] introduced a novel preprocessing step based
on PPF, which considers the discriminative value of surface

information. Liu et al. [25] introduced PPF-MEAM based on
B2B-TL descriptors, employing multiple models to describe
the target object. They proposed an effective algorithm to
enhance recognition rates and reduce computation time,
particularly suitable for objects lacking details, though less
applicable to general objects. Birdal and Ilic [26] proposed
a multi-view rendering strategy for eliminating hidden or
invisible geometry and introduced a sparse voxel-based
algorithm utilizing Poisson disk sampling and normal-space
sampling to handle global vertex and normal distributions.
Their approach has similarities with ours, with the main
difference being that our goal is to utilize the feature
distribution to reduce redundant point-pair features. However,
their method aims to create an unbiased, sparser model.
In contrast, Cui et al. [27] proposed Cur-PPF, which employs
curvature information of point pairs to enhance feature
representation and recognition accuracy. However, redundant
point pairs persist, and their saved curvature information
values are sensitive to model and scene data accuracy.
Ge et al. [28] introduced an effectivemethod for sampling key
point pairs to reduce redundancy. In contrast, our approach
proposes an adaptable method for screening redundant point
pairs through curvature feature distribution calculations,
simultaneously enhancing point-pair feature representation
and optimizing the voting strategy.

III. PROPOSED METHOD
Previous research [18] has established that the Point Pair
Feature (PPF) method stands out as a highly effective
approach for estimating object positions. The PPF method
operates as a voting algorithm, employing four-dimensional
point pair features stored in a hash table to describe and
match model features. This method comprises two distinct
stages: global modeling and local matching. During the
global modeling stage, feature information is extracted from
all points and compiled into four-dimensional point pair
features stored within the hash table. In the subsequent
local matching stage, a reference point is selected from the
scene, and other scene points are combined into feature
point pairs. These feature point pairs are then matched
with the hash table, and potential matching poses are
identified through voting. Finally, high-scoring poses are
output following pose clustering. Downsampling is typically
utilized for preprocessing large input point clouds. However,
the uniform downsampling method, which is used in PPF,
has its shortcomings. According to [29], contour features are
not apparent, and the matching effect in feature prominent
parts is unsatisfactory. To address this issue, we propose
a new downsampling method, based on curvature, that
highlights geometric features during the downsampling
process. Section 2.1.2 details this process. Furthermore, [30]
has established that distance emerges as the most influential
feature in the four-dimensional point pair feature descriptor.
In an effort to enhance the representation of point pairs
concerning angle variations, we introduce curvature infor-
mation in Section 2.1.3 to construct a six-dimensional point
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FIGURE 1. The algorithm flow. In the offline stage, the sampled 3D model produces point-pair features, which are subsequently saved
within a hash table(a-c). In the online stage, after pre-processing the input scene (d), PPF features are extracted (e). These PPF features are
then matched against the hash table to produce attitudes through weight voting and pose clustering (f-h), and finally ICP optimization (i) is
performed.

pair feature, thereby augmenting the feature representation
capability. Moreover, several studies grounded in the PPF
framework have proposed enhancements. For example, [31]
has pointed out that model features tend to concentrate
around edges and points exhibiting substantial changes. They
identify normal vectors and curvature as direct parameters for
expressing these features. Consequently, a weighted voting
strategy has been implemented to emphasize the role of
point pairs with more extensive feature richness in the pose-
matching process. Fig. 1 provides an overview of the overall
process of our proposed method.

A. OFFLINE STAGE
During the offline stage, a comprehensive representation of
the model is constructed and stored within a hash table.
The PPF algorithm relies on the characterization of point
pairs, acquired through preprocessing the 3D model point
cloud of the object, as depicted in Fig. 2. The model
point cloud typically contains a substantial volume of data
to capture the object’s intricate details, resulting in the
generation of a considerable number of point pairs. In such
instances, numerous nearby points may exhibit identical
features to the point pairs generated from a given point,
leading to redundant information. To mitigate redundancy,
PPF implements spatial downsampling of the model point
cloud to expedite processing. However, downsampling also

FIGURE 2. 3D model point cloud.

has the potential to eliminate points that carry local model-
specific information, thereby significantly impacting the
model’s expressive capacity. Striking a balance between
redundancy reduction and the preservation of crucial feature
expressions poses a formidable challenge.

Our objective is to uphold the model’s capability to
express features while simultaneously reducing the number
of the point cloud. To achieve this objective, we introduce a
downsampling method based on curvature information. This
proposed approach streamlines computational complexity by
eliminating redundant points based on curvature distribution,
all the while retaining most feature points, even with a
substantial downsampling parameter. Notably, this method
exhibits favorable results when applied to point cloud models
characterized by numerous redundant points. Nonetheless,
this technique does lead to a reduction in the count
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of generated model description point pairs. To address
this limitation and ensure the preservation of the model’s
features, especially when portions of the object are obscured,
we incorporate curvature into the point pair features. This
expansion enhances the feature dimension from four to six
and fortifies the overall capacity for feature expression. These
augmented features are subsequently stored within the hash
table, thereby creating a more robust global representation of
the model.

1) PREPROCESSING
The preprocessing phase encompasses several essential
steps, including point cloud downsampling, normal vector
computation, and curvature calculation. Downsampling plays
a critical role in handling substantial datasets. This study
employs a combination of uniform and curvature-based
sampling techniques to address this essential step. Uniform
sampling involves partitioning the point cloud into uniformly
sized spherical regions and selecting the nearest point to the
center within each region. This process effectively reduces
the overall number of points while preserving the fundamen-
tal shape of the point cloud. Importantly, it retains spatial
structural information and ensures that feature expression
points remain unaltered, even when combined with ordinary
points during curvature sampling.

Curvature serves as a measure of the degree of curvature
of geometric objects [32]. We give a 3D point cloud data set
P = {pi}Ni=1, and denote the k-nearest neighbor points of pi as
N k (pi) = pij , 1 ≤ j ≤ k . We also introduce the tangent plane
E to represent point pi with ni being the corresponding normal
vector.Assuming that the k-nearest neighbor data points pij
define the tangent plane E, we can proceed to fit the plane
equation as follows:

xi · cosα + yi · cosβ + zi · cosγ = L (1)

The values of cosα, cosβ, cosγ represent the cosine of
the angles between the normal vector ni at point pi.
Meanwhile, L represents the distance from the origin to the
plane. Equation (1) can be expressed as follows:

a · xi + b · yi + c · zi = d (d ≥ 0) , a2 + b2 + c2 = 1 (2)

The equation of the plane E is estimated using the least
squares method: E : ri · ni − d = 0, where ri represents the
curvature radius of point pi, and the fitting error of the plane
is calculated as:

min(
k∑
j=1

(pij · ni − d)2) (3)

To calculate the minimum value of the least squares, d =

|eT (pi − p̄i)|. Eigenvalue analysis of the local neighborhood
covariance matrix has been demonstrated to be an effective
method for estimating local surface properties, as evidenced
by previous studies (e.g. [33], [34]). This problem can be

resolved by the following.

Ci =


pi1 − pi

. . .

pi2 − pi
pik − pi


T 

pi1 − pi
. . .

pi2 − pi
pik − pi

 , ij ∈ N k (pi) (4)

The matrix Ci is a symmetric positive semi-definite one,
where pi represents the barycenter of the point set N k (pi),
and the eigenvalues λ1, λ2, λ3 are calculated. The cur-
vature of a point can be determined using the following
equation [35]:

σn(p) = λ1/(λ1 + λ2 + λ3) (5)

2) CURVATURE SAMPLING
Objects that require 3D information for pose estimation
usually consist of complex surfaces.. In the case of PPF
pose estimation, the distribution of normal vectors plays
a critical role, and regions exhibiting high curvatures are
associated with large changes in normal vectors [30].
Curvature denotes the degree of concavity and convexity
within a 3D environment, with elevated curvature values
signifying heightened surface variability, and diminished
values indicating a predisposition toward planarity. Within
3D models, regions exhibiting higher curvature values are
considered to offer a more precise representation of object
features. Consequently, we introduce a novel approach to
sample feature points, wherein points characterized by high
curvature values are designated as feature points, while those
with lower curvature values are classified as ordinary points.

The frequently employed voxel down-sampling technique
entails dividing the point cloud into spatially uniform grids of
equal dimensions and subsequently determining the centroid
of the points contained within each grid. While this method
serves as an effective low-pass filter, it has the tendency to
eliminate edge information within voxel grids. To address
the issue of filtering out high curvature points due to this
sampling method, we implement a strategy that entails
classifying the points into two categories: feature points and
ordinary points.

pi =

{
Particular, curi < Curthre
Common, curi ≥ Curthre

(6)

In our approach, we initially preserve the feature points
after the point cloud segmentation process. We then proceed
to uniformly sample the ordinary points separately. This
distinct sampling of ordinary points serves to minimize
redundancy while retaining the fundamental structure of the
model. Subsequently, we merge these ordinary points with
the previously segmented feature points. As a result, the
resulting 3D point cloud dataset comprises a profusion of
feature points that effectively convey the model’s overarching
framework, alongside a subset of ordinary points that
collectively form continuous surfaces. This comprehensive
dataset description ensures a thorough representation of the
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FIGURE 3. Curvature-sampling comparison.

model. As demonstrated in Fig. 3, the uniformly sampled
ordinary point cloud exhibits lower density compared to the
feature point cloud. Consequently, we execute a secondary
step of uniform sampling targeting the ordinary points. This
additional point sampling strategy is designed to ensure that
the sampling space housing the feature points contains a
greater concentration of feature points relative to ordinary
points. This approach prevents the inadvertent loss of
feature-related information during the sampling process.

In our research, a significant aspect involves the establish-
ment of both the sampling threshold and the sampling ratio
for the ordinary point cloud. As depicted in Fig. 4, this figure
showcases the curvature distribution of the feature points that
exceed the defined threshold. Furthermore, it illustrates the
merged model point cloud after the ordinary point sampling,
which is compared with the curvature histogram of the
original unsampled model. This sampling approach serves a
dual purpose: it eliminates redundant points that do not sig-
nificantly affect the overall model description, while simul-
taneously enhancing the importance of feature points within
the model representation. This augmentation contributes
to improved recognition precision and efficacy. Detailed
insights into the two hyperparameters governing this sam-
pling method will be provided in the experimental section.

FIGURE 4. The original model point cloud, the sampled point cloud, and
their corresponding curvature histograms.

3) SIX-DIMENSIONAL POINT PAIR FEATURES WITH
CURVATURE
The standard PPF comprises four dimensions, with three
of them conveying angle information but lacking surface

variation details. To address this limitation, we have
incorporated curvature data, resulting in the construction
of six-dimensional point pair features. This augmentation
significantly enhances the capacity for expressing infor-
mation and provides additional matching data during the
identification process, consequently stability and robustness.
Consider two points mi and mj within 3D point cloud data,
we generate a point pair. Here ni and nj represent the
normal vectors associated with each point while d represents
the directional vector between mi,mj. The angles ̸ (ni, d),
̸

(
nj, d

)
and ̸

(
ni,nj

)
represent the vector angles between

these entities, with angles falling within the range (0, π).
We denote the Euclidean distance between the two points as
| |D| |. Additionally, Ci, Cj represent the curvature of each
point. Fig. 5 provides a visual representation of the schematic
diagram of the point pair feature descriptor with curvature,
which is defined as follows:

F
(
mi,mj

)
=

(̸
(ni, d) ̸

(
nj, d

)
̸

(
ni,nj

)
| |D| | Ci Cj

)
(7)

FIGURE 5. Schematic diagram of point pair feature.

In the Cur-PPF [27] approach, point pairs are extended
to six-dimensional characteristics by incorporating curvature
data. However, their hash table feature storage method
introduces a curvature step size. Unlike stable model data,
the quality of acquired scene point clouds is susceptible
to fluctuations due to equipment variations and environ-
mental factors, leading to errors in curvature calculations.
Furthermore, the curvature values of different points may
span several orders of magnitude, complicating matching
efforts. Therefore, our proposed technique for constructing
six-dimensional point pair features avoids the sub-division
and classification of curvature information during feature
description storage. This approach enhances the stability
of curvature-based features, making them less sensitive to
variations in curvature values and better suited for real-world
scene point cloud data.

4) HASH TABLE
Following the sampling of the model’s point cloud, we com-
pute individual point pair features denoted as F before storing
the paired-point data that exhibits similar characteristics
within the hash table space, as depicted in Fig. 6. The hash
table serves as a comprehensive representation of the 3D
model. During the online phase, the computation of the
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FIGURE 6. Hash table storage of point pair features.

key value for the scene’s point pair feature F(si, sj) in the
hash table leads to the identification of the corresponding
model point pair (mi,mj). To mitigate complexity arising
from the quality of generated point clouds affecting curvature,
we determine the key value solely based on distance and angle
features. Subsequently, in the feature-matching process, point
pairs that share the same key value in the hash table undergo
additional scrutiny for matching curvature information. The
asymmetry in the expression of point pair features is primarily
attributed to the introduction of curvature data. A point
pair match is deemed successful if the discrepancy in point
curvature is less than 10% of the value, thereby eliminating
redundant point pairs and enhancing overall accuracy.

B. ONLINE STAGE
In the online stage, we apply similar preprocessing operations
as those used for the model point cloud after acquiring the
scene point cloud. This involves segmenting and downsam-
pling the stationary scene to remove any invalid background
point clouds. Subsequently, we calculate point pair features.
Following this preprocessing, we conduct weighted voting
matching against the hash table generated during the offline
stage. This allows us to ascertain the transformation matrix
for point pairs between the scene and model. To refine the
final output, we integrate the ICP algorithm [37].

1) SCENE PROCESSING
Scene preprocessing in the online stage mirrors that of
the offline phase. After acquiring the scene point cloud
data, we calculate the PPF with curvature information and
utilize voting matching to determine posture. In industrial
scenarios involving 6D pose estimation, depth sensors
are usually affixed to stationary scenes, responsible for
detecting and estimating newly introduced objects within the
scene. The processing of extensive background information
demands additional computational resources. Consequently,
we employ background point cloud segmentation methods
during this stage.

Initially, we acquire the point cloud E , which does not
contain objects, using a 3D sensor. For E we define ei ∈ E .
Next, we obtain the point cloud S of the scene with the
object that requiring recognition, where sj ∈ S, as shown
in Fig. 7(a) and 7(b).We subsequently search for theK nearest

FIGURE 7. Background point cloud, scene point cloud, and point cloud
obtained after removing the background.

neighbors of sj in E , with the point distance adhering to:

dj =

√(
sj.x − ei.x

)2
+

(
sj.y− ei.y

)2
+

(
sj.z− ei.z

)2 (8)

In this point cloud segmentation method, we incorporate
the points from the scene into the background point cloud.
We utilize a KD-tree structure to accelerate the search for
points that are close to sj within a distance of dthre from the
background point cloud E . If the number of points within this
distance exceeds a predefined threshold nthre, these points are
identified as the background points Bj.

Bj =

N∑
j=1

{
sj, num

{
KNN

(
sj
)}

< nthre, dj < dthre
}
, Bj ∈ S

(9)

Upon completing the computation for the scene,
we remove the background from the scene point cloud,
retaining only the object, as illustrated in Fig. 7(c).
Simultaneously, we employ noise filtering to efficiently
extract the target within the scene while minimizing
unnecessary computations.

2) WEIGHTED VOTING STRATEGY
Within the scene point cloud, we calculate the Key value
associated with point pair features (si, sj) and cross-reference
it with the hash table. When the values match, we can
consider point si as a matching model point mi. Afterward,
we relocate points si and mi the origin of the local coor-
dinate system, aligning the normal vector with the positive
X-axis. Subsequently, a rotation around the X-axis facilitates
the alignment of matching model and scene point pairs.
The transformation relationship between corresponding point
pairs is represented by the following matrix:

si = T−1
s→gRx (α)Tm→gmi (10)

Ts→g denotes the coordinate system of the reference point
in the scene after translation and rotation. Tm→g represents
the coordinate system of the model reference point after
translation and rotation. The rotation transformation matrix
for rotation around the x-axis is depicted as Rx (α), whereby
α signifies the angle of rotation in the positive half-axis
direction. The next step involves the selection of the optimal
transformationmatrix to determine the object’s pose using the
rotation angle α, obtained through generalized Hough voting.
During this voting process, a two-dimensional accumulator
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is created, with rows and columns representing the number
of model points and Nangle rotation angle steps, respectively.
If point pair (mi,mj) matches a scene pair, a vote is cast for
α. Unlike conventional PPF, the point pair characteristics in
this paper incorporate curvature information, and the number
of pose votes is adjusted based on curvature and normal
vectors. Specifically, we reduce the weight of point pairs
with narrow angles between their normal vectors and low
curvature. Such point pairs typically comprise two points
within a similar zone, having a flat surface having many
points, or perhaps even a plane. These pairs provide minimal
information, contributing little to key features for pose
calculation and potentially leading to inaccuracies in pose
estimation. Consequently, we decrease the voting weight for
such point pairs, as expressed below:

V = δ ·
(
1 − ̸

(
si, sj

)
/π

)
, ̸

(
si, sj

)
< θ, Ci,Cj < η (11)

δ represents the weight coefficient, while the angle
and curvature threshold values are denoted by θ and η

respectively. The voting process is designed to reduce the
weight of point pairs providing weak information, leading
to a decrease in the total number of votes. Conversely, point
pairs with prominent features require an increase in voting
weight. When describing model point pairs, those containing
feature-expressing points inherently carry more information.
Therefore, we assign relative weights to point pairs based
on their curvature information, as the curvature values for
each point can vary significantly. We divide these values
into several interval sets, each with a specific coefficient.
Weighted voting is performed based on the sum of the
coefficients of the point pairs, and the formula can be
expressed as follows:

P =

k∑
i=1

set i (12)

V = V + 0.1 ·
(
w (si) + w

(
sj
))

, si ∈ pi, sj ∈ pj (13)

Within the algorithm, we divide the curvature values into K
intervals, ranging from small to large. The coefficient for each
interval of point curvature is denoted as w (si). By assigning
these weights, point pairs with more informative curvature
values receive a higher number of votes, which ultimately
enhances the accuracy of pose estimation. After weighting
all the scene points through the voting process, we collect
multiple pose votes.

3) POSE CLUSTERING
In situations where the reference point is located on the
surface of the object, multiple valid point pairs are generated,
triggering featurematching and resulting in vote counts. Once
the pose with the highest number of votes is determined, the
process of creating a cluster set commences, where similar
poses are grouped together into the same class. Within each
class, translational and rotational disparities among all poses
fall within a specified threshold range. Upon completing the
clustering, the total votes for each class are calculated, and

the classes are re-ranked based on the accumulated votes.
The final pose is generated by averaging the poses within
the class that received the highest number of votes. In cases
where multiple objects coexist within a scene, the possibility
of producing multiple high-vote classes arises. However, the
preference remains for the class that has gathered the most
votes.

4) ICP OPTIMIZATION
The algorithm of choice for point cloud registration is the
Iterative Closest Point Algorithm (ICP) [37]. This algorithm
identifies corresponding points in the scene point cloud that
are close to each point in the model point cloud. Only those
points falling within a certain threshold are considered in
the iterative point set. To begin, the clustered pose serves as
the initial pose, and the distance between the model point
cloud and the transformed scene point cloud is calculated
iteratively. A comparison is made to determine whether the
distance between the model point cloud and the scene point
cloud is smaller than the specified threshold. The iterative
process concludes when the percentage of matched points
within the point set reaches a predetermined level.

IV. EXPERIMENTAL RESULTS
To evaluate the validity of our method, we conducted
experiments using a diverse range of datasets, which
included public datasets, synthetic datasets, and datasets
acquired from real environments. To assess performance,
we employed the Average Point Distance (ADD) as the
metric for pose error [38]. Specifically, we compared the
recognition effectiveness of our proposed algorithm with
the commonly used Point Pair Features (PPF) method using
the Stanford dataset [39]. Additionally, we evaluated the
efficiency of our background segmentation technique and
the overall performance of the algorithm by conducting
tests on a synthetic dataset designed to emulate real-world
environments. Ultimately, we demonstrated the practical
reliability and robustness of our method by using real scene
data obtained from the Intel D435i sensor. For implementing
our algorithm, we utilized the C++ programming language
and algorithm libraries such as the Point Cloud Library (PCL)
[40] and Eigen on the Linux platform.

A. DATASETS
1) STANFORD DATASET
For our experiment, we employed three point cloud mod-
els, namely the Stanford bunny, dragon, and armadillo,
all of which were sourced from the publicly accessible
3D model database known as the Stanford 3D Scanning
Repository [39]. These models are depicted in Fig. 8. Each
model was scanned using a Cyber-ware 3030 MS scanner.
Subsequently, each model was scaled to match the scene
information from the database. This scaling process ensured
that both the models and scene point clouds were at the same
scale, rendering them compatible with our algorithm.
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FIGURE 8. Stanford 3D Model.

FIGURE 9. 3D Workpiece Model. (a) is the baseplate; (b) (d) and (e) is the
gear; (c) and (f) is the shaft.

2) SYNTHETIC DATASET
The Synthetic Dataset includes six common industrial
processing models, as illustrated in Fig. 9. These models
have sizes ranging from several tens of centimeters. Data for
eachmodel were generated across ten different scene settings.
In each scene, we defined the initial position and orientation
of the object, and initial pose matrix values were randomly
sampled, resulting in a new pose and a corresponding 4 ×

4 transformation matrix. This process also generated new
scene point cloud data. The scene data and transformation
matrix were saved separately, creating synthetic 3D scene
data and the ground truth for the pose.

3) REAL SCENE DATASET
The real scene data was collected using an Intel D435i stereo
3D camera, capturing four object models as depicted in
Fig. 10. For each model, the object was placed in multiple
scenes with varying attitudes, collecting more than five scene
data for each setting. Fig. 11 shows the actual data collection.

B. ASSESSMENT CRITERIA
This paper primarily employs ADD [13] as the primary error
metric. However, due to the symmetry of some objects in
the synthetic dataset, the exact pose determination outcome
may remain uncertain. Consequently, we utilize ADD-S as
the evaluation standard. In the context of the true pose value,
represented as P̄ = (R̄, t̄), and the pose estimation value

FIGURE 10. Real objects and 3D models. Including Mario, Luigi, Cole and
the box.

FIGURE 11. Real Scene point cloud.

P̂ = (R̂, t̂), we obtain the 3 × 3 rotation matrix R and the
3 × 1 translation matrix t . The calculations for ADD and
ADD-S are as follows:

ADD =
1
n

∑
x∈M

∥∥∥(
R̄x + t̄

)
−

(
R̂x + t̂

)∥∥∥
2

(14)

ADD− S =
1
n

∑
x1∈M

min
x2∈M

∥∥∥(
R̄x1 + t̄

)
−

(
R̂x2 + t̂

)∥∥∥
2

(15)

We consider an estimate as successful when the ADD falls
below 10% of the model’s diameter, Otherwise, it is a failure.
The final recognition rate is expressed as follows:

Accuracy =
Number of matching success
Number of matching data

(16)

C. PARAMETRIC ANALYSIS
Our experiments reveal that the manipulation of parameters
across different models and scenes significantly impacts the
performance of the algorithm. Nevertheless, the parameters
employed in this paper adhere to specific rules, with the
majority maintaining constant values that yield favorable
results across various scenarios. For instance, we have set
the downsampling values for point cloud models and scene
data to 0.01 times the scale unit of the model. Consequently,
for a model with an approximate scale of 10 cm, the
downsampling parameter equates to 1 mm. Subsequently,
we have adjusted other pertinent parameters based on this
rule. The nearest neighbor distance utilized for calculating
curvature radius is established at 0.05 times the scale unit
of the model. Additionally, we sample the threshold for
curvature sampling from the top 20% of curvature values,
set the normal point sampling ratio at 25%, and employ
the random sampling method. Our experimental results
corroborate that this configuration effectively balances the
distribution of feature points and normal points across most
models. We have stored the distance and angular step size
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in the hash table as 0.5 mm and 10◦, respectively, primarily
classifying the data based on the distance between point pairs.
For the number of weighted votes, we consider it solely as a
supplementary tool for capturing partial feature information,
expressing the number of votes as the coefficient multiplied
by 0.1.

D. EXPERIMENT RESULT
1) STANFORD DATASET
Wepresent comprehensive estimation results for three objects
in Table 1, wherein we conducted a comparative analysis
between the original PPF method and our proposed methods:
curvature sampling, curvature-based point pair feature, and
a combination of curvature sampling and point pair feature.
As depicted in Table 1 and 2, our curvature sampling
method, as proposed, notably reduces the requisite number
of point pairs for feature description, consequently leading
to a significant reduction in matching time. Furthermore, the
higher proportion of feature representation point pairs within
the overall point pairs results in enhanced recognition rates.
The incorporation of curvature into the point pair feature
enriches the model’s point pair representation, thereby out-
performing the conventional PPF method. The inclusion of
curvature voting weight further enhances matching accuracy.
Likewise, following model curvature sampling, we observe
improvements in matching speed and accuracy, as evidenced
in Fig. 12. By incorporating all the improvement strategies,
we were able to attain a significant enhancement in both
the recognition rate and processing speed, achieving a 6.5%
increase in recognition rate and a substantial 44% boost in
processing speed.

TABLE 1. Recognition rate of the algorithms for the Standford dataset.

TABLE 2. Recognition speed of the algorithms for the Standford dataset.

2) SYNTHETIC DATASET
In this section, we present our utilization of synthetic
datasets for simulating pose recognition scenarios. Here,
we conducted a comparative analysis involving the original
PPF method, the background removal method, and our
proposed method in combination with background removal
to assess their performance. Table 3 and 4 provide a clear

FIGURE 12. Each column corresponds to the actual effect of the method
used in Table 1 and 2. White represents the data set and green represents
the pose estimation results.

TABLE 3. Recognition rate of the algorithms for the Synthetic dataset.

TABLE 4. Recognition speed of the algorithms for the Synthetic dataset.

demonstration of these results. The original method attained
an accuracy of 89.22%, but it required a significant amount
of time, approximately 60.4 seconds, to process the dataset.
This extended processing time proved cumbersome, particu-
larly when dealing with high-resolution background scenes.
Upon implementing background removal, as illustrated in
Fig. 13, a substantial reduction in redundant information
was achieved, resulting in an accuracy of 95.37% and a
processing time of only 2.44 seconds. Building upon the
foundation of background removal, our proposed method
further improved the performance, achieving an impressive
accuracy of 98.23% with a significantly reduced processing
time of just 1.27 seconds. These enhancements correspond to
an improvement of 2.9% in recognition rate and an impressive
48% increase in processing speed, respectively. This not only
enhances efficiency but also accuracy when working with
synthetic datasets.

3) REAL SCENE
To assess the performance of our proposed method in real-
world scenarios, we employed the Intel D435i RealSense
stereo camera to capture point cloud data. Background data
was recorded in the absence of any recognition objects,
facilitating subsequent background removal processes. Since
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FIGURE 13. Background-removed PPF method (a) and the effect of our
proposed method (b) on synthetic datasets.

real pose data was not readily available, we quantified
the average distance between each model and the nearest
environmental point, which we denoted as ADD-R. The
verification of ADD-R values was conducted manually.

ADD− R =
1
n

∑
x1∈M

min
x2∈S

∥∥∥(
R̂x1 + t̂

)
− x2

∥∥∥
2

(17)

Table 5 and 6 provide an overview of the recognition perfor-
mance and matching time in real-world scenarios. Notably,
our proposed method exhibited superior performance com-
pared to the original PPF method, achieving a recognition
rate of 92.08% with a matching time of 1.30 seconds,
surpassing the original PPF method’s recognition rate of
87.48% and matching time of 2.51 seconds. The recognition
rate experienced a notable increase of 4.6%, while the
processing speed improved significantly by 48%. Fig. 14
visually present the identification outcomes of both the
original method and our proposed method.

TABLE 5. Recognition rate of the algorithms for the Real scene.

TABLE 6. Recognition speed of the algorithms for the Real scene.

FIGURE 14. PPF method (a) and our proposed method (b) in real scene
recognition effect.

V. CONCLUSION
We present a 6D pose estimation method founded on
curvature-enhanced point pair features. This method intro-
duces an efficient point cloud preprocessing sampling
technique aimed at representing the model through curvature
features, effectively addressing the redundancy inherent in
the original PPF method. Our proposed approach substan-
tially enhances model representation capabilities, matching
accuracy, efficiency, and overall robustness compared to
conventional techniques. Furthermore, the incorporation of
curvature features into the point-to-point feature-enhanced
description not only bolsters overall accuracy and efficiency
but also augments these attributes. Weighted voting and
background removal further contribute to the precision
and efficiency of pose estimation. Through comprehensive
evaluations using both publicly available datasets and real-
world data, our method surpasses the original PPF method,
boasting a 4.7% increase in accuracy and a remarkable
46.7% reduction in matching time. These results highlight
the advantages of our method and underscore the pivotal
role played by curvature information in the representation
of 3D model features. It’s worth noting that computational
performance is contingent on the quality and accuracy
of point cloud data acquisition. Therefore, future research
endeavors will explore the potential to achieve commendable
performance with data of varying quality. Additionally,
further investigations are warranted to ensure stability in
real-time applications across more intricate scenarios.
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