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ABSTRACT This paper proposes a novel method to predict the radar detection errors in a complex
environment by considering slant range and angular error. This method involves analysis of the
electromagnetic wave propagation path loss in troposphere using discrete mixed Fourier transform based
split–step parabolic equation. For analysis, modeling of the terrain profile using a digital elevation model
and estimating the refractive index by interpolating upper–air observations is conducted. The direction
of refracted antenna’s main beam is predicted using the path loss, and by comparing it with the antenna
boresight, the radar errors are computed according to the received timing of the radar echo. To apply the
proposed method to real scenarios, the atmospheric environment within the analysis area is modeled using
meteorological data collected on a specific day. By applying the proposed method to an arbitrary date and
location, the radar errors in a long–range propagation environment where refraction occurs are analyzed.

INDEX TERMS Angular error, parabolic equation method, radar detection, slant range error.

I. INTRODUCTION
The performance of radar systems is heavily influenced by
the propagation environment over the detection area. In long–
range radar detection, where ranges can span hundreds
of kilometers, electromagnetic (EM) waves can undergo
several effects such as refraction, reflection, shielding, and
diffraction due to complex atmospheric and geographical
conditions. These effects can lead to errors in radar detection
performances, making it essential to accurately model the
propagation in complex domains and predict radar errors.

In the early studies, propagation modeling in the tro-
posphere was developed by Norton [1] and Wait [2],
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which were applicable only to the smooth spherical Earth.
Although an analysis method for a smooth Earth considering
the transition from sea to land was proposed [3], [4],
these methods were unable to account for irregular terrain
in the calculation. Moreover, various numerical methods
have been employed to investigate EM wave propagation,
including mode theory, geometrical optics (GO), and the
parabolic equation (PE) method [5], [6]. However, in long–
range environments, several factors need to be considered,
such as the curvature of the Earth, irregular terrain, and
range–dependent atmospheric conditions. In such complex
conditions, the mode theory requires intensive computational
load, and GO is challenging to apply to environments where
range–dependent factors play a significant role. In contrast,
the PE method can handle range–dependent conditions with
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relatively less computational burden. Hence, the PE method
is suitable for analyzing the EM wave propagation of
long–range radar systems.

The PE method initially proposed by Leontovich and
Fock [7] in the 1940s for trans–horizon EMwave propagation
modeling. The PEmethod had not been very efficient until the
split–step PE (SSPE) algorithmwas developed by Hardin and
Tappert [8] in 1973. The SSPE method involves numerically
discretizing the analysis domain from the antenna source to
the end and then advancing the analysis step by step. By using
this approach, the SSPE method provides accurate modeling
of EM wave propagation over a large area. Since then,
it has been widely utilized in various propagation modeling
analyses due to its improved efficiency and accuracy [9], [10],
[11], [12], [13], [14].

For long–range environments, important factorsmentioned
above can be considered in analysis using the SSPE method.
First, the flat Earth model can be used to consider the
curvature of Earth and enhance visibility of results. The
concept of modified refractive index is utilized to compensate
for changes in refractivity resulting from the flattening of
the Earth. Additionally, the mechanism of the SSPE method,
which advances and analyzes step by step, can reflect the
range–dependent refractivity and irregular terrain profile.

Furthermore, the impedance boundary condition of analy-
sis area is variable in long–range environments, such as sea–
land or sea–land–sea regions. To account the inhomogeneous
impedance boundary condition, a discrete mixed Fourier
transform (DMFT) based SSPE method was introduced
[15], [16], [17], [18], [19]. The propagation analysis for
sea and land transition can be performed using the DMFT
based SSPE method, which considers the impedance at
each boundary. By allocating the different permittivity and
conductivity for the sea and land boundaries, it is possible
to accurately predict the behavior of EM waves as they
propagate through these region.

Recently, several studies have been proposed using the
PE method to model EM wave propagation in complex
environments. For instance, a hybrid method of PE and finite
difference time domain method was utilized to predict radar
target echo signals in large–scale complex environments [20].
In another study, the PE method was applied to predict
propagation in a complex environment with sea surface and
forest [21]. In a third study, the PE method was used to
analyze path loss in air–to–ground radar applications [22].
To the best of our knowledge, studies about analyzing

the radar errors that may occur due to large and complex
environments seem to be lacking. In such environments, the
propagation of EM waves may differ from the prediction
and it causes errors in radar measurements. Therefore, it is
essential to analyze radar errors that may occur in such
environments.

In this paper, we propose a novel method to predict the
radar detection errors for long–range radar. The system is set
to S band radar used for target detection. Since the detection
of the target proceeds over long distances, a low grazing

FIGURE 1. Schematic of the proposed method.

angle is applied on the sea surface. On this system, the sea
surface is sometimes regarded as the same as perfect electric
conductor (PEC) [23]. However, when the terrain exists, the
grazing angle increases, so impedance boundary condition is
required on analysis. Therefore, we use DMFT based SSPE
to analyze the propagation of EM waves with impedance
boundary condition. The different relative permittivity and
conductivity on impedance boundary condition to classify the
sea (ϵr = 80, σ = 5 S/m) and land (ϵr = 2, σ = 0.01 S/m)
are used respectively [5]. Using DMFT based SSPE results,
we predict the refracted antenna’s main beam direction, and
the distance traveled on that path and boresight is calculated
using the radar echo signal timing. Comparing the results, the
slant range and angular error are analyzed over the analysis
area.

This paper is organized as follows: Section II provides
an overview of the parameters utilized in the analysis
of EM wave propagation, along with the modeling tech-
niques employed. Additionally, a concise summary of the
DMFT–SSPE method is presented, highlighting its relevance
to the study. Section III introduces the method employed for
predicting the refracted antenna’s main beam direction. This
prediction is based on an analysis of the path loss outcomes,
allowing for insightful observations across diverse atmo-
spheric conditions. Section IV provides a detailed analysis of
radar errors, specifically by examining the errors associated
with slant range and elevation angle. This analysis takes into
consideration an atmospheric environment model that has
been constructed using measurement data. The schematic of
the method proposed in this paper is shown in Fig 1.

II. PROPAGATION ENVIRONMENT MODELING AND
DMFT–BASED SSPE METHOD
A. GEOGRAPHICAL AND ATMOSPHERIC ENVIRONMENTS
Accurate modeling of geographical profile and atmospheric
environments is crucial for analyzing the propagation of
EM waves in a long–range environment, as illustrated
in Fig. 2. A geographical profile can be obtained by
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FIGURE 2. Geographical profile and atmospheric conditions surrounding
radar position and analysis area. The location of the radar is represented
by a red inverted triangle, which is arbitrarily determined. The analysis
area is set to 90◦ counterclockwise from the south.

FIGURE 3. Details of the surroundings of the radar and location of the
meteorological observation stations (black dots). Measurement data from
the stations can be used as a known point in interpolating the refractivity.

calculating the elevation of the terrain corresponding to each
distance in a DEM. The atmospheric environment can be
modeled by calculating the refractivity based on various
meteorological data [24]. However, obtaining data for the
entire analysis domain can be a difficult task. This is why
regular meteorological measurements conducted by some
stations using rawinsondes can be useful. By obtaining data
on temperature, air pressure, and water vapor pressure by
altitude, two dimensional interpolation can be performed to
model the atmospheric environment for the analysis area. For
the analysis, it is assumed that the radar is located in the
sea near Pohang in South Korea. Details of the surroundings
of this location and meteorological observations stations
are illustrated in Fig. 3. By utilizing the atmospheric data
obtained from these sites, it is possible to calculate the
refractivity N and refractive index n [24]

N = (n− 1) × 106

= 77.6
P
T

+ 3.73 × 105
e
T 2 (1)

where P is the pressure in mbar, T is the absolute temperature
in ◦K , and e is the partial pressure of water vapor in mbar.

FIGURE 4. 2D interpolation of refractivity N on January 12th, 2023. The
values at an altitude of 1 km is shown as an example, and locations of
the stations are indicated by green dots. (a) IDW interpolation. (b) kriging
interpolation.

Refraction can cause EM waves to bend up or down
along Earth’s surface, allowing them to propagate beyond
the radar horizon. To accurately account for this effect, two
methods are commonly used. The first involves using N ,
which assumes an effective Earth radius. The second method
utilizes the modified refractivity M [24], which accounts for
the curvature of Earth

M = (n+ x/ae − 1) × 106 (2)

where x means the height in kilometers, ae is radius of
Earth, that is 6,378 km. The modified refractivity M can
provide more accurate results in long–range analysis because
it considers the curvature of Earth. Depending on the vertical
gradient ofM , the refraction can be classified into four types,
such as sub, super, standard and duct. Accurately modeling
the atmospheric environment is crucial for predicting the
propagation of EM waves in long–range environments.
However, collecting atmospheric data at all points in the
analysis area is practically impossible. Hence, it is practical
to interpolate data using known points, illustrated in Fig. 3.
Two straightforward methods for this are inverse distance
weighting (IDW) and the kriging [25], [26]. IDW estimates
values at unknown points based on ther distance from known
points. Kriging, on the other hand, considers both distance
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and correlation between neighboring known points. While
kriging can be more computationally demanding than IDW,
it yields superior results when dealing with intricate spatial
data patterns.

However, due to the sparse distribution of known points,
they are less correlated with each other. Therefore, determin-
ing the superiority of kriging over IDW in terms of accuracy
is difficult. This trend is evident in Fig. 4, where (a) and (b)
show the distribution of N at an altitude of 1 km calculated
by interpolating weather data at known points using IDW
and kriging respectively. While there are slight differences in
the outcomes of the two horizontal interpolations, the overall
trends remain largely consistent. As a result, the results of
propagation analysis exhibit minimal variation.

B. THE METHOD OF THE EM WAVE PROPAGATION
ANALYSIS: DMFT–BASED SSPE
The PE method is a strategy for solving problems by
simplifying the 3D scenario between the transmitter and the
receiver into a 2D projection, which allows for easier analysis
and computation. In an environment where only range and
height are considered, the field component satisfies the 2D
Helmholtz equation [5]

∂2U
∂z2

+
∂2U
∂x2

+ k20n
2U = 0 (3)

where U (z, x) represents either electric or magnetic field
for horizontal and vertical polarization, k0 is the free space
wavenumber, n is the refractive index, z and x stand for
the range and height, respectively. When the propagation
is predominantly in the +z direction, the field component
U (z, x) can be paraxially approximated by

U (z, x) = eik0zu(z, x) (4)

where eik0z represents a rapidly varying phase term and u(z, x)
means the reduced field strength function.

In scenarios where the EMwave propagates in the paraxial
direction along a smooth sea surface, the angle of incidence
remains exceedingly small. Consequently, the reflection
coefficient at sea surface approximates −1 [23]. In this case,
the boundary condition can be treated like a PEC. However,
the introduction of terrain features, such as islands, leads to
an elevation in the incidence angle of the EM wave. Conse-
quently, this situation demands the inclusion of an impedance
boundary condition into the analysis. For such situations, the
DMFT based SSPE can be applied as follows [18]

U (z, 0) = A
N∑
m=0

rmu(z,m1x) (5)

U (z, l1kx) =

N∑
m=0

 α(z)sin
(

π lm
N

)
−

1
1x

sin
(

π l
N

)
cos

(
π lm
N

)


× u(z,m1x) (6)

U (z,N1kx) = A
N∑
m=0

(−r)N−mu(z,m1x) (7)

where A = 2(1 − r2)/
[
(1 + r2)(1 − r2N )

]
, l = 1, · · · ,

N − 1, 1kx is the spacing in transform space correspond to
1kx1x = π/N , and r is the roots of r2+2α1x−1 = 0 with
smaller magnitude. The constant α(z) can be introduced
with α(z) = ik0

√
γ − 1/γ and α(z) = ik0

√
γ − 1 (γ =

ϵr (z) + i60σ (z)λ) for vertical and horizontal polarizations,
respectively [18]. Additionally, a weight of 0.5 is assigned
to both the initial and last terms of summations. Then, U at
the advanced range z+ 1z is calculated using

U (z+ 1z, 0) = exp

(
i1z
2k0

(
log(r)
1x

)2
)
U (z, 0) (8)

U (z+ 1z, l1kx) = exp
(
i1z

(√
k20 − (l1kx)2 − k0

))
× U (z, l1kx) (9)

U (z+ 1z,N1kx) = exp

(
i1z
2k0

(
log(−r)

1x

)2
)

× U (z,N1kx) (10)

where 1z is typically set larger than the wavelength in the
process of discretizing the domain in the SSPE method.
Finally, the field strength at advanced range can be obtained
using inverse DMFT.

u(z+ 1z,m1x) = U (z+ 1z, 0)rm

+ U (z+ 1z,N1kx)(−r)N−m

+
2
N

N∑
l=0

U (z+ 1z, l1kx) × B(l)

B(l) =
α(z)sin

(
π lm
N

)
−

1
1x sin

(
π l
N

)
cos

(
π lm
N

)
α2(z) +

1
1x2

sin2
(

π l
N

)
(11)

The calculation of SSPE can then be performed by mul-
tiplying the derived u(z, x) with an exponential term that
corresponds to the propagation.

III. PREDICTION OF THE REFRACTED DIRECTION OF
ANTENNA’S MAIN BEAM
A. ANTENNA MODELING AND BORESIGHT CONSIDERING
THE EARTH FLATTENING
The propagation analysis using SSPE method involves
calculating the vertical field profile in each range step based
on the profile from the previous step. To start this process,
an initial value is needed. One way to obtain this is by
modeling the aperture field with the transmission antenna
pattern at an initial range point. By utilizing an appropriate
antenna pattern and the near field/far field relationship, it is
possible to calculate the initial reduced vertical field profile
as [5]

u(0, x) =

∫
+

1
λ

−
1
λ

B (θ (p))
√
cos (θ (p))

e2iπpxdp (12)
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FIGURE 5. Antenna boresight in spherical and flat Earth models. The
boresight height on a flat earth hn is determined by the antenna height xs
and the range increment 1z , as well as the elevation angle θelv .

FIGURE 6. Compensated antenna boresight for elevation angles ranging
from 0◦ to 1◦.

where sin (θ (p)) = λp, and B is the normalized beam
pattern function with a value of 1 at boresight. In the SSPE
method, the initial value is crucial for accurate modeling of
propagation. However, obtaining an actual antenna pattern
can sometimes be difficult. In long–range propagation
environments, the sharp main beam of an antenna has a
significant impact, making simple modeling an effective
alternative. A gaussian antenna pattern is a reliable substitute
for accurately modeling the initial value. The gaussian
antenna pattern can be defined in the vertical wavenumber
domain as [27]

g(kx) = exp

[
−k2x ln2

2k20 sin
2 (θbw/2)

]
(13)

where θbw represents the 3 dB beamwidth, and kx is
the Fourier transform pair with the height x. The initial
field profile can be obtained by performing the following
calculation using the gaussian antenna pattern g(kx), the
height of the antenna xs, the Fresnel reflection coefficient 0

and then performing an inverse Fourier transform on the
result.

u(0, kx) = g(kx)exp(−ikxxs) + 0g∗(−kx)exp(ikxxs) (14)

Additionally, the elevation angle of the antenna θelv can be
introduced using the Fourier shift theorem.

In practical applications, all analyses and models are
conducted within the context of a spherical Earth. Thus,
on a spherical Earth, antenna’s boresight is typically aligned
linearly. However, when utilizing the PEmethod, the analysis
involves a transformation from the spherical Earth to a flat
Earth. In this process, it becomes crucial to ensure accurate
compensation for the boresight alignment. In this way, it is
possible to accurately compare the analysis result of the
refracted direction of antenna’s main beam derived by the PE
method and the boresight. The antenna boresight on flat Earth
model is compensated as illustrated in Fig. 5.

To achieve it, the first step is to discretize the boresight into
range increments 1z. The height of the boresight hn is then
calculated as it advances by the 1z, based on the previous
boresight height hn−1, the known height xs and elevation
angle θelv of the antenna. Finally, the compensated boresight
height according to the 1z is obtained with the radius of
Earth ae as

hn =
cos(θelv)

cos(θelv + n1z/ae)
(ae + xs) − ae (15)

To investigate the effect of Earth flattening on the
boresight, we utilized (15) to compute the boresight for an
antenna at a height of 0 m and with varying elevation angles
ranging from 0◦ to 1◦. The obtained results are illustrated
in Fig. 6. In the context of a spherical Earth, it becomes
evident that the boresight, which ideally maintains a straight
trajectory corresponding to the elevation angle, undergoes a
compensatory adjustment, curving upwards in a flat Earth
model.

B. PATH LOSS PROFILE AND REFRACTED DIRECTION OF
MAIN BEAM
By incorporating both atmospheric and geographical model-
ing and utilizing the DMFT–SSPEmethod within the analysis
area, the path loss profile for distance and height can be
calculated. This result allows us to identify the refracted
direction of antenna’s main beam by analyzing the point
with the lowest path loss for each distance. To verify the
reliability of the analysis method, it is compared with the
results from the Advanced Refractive Effects Prediction
System (AREPS) using four different refraction models.
AREPS is one of the computer software developed for
military purposes [28]. The public version of AREPS utilizes
a uniform refractivity throughout the entire analysis domain.
To enable the comparison and analysis of the results obtained
from both the proposed method and AREPS, the atmospheric
condition is modeled using the same refractivity applied
uniformly for all distances. For the PE analysis, the upper
altitude limit is defined at 3000m above sea level. An antenna
is positioned at the midpoint of the analysis range (1500 m),
and the elevation angle of the antenna is set as 0◦. The
results of the PE analysis andAREPS simulation are analyzed
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FIGURE 7. Path loss profile analysis with four different atmospheric
conditions. By comparing the refracted direction of main beam (black
solid line) with the boresight (green dotted line), it is possible to verify
the general trend of EM wave propagation. (a) Free space (∇M = 157).
(b) Sub–refraction (∇M = 230). (c) Normal–refraction (∇M = 100).
(d) Duct (∇M = −300).

to illustrate the path of the refracted main beam, and it is
compared with the boresight calculated with (15).

The atmosphere is considered as free space, assuming a
refractive index of n = 1, which results in a vertical gradient

∇M of 157. Based on this, the entire domain is modeled as
free space, and the path loss profile is analyzed and presented
in Fig. 7a. EM waves theoretically propagate in free space
without being refracted. The analysis result confirms that
the direction of the antenna boresight, the path loss profile
tendency (the reddest part), and the refracted main beam
direction tend to coincide.

When the vertical gradient of refractive index, as deter-
mined by ∇M , exceeds 157, EM waves bend upwards
from the antenna boresight, resulting in a sub–refraction
state. To investigate the effects of sub–refraction, we set
the ∇M of the entire domain to 230. The results of the
analysis are presented in Fig. 7b, which shows an overall
upward bias in the path loss trend compared to the antenna
boresight. Additionally, the analysis of the refracted main
beam direction confirms that the waves are deflected above
the antenna boresight.

Normal–refraction occurs when ∇M ranges from 78
to 157, and super–refraction occurs when ∇M ranges
from 0 to 78, resulting in EM waves being refracted below
the antenna boresight. We investigated normal–refraction by
modeling the atmosphere using the ∇M of 100. The results,
shown in Fig. 7c, indicate a downward bias in the path loss
trend compared to the antenna boresight. Analysis of the
refracted main beam direction confirms that the waves are
biased below the antenna boresight.

Occasionally, a phenomenon known as duct occurs,
wherein EM waves propagate into non-line-of-sight (NLOS)
areas at considerable distances. In such cases, ∇M for the
region where the EM waves are trapped has a negative
value. Although duct is not a common case, it often occurs
in the case of EM wave propagation around the ocean.
To investigate the effects of this phenomenon, wemodeled the
atmosphere using an∇M of -300 and performed the analysis.
The outcomes presented in Fig. 7d demonstrates that EM
waves do not follow a straightforward path but tend to travel
extended distances by reflecting and bouncing off the ground.
The negative value of ∇M makes EM waves bend toward
the ground, and the reflected waves also curve back down,
showing trapping behavior. A same trend is observed in the
refracted main beam direction.

Basically, all of the results about propagation path
prediction are consistent with those obtained using AREPS.
The results revealed that the theoretical tendency of EM
wave propagation aligned with the refracted direction of main
beam. Thus, this approach can predict the tendency of EM
wave propagation in a given area and calculate the difference
from the antenna boresight and the refracted direction of main
beam.

In Fig. 8, we calculated the difference between the antenna
boresight and the refracted main beam direction shown in
Fig. 7. In free space, EM waves propagate along the antenna
boresight, so there’s no deviation as distance increases.
However, in sub– and normal refraction, the differences are
positive and negative, respectively. Sub refraction causes
EM waves to propagate upward the antenna boresight,
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FIGURE 8. The differences between the refracted direction of main beam
and the boresight under four atmospheric conditions.

FIGURE 9. Difference map of the area 90◦ counterclockwise from the
south of the radar position. (a) IDW interpolation. (b) kriging
interpolation.

while normal refraction makes them travel downward.
Furthermore, under duct atmospheric conditions, EM waves
propagate long distances through repeated refraction and

ground reflection, resulting in a negative difference across an
extensive range.

Furthermore, the difference between refracted direction of
main beam and boresight is calculated on the analysis area
corresponding to 90◦ counterclockwise from the south of
the radar position as illustrated in Fig. 9. The N generated
through IDW and kriging interpolation, and terrain profile
are applied. The N used in the analysis has the characteristics
of sup–refraction. Thus, the results of applying both interpo-
lation methods indicate that the refracted direction of main
beam is formed in a downward compared to the boresight,
and the value of difference is negative. Moreover, the results
show fluctuations when the angle exceeds approximately 20◦

within the analysis area, which may be due to the effect of
topography located directly in front of the radar position,
causing distortions in the propagation of the EM wave.
In conclusion, the results will make it possible to calculate
the radar detection error.

IV. SLANT RANGE ERROR AND ANGULAR ERROR
Radar detection expresses the actual position of target as slant
range and angle using radar echo time. The radar echo time
means the time it takes for EM waves emitted from the radar
antenna to return to the radar after being reflected by the
target. Therefore, by tracing the propagation path for half of
the radar echo time, the position of the target detected by
the radar can be inferred. In general, the propagation path is
traced relative to the antenna boresight. However, in reality,
the propagation path may not coincide with the boresight,
and the speed of the waves is affected by the N , leading to
errors in target detection. This study aims to predict the radar
detection error in long–range environment corresponding to
slant range and angular error. For prediction, a comparison
of the refraction path and the boresight is required. That is,
after determining the position of the target for each path by
applying the radar echo time, the error can be calculated
by obtaining the difference between the two. The range of
received echo time is set between 0.2 ms and 1 ms arbitrarily.

In real–world scenarios, the N of the atmosphere is
different from that of free space, which slows down the
propagation speed of EM waves. This difference can cause
a distance difference of several tens to about a hundred
meters within the range of the radar echo assumed in this
study. In particular, when analyzing EM waves over long
range, the slant range error may increases, making it essential
to consider the propagation speed. To accomplish this, the
propagation path need to be discretized and the distances
between each point should be calculated. Then, the velocity
of the EM wave along the path can be calculated using the
refractive index ni at the i–th point as

vi =
3 × 108

ni
(16)

Calculating the time it takes to travel through the propagation
path allows us to determine the distance that an EM wave
travels during half of the radar echo time. As a result,
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FIGURE 10. Arrival positions of EM waves at different radar echo time at
45◦ of the analysis area. The black triangular point represents the arrival
point for each time when the EM wave travels at the speed of light on the
boresight, while the black square point indicates a point on the refracted
direction path at the speed of vi .

it becomes possible to find the position where the EM wave
arrives on the propagation path and the boresight with respect
to the same radar echo time. Comparing these positions, the
slant range and angular error can be calculated.

Assuming a case of oriented at 45◦ among the analysis
areas in Fig. 3, the refracted main beam direction considering
the terrain and atmospheric environment is analyzed and
shown in Fig. 10. For each refraction case, all refracted
direction are the same as the theory, and it is confirmed that
some distortion occurred due to multipath effect due to the
terrain. In addition, after each refracted path is discretized,
(16) is applied to indicate the EM wave arrival position for a
total of 5 radar echo times from 0.2 to 1 ms as black dots in
Fig. 10.

It is confirmed that a slight distance difference occurs at the
arrival position of the EMwave with the same radar echo time
since each refracted path has different path length. Through
this process, it is possible to obtain the arrival position of the
EM wave in the boresight and refracted main beam direction
path for an arbitrary radar echo time. Then, using the distance
and altitude values of their position, the calculation of the
slant range and angular error for the position of the target
becomes possible.

Table 1 and 2 present the results of analyzing the slant
range and angular error for different analysis domains
(0◦, 45◦, and 90◦) with atmospheric modeling using IDW
and kriging. And, the errors of the target detection for the
radar echoes of 0.3, 0.6, and 0.9 ms are calculated. A negative
sign in the slant range and angular error indicates that
the position of the actual target predicted on the refracted
main beam direction path is analyzed to be closer and
lower than the position determined by the radar on the
boresight path respectively. The analysis shows that most

TABLE 1. Radar error calculation result using IDW.

TABLE 2. Radar error calculation result using kriging.

of the predicted values are located in the lower direction
than the boresight, suggesting the presence of a normal–
or super–refractive atmosphere. However, occasionally a
positive value on angular error is derived, indicating that the
refracted main beam direction is formed above the boresight
due to multipath effect by the terrain. The radar detection
error is calculated using the atmospheric model applied with
two conventional interpolation methods, IDW and kriging,
but it is confirmed that no significant difference occurred.

Through this process, the radar detection error for the
entire analysis area in Fig. 3 is analyzed as illustrated in
Fig. 11. A shorter echo time implies detecting a target from
a closer location. When EM waves propagate over a very
short distance, the error is close to 0. However, as echo
time increases, interaction with various environments causes
deviations between antenna boresight and refracted main
beam direction, resulting in radar detection error. Results
obtained using both IDW and kriging methods indicate a
similar trend in slant range error, and the angular error
consistently follows this trend, except for a noticeable
difference ranging from 0◦ to about 30◦. This arises from
variations in the refractivity interpolation outcomes shown
in Fig. 4. As suggested in this paper, by dividing the errors
into slant range and angular error, and analyzing it as a map
over the entire analysis area, the radar detection error can be
corrected by checking the value of the error by target location,
that is, by radar echo time.
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FIGURE 11. Radar errors for the entire analysis area. (a) Slant range error
(IDW). (b) Angular error (IDW). (c) Slant range error (kriging). (d) Angular
error (kriging).

V. CONCLUSION
We proposed a novel method to predict radar detection errors
in long–range environment by considering slant range and

angular error. Various ray tracing tools can be used to analyze
the electromagnetic (EM) wave propagation, but they are
inadequate to consider the effects of various long range
environments. In particular, the refractivity that changes
with distance has a significant impact on the propagation
analysis, and a numerical analysis method that can take
this into account was needed. Therefore, we conducted
our analysis using discrete mixed Fourier transform based
split–step parabolic equation method, which can take into
account environmental impacts that change with distance.
The two-dimensional refractivity within the analysis area was
modeled using meteorological data collected on a specific
day. The direction of refracted antenna’s main beam was
predicted using the path loss, and by comparing it with the
antenna boresight, the radar detection errors were computed
according to the received time of the radar echo. Through
the proposed analysis, it was possible to predict how the
propagation path of the EM wave is refracted in a certain
range from the radar position, and how much the EM wave
travels for a fixed time through that path. By comparing the
position along the refracted path with the position along the
boresight, it becomes possible to estimate radar detection
errors for analysis area. In general, radar systems determine
a target’s location assuming free space conditions, where EM
waves propagate exactly as the antenna boresight. Therefore,
our proposed method for calculating a target’s position by
predicting the refracted main beam direction, accounting
for long–range environmental effects like refraction, offers
a means to enhance radar detection accuracy. The error
determined using the proposed method can be added to the
target’s location calculated in free space to estimate the actual
target location.
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