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ABSTRACT The digital market trend is rapidly expanding due to key characteristics like decentralization,
accessibility, and market diversity enabled by blockchain technology. This study proposes a Predictive
Analytics System to provide simplified reporting for the three most popular cryptocurrencies with varying
digits, namely ADA Cardano, Ethereum, and Binance coin, for ten days to contribute to this emerging
technology. Thus, this proposed system employs a data science-based framework and six highly advanced
data-driven Machine learning and Deep learning algorithms: Support Vector Regressor, Auto-Regressive
Integrated Moving Average (ARIMA), Facebook Prophet, Unidirectional LSTM, Bidirectional LSTM,
Stacked LSTM. Moreover, the research experiments are repeated several times to achieve the best results
by employing hyperparameter tuning of each algorithm. This involves selecting an appropriate kernel and
suitable data normalization technique for SVR, determining ARIMA’s (p, d, q) values, and optimizing
the loss function values, number of neurons, hidden layers, and epochs in LSTM models. For the model
validation, we utilize widely used evaluation techniques: Mean Absolute Error, Root Mean Squared Error,
Mean Absolute Percentage Error, and R-squared. Results demonstrate that ARIMA outperforms the other
models in all cases, accurately projecting the price variability within the actual price range. Conversely,
Facebook Prophet exhibits good performance to some extent. The paper suggests that the ARIMA technique
offers practical implications for market analysts, enabling them to make well-informed decisions based on
accurate price projections.

INDEX TERMS Regression analysis, predictive analytics, time series forecasting, ARIMA, Ethereum, ADA
Cardano, Binance, cryptocurrency forecasting, machine learning, deep learning, support vector regressor,
FB prophet, bidirectional LSTM, unidirectional LSTM.

I. INTRODUCTION
The prominent cryptocurrencies have entirely transformed
the financial landscape with their secure and decentralized
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digital alternatives to physical cash [1]. Stablecoins received
much attention among the wide range of cryptocurrencies
because of their unique ability to maintain a steady value
by being connected to outside assets like cash or commodi-
ties [2]. These cryptocurrencies have the potential for various
use cases due to their stability, such as international trade,
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remittances, and market volatility hedging. Although stable,
the cryptocurrency market is nevertheless quite volatile and
prone to sharp volatility. Therefore, for investors, traders,
and market players to make wise decisions and reduce
risks, accurate stablecoin price predictions are crucial [3],
[4]. Finding a good algorithm that accurately captures the
underlying market trends, patterns, and dynamics is essential
for achieving reliable and responsive stable Bitcoin forecasts.
Three well-known cryptocurrencies with a significant impact
on blockchain and digital assets are ADA Cardano (or
ADA Coin), Binance (BNB), and Ethereum (ETH) [5],
[6]. Moreover, the Cardano blockchain platform’s native
cryptocurrency is designed to provide a scalable and secure
framework for decentralized applications and smart contracts.
The ADA coin emphasizes scientific diligence and is
essential in staking, transactions, and governance within the
Cardano ecosystem [7]. BNB Coin, a native cryptocurrency
of the Binance exchange, has attained immense popularity in
the crypto market. The Binance network runs on BNB coin,
which offers users advantages, including lower transaction
fees, access to token sales, and numerous services like
staking and lending. ETH Coin, the native coin of the
Ethereum blockchain, is widely recognized as a predeces-
sor in programmable blockchain technology. ETH coin,
the second-largest cryptocurrency by market capitalization,
is employed for payments, decentralized financial applica-
tions, and as compensation for Ethereum network miners [6],
[7], [8], [9]. This paper aims to find and assess appropriate
algorithm(s) for highly volatile cryptocurrency forecasting.
We want to create a model that can predict digital coin
prices accurately and quickly using historical market data.
Additionally, this paper will contribute to market analytics
and offer helpful information to market participants looking
to improve their risk-taking and investing plans.

A. CONTRIBUTIONS
The main objectives of this paper are listed below:

1) This paper comprehensively evaluates the most
advanced data-driven ML and DL models, focusing on
three of the top five cryptocurrencies: ADA Cardano,
Binance, and Ethereum. This paper presents for the
first time three of the top five cryptocurrencies studied
in a single manuscript. Remarkably distinct in their
values, spanning lengths of 10, 100, and 1000 digits,
these coins are the foundation for our comprehensive
assessment of the cutting-edge ML and DL models.

2) This paper offers an in-depth and inclusive analysis
compared to other existing research and visualizes
cryptocurrency forecasts date-wise with a 10-day
window size. The results of this research not only
contribute to the existing literature on cryptocurrency
and also offer practical commercial value as an
indicator of coin trends for investors.

3) This paper introduces an innovative approach to
predicting cryptocurrency prices with ML and DL
models within the realm of Data Science. Our primary

goal is to improve decision-making while providing
a comprehensive view of our study without obscur-
ing potential shortcomings. This distinctive approach
remains to be explored in existing works.

B. IMPLEMENTATION PHASES
This research will use a practical Data Science approach that
includes the following steps to find the appropriate algo-
rithm(s) for highly non-linear cryptocurrency forecasting:

a. Data collection: We will collect historical price
information for stablecoins from reliable sources.
Information like trading volume, market sentiment, and
pertinent news events will also be considered.

b. Preprocessing andFeature Engineering:The prepro-
cessing techniques will be applied to the obtained data
to deal with missing values, outliers, and normaliza-
tion. Some Feature engineering techniques will be used
to extract critical characteristics that accurately reflect
the underlying market dynamics.

c. Algorithm Selection: The performance of vari-
ous forecasting supervised Machine learning algo-
rithms(such as ARIMA, Support Vector Regressor, and
Facebook Prophet) and Deep learning models (such
as Unidirectional LSTM, Bidirectional LSTM, and
Stacked LSTM), will be compared.

d. Model Development andEvaluation:The forecasting
performance of the chosen algorithms will be validated
using relevant evaluation measures, such as Mean
Absolute Error (MAE), Root Mean Square Error
(RMSE), Mean Absolute Percentage Error (MAPE),
R- Squared (R2), and Mean Squared Error (MSE) after
they have been built and trained on historical data.

e. Model Refinement and Validation:More data will be
used for further refinement and validation to evaluate
the selected approach’s robustness, dependability, and
scalability.

This paper offers insightful information and valuable tools
to aid decision-making in the dynamic cryptocurrencymarket
by identifying suitable algorithm(s) for highly non-linear
cryptocurrency forecasting. The results will advance the
field of cryptocurrency analytics, increase understanding of
stablecoin price dynamics, and facilitate the development of
more accurate forecasting models. Additionally, the research
will help traders, investors, and market participants by
empowering them to make more knowledgeable choices
and successfully navigate the turbulent cryptocurrency
ecosystem.
Several practical implications will follow from success-

fully identifying the algorithms that work well for stable
currency forecasting. It will give stablecoin issuers a valuable
tool to stabilize things and boost trust in their coins.
Additionally, it will help investors manage their risk exposure
in the volatile digital market and make informed decisions.
The results of this study help advance our knowledge of
algorithmic stability mechanisms and forecasting methods as
they apply to cryptocurrencies.
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C. THE PAPER ORGANIZATION
This paper is constructed as follows: A thorough review of
the literature conducted in Section II discusses the variables
affecting the stability of cryptocurrencies. Section III presents
the Materials and Methods, including various ML and DL
algorithms that forecast the prices of the ADA, BNB, and
ETH coins. Section IV explains that simulation Requirements
and Environment setup have established various fundamental
results of the selected ML and DL models. The presentation
of Results and Analysis can be found in Section V, followed
by a Discussion in Section VI. Finally, the Conclusion of our
study is presented in Section VII.

II. RELATED WORK
There need to be more studies and research work to predicate
the price fluctuation of Cryptocurrency (Bitcoin) trading.

Nakamoto introduced the first cryptocurrency, Bitcoin,
in October 2008 [10], [11], and it captured 35% shares of
the total world market capitalization [12]. Early research on
Bitcoin debated if it was, in fact, another type of currency
or a purely speculative asset, with the majority of the
authors supporting this last view on the grounds of its high
volatility, extreme short-run returns, and bubble-like price
behaviour. This study [13] has suggested first identifying
the changes in prices in daily routine, and then this trend
represents knowledge to use for Bitcoin digital currency.
Additionally, this scheme has employed linear regression and
decision trees to measure currency accuracy using five-day
prediction values. However, the accuracy level must be
increased to efficiently compare the predicted values using
other machine learning algorithms with real-time trading.
Moreover, the Bayesian neural networks (BNN) have been
used with blockchain and compared with the linear regression
model to analyze the predication values according to the
real-time currency accuracy [14], [15]. The limitation of
this scheme is not to predicate the exact real-time currency
accuracy according to the experimental values. Subsequently,
this scheme has also not shown how many days of data are
included for simulation and results analysis. The sentiment
analysis performance is measured based on three machine
learning approaches that have been considered for investors
versus the volatility of the cryptocurrency prices [16].
Thus, the limitation of this scheme is not mentioning
the window lengths of days and is also not satisfactory
accuracy value achieved, which may exactly predicate the
importance of currency by ensuring the trust level of people
to invest. The authors of this suggested study [17], [18]
have considered the Recurrent Neural Network (RNN) based
on the deep learning model for cryptocurrency predictions
exchange rates. Moreover, the Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), and Bi-Directional
LSTM (Bi-LSTM) are the sub-models of the RNN used for
cryptocurrencies of Bitcoin (BTC), Ethereum (ETH), and
Litecoin (LTC) to predicate the exchange rates and stability
of the currency. The Bi-LSTM outperformed the other two

cryptocurrencies, considering performance parameters
RMSE and MAPE. However, this suggested scheme consid-
ered only five days’ prediction values, which is insufficient
for the unstable financial situation by not considering other
vital cryptocurrencies. Additionally, this scheme has not
specified the exact initial cost of the cryptocurrency, which
may assist the client in prediction. Furthermore, the Ethereum
(ether) blockchain cryptocurrency is presented for change
rates by [19], [20] and evaluated by using linear regression
(LR) and support vector machine (SVM) machine learning
algorithms. This scheme also claims different window lengths
of days and suggests using SVM compared to LR by
producing a high accuracy prediction rate. This scheme has
not shown different window lengths and considered only
one cryptocurrency. These are limitations of this scheme
by not considering other cryptocurrencies nor showing
different window lengths. Thus, such evaluation may not
fit the exact values of cryptocurrency prediction. Another
study [21], [22] has used the long short-term memory
(LSTM), the bidirectional LSTM (Bi-LSTM), and the gated
recurrent unit (GRU) as RNNs deep learning algorithms for
prediction of the cryptocurrency change rates. Additionally,
these RNN-based deep learning models have tested on five
cryptocurrencies that included Bitcoin (BTC), Ethereum
(ETH), Cardano (ADA), Tether (USDT), and Binance Coin
(BNB). LSTM and Bi-LSTM have outperformed in the
accurate prediction of changes. However, this suggested
scheme has not considered the window lengths of days
or included other vital cryptocurrencies. While searching
for the accuracy of the Box-Jenkins statistical method to
forecast and share price performance for the oil and gas
industry in Malaysia, this study [23] discovered that the
performance of Gas Malaysia Berhad could be accurately
predicted using the autoregressive integrated moving average
(ARIMA) model. Similarly, this study has not shown the
window lengths of days nor the significance of the ARIMA
Model. Like Malaysia, the authors of [24] compared the
linear techniques and found that the seasonal ARIMA model
yields better estimation for short-term projections in Qatar.
These projections of the short-term currency in circulation
(CIC), the seasonal ARIMA model’s range of forecasting
errors is less than 100 million Qatari riyals. The authors
of [25] discussed the importance of stock market forecasting
techniques and explored the problems associated with their
use. Additionally, the findings demonstrated the drawbacks
of utilizing traditional methods for cryptocurrencies and
that the ARIMA models can help predict broad market
movements. However, this scheme has the same limitations
as aforementioned, such as there is no information on the
window lengths of days and considered only the ARIMA
model. Nonetheless, Jadevicius and Huston [26] reveals
that ARIMA is a good tool for evaluating broad market
price movements. The government and central bank can
forecast the national house price inflation using the ARIMA
model approach. For timing purposes, the investors can
incorporate forecasts from ARIMA models into their trading
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strategies. Strategic planning can be changed if this player
predicates the future investment changes [27], [28], [29],
[30], [31]. The ensemble learning method, gradient boosted
trees model, neural net model, and K-Nearest Neighbor
(K-NN) model have been employed for cryptocurrencies
such as Bitcoin, Dash, Ethereum, IOTA, Litecoin, NEM and
NEO to predicate the volatility [32]. The considered window
lengths are 30 days, and the authors accomplished a better
accuracy prediction rate without mentioning cryptocurrency
using the ensemble learning method. However, this scheme
has not considered other important cryptocurrencies like
Binance and ADA Cardano, which will be beneficial for
people to understand the market situation. Similarly, [33],
[34] has the same issues as described in [32]. Similarly,
this study [35] has considered AMP, Ethereum, Electro-
Optical System, and XRP cryptocurrencies and applied
LSTM to predicate the change rates. Furthermore, the
authors of this paper claim that the suggested model can
predicate for 180 days. However, this scheme also does not
consider other cryptocurrencies, which could benefit people
investing in digital amounts at the right time. Moreover,
the three cryptocurrencies, e.g. Bitcoin, Ethereum, and
Litecoin, are employed to predicate future investment in
cryptocurrency [36]. These currencies were tested using
different machine-learning algorithms of linear models,
random forests, and support vector machines. In conclusion,
Ensemble 5 was the better prediction model based on the
actual values and tested values for Ethereum and Litecoin
cryptocurrencies. However, the drawbacks of this scheme
should be considering other important cryptocurrencies for
better investment and earning. The Ethereum cryptocurrency
is used to predicate the future and investment without
giving knowledge of which machine/deep learning model
is used [37]. Further, this study has several limitations,
as previously mentioned in this literature.

The digital market trend is globally increasing because of
the salient features of cryptocurrencies, such as decentral-
ization, market diversity, and accessibility. Therefore, this
requires a predictive analytics system to monitor digital
coins’ sale/purchase volume frequently. In such cases, all the
communities, especially the stock markets and traders, will
be streamlined with simplified reporting.

III. MATERIALS AND METHODS
A. OVERVIEW
This paper forecasts three popular cryptocurrencies:
Ethereum, Binance, and ADA Cardano. Cryptocurrency has
proved a present potential to people across the globe. The
investors buy the USDT (USD Tether) over the websites
or mobile Applications on Android and iPhone platforms
for which they can buy the crypto coin for its value. There
exists high volatility in this market of every cryptocurrency.
Investors often monitor the market buying and selling trend
in run-time using popular platforms like CoinMarketCap
and Binance with other websites. In contribution to this

FIGURE 1. Typical overview of working steps of the ML and DL models.

evolving technology, this research aims to perform future
forecasting of the daily price of the proposed coins in
the upcoming ten days using Machine learning and Deep
Learning models appropriate for such time series forecasting.
Additionally, the six most advanced data-driven regression
algorithms of both Machine Learning and Deep Learning
have been used on the proposed cryptocurrency coins for
forecasting:

• SVR (Support Vector Regressor)
• ARIMA (Auto Regressive Integrated Moving Average)
• Facebook Prophet
• Unidirectional (Uni) LSTM
• Bidirectional LSTM (BLSTM)
• Stacked LSTM
A typical Data Science process is performed to gain

better insights into our research, described in Figure 1.
The following subsections explain valuable insights and
knowledge about datasets, data preparation, analysis, model
training, and testing, as well as the prediction of results.

B. DATA COLLECTION
The original data of the cryptocurrency has been collected
from the Kaggle Repository (see Dataset Obtained section)
containing 425 coins produced by the author from Yahoo
(see Dataset Obtained section). In this paper, we have
taken Ethereum (ETH), Cardano(ADA), and Binance(BNB)
coins datasets exhibiting currencies in the USDT price.
Furthermore, we have specifically selected these coins with
varying values, such as ADA with ten digits, BNB with a
hundred, and ETH with a thousand-digit price, for having a
comprehensive evaluation of our proposed machine learning
and deep learning algorithms based on diverse sets of
values. By doing so, we aim to enhance the accuracy and
reliability of our analysis and obtain more precise insights
into the performance of our algorithms. Additionally, they are
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TABLE 1. ADA cardano dataset information.

TABLE 2. Binance dataset information.

TABLE 3. Ethereum dataset information.

comparatively very stable coins and ranked in the top five list
with the highest market capitalization exceeding one billion
US dollars in investment after Bitcoin. The dataset files with
the Comma Separated Values (.csv) extension contain eight
features with the daily times series summary of five years
old threshold timestamp starting 11-9-2017 - 9-28-2022 with
weekly update frequency. Tables 1, 2 and 3 depict the initial
five days’ dataset information of ADA, BNB, and ETH,
respectively.

C. DATA PRE-PROCESSING
To ensure the effectiveness of the proposed models, we must
undertake data preparation. In this case, the regression
analysis involves a qualitative dependent variable, denoted
as ‘Y’ (output), necessitating the proper preparation of the
CSV file to align with the requirements of the Regression
algorithm.

1) DATA CLEANING
In the CSV file of each coin, there are seven features in
total, indicating each coin timestamp (in 24 hrs.), adjusted
close, open(coin), high, volume, low and close. As we solve
a univariate time series problem, the features except for the
‘timestamp’ and ‘adjusted close’ were cleaned.

2) FEATURE SELECTION
In the coin datasets, the ‘‘timestamp’’ and ‘‘adjusted close’’
features have been employed for time series forecast-
ing. The ‘‘timestamp’’ feature represents dates, consid-
ered as the independent variable x, while the ‘‘adjusted
close’’ represents corresponding prices, treated as the target
variable Y.

3) FEATURE SCALING
Target features have been normalized between zero and one
using theMin-Max Scalar technique to improve performance
and stabilize the SVR and Prophet models.

D. EXPLORATORY DATA ANALYSIS
The descriptive statistics of the proposed coin’s target
variable were thoroughly examined usingPython’s describe()
function, as calculated and described in Table 4. Our
observations, encompassing numerical and visual aspects,
reveal substantial variability over time. Therefore, we have
chosen the most recent data, exhibiting the smooth expo-
nential growth, to ensure the stability and robustness of
each coin’s sample. The ADA sample size spans from
January 1, 2021, to the final date, September 28, 2022,
encompassing 636 days. For BNB, the sample size spans from
November 1, 2020, to September 28, 2022, totalling 697 days.
Similarly, the ETH sample size covers September 1, 2020,
to September 28, 2022, spanning 697 days, represented in
Figure [2,3,4], respectively.

TABLE 4. Descriptive statistics of the proposed coins.

1) DATA SPLITTING
Samples were extracted within specific periods. For ADA,
the sample covered 636 days from January 1st, 2021,
to September 28th, 2022(636 days).For ETH,September 1st,
2020, to September 28th,2022 (758 days). Finally, for BNB,
sample taken between November 1st, 2020 and September
28th, 2022 (697 days), as depicted in Table 5.

TABLE 5. Data splitting of the proposed samples.

Subsequently, the samples of the proposed coins were
sequentially split into training and test sets using the
‘‘train_test_split’’ function to ensure the quality robustness
and to avoid overfitting of the proposed algorithms. For ADA
and ETH, 74% of the data was allocated to the training
set, while the remaining 26% was designated as the test
set. In the case of BNB, 70% of the data were utilized for
the training set, and the remaining 30% were assigned to
the test set to evaluate the models’ performance presented
in Figures 5, 6 and 7, respectively. The training dataset of
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FIGURE 2. ADA cardano sample for algorithms training.

FIGURE 3. Binance sample for algorithms training.

FIGURE 4. Ethereum sample for algorithms training.

FIGURE 5. Splitting of the ADA sample into training and test set.

each cryptocurrency is used to train the ML and DL models,
and then the final performance of each model is evaluated
using the test set. For a comprehensive evaluation, we have
kept static the above training and the test set for all the
models.

FIGURE 6. Splitting of the BNB sample into training and test set.

FIGURE 7. Splitting of the ETH sample into training and test set.

E. PROPOSED MODELS
1) SUPPORT VECTOR REGRESSOR
Support Vector Regression is a supervised ML technique
used for regression analysis. This technique computes the
hyperplane that effectively fits the non-linear data points.
The hyperplane is responsible for maximizing the boundary
around the data points. The margin boundary is the distance
between the nearest points and the hyperplane. A typical
kernel works as a hyperparameter, reading the given training
data. SVR requires picking the correct kernel to be trained
effectively and to minimize outliers; the three kernels were
checked over the model training, i.e. Linear, Polynomial
and the Radial Basis (RBF) Function. Among these, the rbf
kernel has been selected after analyzing the input vectors
of each cryptocurrency graphically to be in a Gaussian
pattern. The objective function minimizes the differences
between the predicted and the actual values of the dependent
variable while keeping the margin around the hyperplane
to be maximized, as described in Figures 8 (ADA Coin),
9 (BNB) and 10 (ETH).

2) AUTO-REGRESSIVE INTEGRATED MOVING AVERAGE
(ARIMA)
The working mechanism of the ARIMA algorithm is shown
in Figure 11. In the first step, it is required to collect and
pre-process the time series data. It is then tested using
the Augmented Dicky Fuller test to determine whether the
time series data is stationary. If the data is not stationary,
differencing is performed tomake the data stationary and then
determine the appropriate values of p, d, and q parameters for
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FIGURE 8. ADA: SVR model fitting performance over training set.

FIGURE 9. BNB: SVR model fitting performance over training set.

FIGURE 10. ETH: SVR model fitting performance over training set.

the ARIMA model. In order to do this, the autocorrelation
function (ACF) and partial autocorrelation function (PACF)
of the differenced time series data are plotted by using
plot_acf function. The ACF plot is used to identify the value
of q, and the PACF plot to identify the value of p. The value
of d can be determined by the number of times differencing
was applied to make the time series stationary. Afterwards,
the ARIMA model is fitted to the time series data using
maximum likelihood estimation. The analysis is performed
on the residuals of the fitted model to ensure that they are
white noise (i.e., have zero mean, constant variance, and
no autocorrelation). Finally, the ARIMA model is validated
using statistical measures such as the MAE, MAPE, RMSE
and R-squared formulas to evaluate the model’s performance.
Once the ARIMA model has been validated, it forecasts
future time series values.

a. Testing for Stationarity of training set: For checking
the stationarity of the training set, we have used

FIGURE 11. The working flow of the ARIMA algorithm.

Augmented Dicky Fuller, also called the Adfuller test.
Using Dicky fuller test, the hypothesis testing with
p-value= 0.05 have been computed by considering
the Null hypothesis H0 as non-stationary and the
Alternate hypothesis H1, representing the training
data as stationary. The results showed our proposed
training sets as non-stationary. To make the data
stationary, we differentiated data with different orders,
i.e., the ARIMA model’s value of ‘q’, until it became
stationary.

b. Optimization of the hyperparameters (p,d,q) using
Auto-ARIMA Technique: The ‘‘Auto-ARIMA’’ is an
optimization method we have performed to determine
the p,d, and q parameters for the ARIMA model. This
technique searches for the lower Akaike’s Information
Criterion (AIC). The lower AIC of the ARIMA’s
p,d, and q parameters is considered an optimized
model for forecasting. The results recommended by
the Auto-ARIMA on our coins training sets showing
the lowest AIC score for the order (p,d,q) are (1,1,1 ),
(5,1,5), and (2,1,3) for ADA, BNB, and ETH training
sets, respectively.
With the Auto-ARIMA recommendation of the (p,d,q)
values, we have also analyzed the training set
of each coin graphically using Auto-Correlation
Function(ACF) and Partial Auto-Correlation Func-
tion(PACF) methods by taking different differentiation
orders. Finally, we concluded and used the ARIMA
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values of the (p,d,q) as (1,1,1), (5,2,5), and (2,1,3) for
ADA, BNB, and ETH, respectively.

3) FACEBOOK PROPHET
The Facebook Prophet (FB) is becoming a popular ML
tool created by Facebook’s Core Data Science team. The
algorithm became popular due to its accurate forecasting by
automatically modelling the underlying pattern of the given
time series dataset. In this way, the algorithm automatically
handles the multiple levels of seasonality modelling using
the Fourier series, including the weekly, monthly, and yearly
patterns. It thus becomes flexible for the developer to
visualize data with any dates. The FB model uses the
Bayesian approach to decompose the time series data into
its underlying components: trend, seasonality, and holidays.
Thus, it estimates these components and their uncertainty
and combines them for forecasting. It also provides built-in
diagnostics with graphical representations to copewithmodel
interpretation and performance. Some salient features of the
model include short forecasting with large datasets and easy-
to-use, flexible, and accurate forecasting of complex time
series data. Many researchers and industries have used this
model for various applications. The workflow of the model is
explained in Figure 12.

FIGURE 12. The working flow of the FB prophet algorithm.

Initially, the proposed cryptocurrency coins with the
expected date-time format (already done in data preparation)
were selected, and their time series data was processed. Next,
two features were selected from the data - the ‘Date’ and
‘Adjusted close’ columns. The ‘Date’ column was renamed
as ’ds’, and the ‘Adjusted close’ column was renamed as
’y’, as the algorithm only expects these names during the

training phase. The FB Prophet was built on the training set,
and the trained model was used to forecast future values.
The model provided the model training details with the ‘tail’
method. Finally, the model was evaluated by comparing
the test set and the predicted values. The build models of
the corresponding three coins were displayed using the plot
function. The following visualization provides a clear view
of the model with the training set of each coin, as shown in
Figures 13 (ADA), 15 (BNB) and 17 (ETH), respectively. The
dotted points in each graph show the actual value, while the
blue line shows the predicted values on the corresponding
dates. The trained model fitting over the last two weeks’
instances of each coin for the forecasting trend was shown
in Figures 14 (ADA), 16 (BNB) and 18 (ETH), respectively.

FIGURE 13. ADA model fitting of FB prophet.

FIGURE 14. ADA - Week-wise representation of model fitting
performance.

4) UNIDIRECTIONAL LSTM
AUnidirectional (Uni) LSTM network consists of a sequence
of LSTM cells, each of which has an input gate i, a forget
gate f, and an output gate o, as well as a memory cell c
and a hidden state h. At each time step t, the UniLSTM
takes an input vector xt and the previous hidden state ht−1
as inputs. The input gate it determines how much of the input
should be added to the memory cell, while the forget gate
ft determines how much of the previous memory cell value
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FIGURE 15. BNB model fitting of FB Prophet.

FIGURE 16. BNB - Week-wise representation of model fitting
performance.

FIGURE 17. ETH model fitting of FB Prophet.

ct−1 should be retained. The candidate activation vector gt is
computed based on the input xt and the hidden state ht−1, and
is scaled by it to determine how much of it should be added
to ct−1. The memory cell ct is then updated as a weighted
combination of ft times ct−1 and it times gt . The output gate
ot determines how much of the current memory cell value ct
should be output as the hidden state ht . Finally, the output yt
is computed as a function of ht and can be used for prediction.
Initially, the sequential layer and a single hidden layer of

LSTM with 50 neurons were declared. The ReLU activation

FIGURE 18. ETH - Week-wise representation of model fitting
performance.

FIGURE 19. The Working flow of undirectional lstm algorithm.

function has been used to learn the Non-linear dependencies
effectively by the neural network. The training set in a
3-dimensional input shape is passed through the model,
as shown in Figure 19. The trained model computation is
obtained with 200 epochs of the Uni-LSTM algorithm. After
picking the optimal hyper-parameters for the model, the
model computed loss function with the Mean Squared Error
(MSE) of 0.0109 (ADA), 493.4 (BNB), and 21570.22 (ETH)
as depicted in Table 6. We have used Adam Optimizer for
efficient neural network weight adjustment for optimization
purposes. Furthermore, to utilize the trainedmodel effectively
in all three coins, Initially, we provided the last three days’
target variables of the training set as the initial three inputs to
become the input gate, forget gate, and the memory cells for
the next day forecasting. This way, a while-loop was operated
for the ten forecasting days, and the desired outputs were
obtained. We tuned the hyperparameters for optimization,
i.e., increasing and decreasing the number of neurons, and
tried the model with Tanh activation function, thus resulting
in poor predictions than ReLU.

5) BIDIRECTIONAL LSTM
A Bidirectional LSTM (BLSTM), also called bidirectional
GRU, as shown in Figure 20, is a recurrent neural network
that processes the input sequence in both the forward and
backward directions, using two LSTM layers. When making
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FIGURE 20. The working flow of blstm algorithm.

predictions, the neural network takes the values from the past
training set and the future. It is beneficial for our currency
forecast, where the context of the current time depends on
the previous two values and future events. The forward LSTM
processes the input sequence from the beginning to the end,
while the backward LSTM processes it from the end to the
beginning. At each timestep, the outputs from both LSTMs
are concatenated to obtain the final bidirectional output
sequence. The input gate (i), forget gate (f), cell state (c), and
output gate (o) are used in both the forward and backward
LSTMs to control the flow of information, as shown in
Figure 20. The model training performance computed by the
MSE as a loss function is 0.0083 (ADA), BNB (512.2660),
and 17782.30 (ETH), as shown in Table 6, respectively.

6) STACKED LSTM
It begins by declaring a sequential layer consisting of two
hidden layers of LSTM cells, described in Figure 21. Each
layer contains 50 neurons, and the ReLU activation function
is used effectively to learn non-linear dependencies in the
neural network. The model is trained on a 3-dimensional
input shape, where the input vector xt and the previous hidden
state ct−1 are passed through the model. The model is trained
using 200 epochs of the Stacked LSTM algorithm, as shown
in Figure 21. During the algorithm training, the MSE as a
loss function is computed as 0.0086 (ADA), 440.6084 (BNB),
and 21748.2773 (ETH), as shown in Tables 6. For efficient
neural network weight adjustment, Adam Optimizer is used
for optimization.

To effectively utilize the trained model in all three coins,
the last three days’ target variables of the training set are
initially provided as the input gate, forget gate, and memory
cells for the next day’s forecasting. This process is done for
ten days using a while-loop to obtain the desired outputs.
Hyperparameters were tuned for optimization, including
adjustments to the number of neurons. Additionally, the

TABLE 6. Loss function computation of LSTM models.

FIGURE 21. The working flow of the stacked LSTM algorithm.

Tanh activation function was experimented with, resulting in
inferior predictions compared to ReLU.

F. MODEL VALIDATIONS
We have trained and tested the compared models multiple
times to eliminate the outliers, and their results are averaged
to reduce the biases. The trainedmodel validationw.r.t the test
set of the proposed coins was performed with the evaluation
criteria to be R-Squared, MAPE, RMSE and MAE, which is
explained in the subsequent sections.

1) MEAN ABSOLUTE ERROR (MAE)
Mean Absolute Error (MAE) is the most popular criterion
for evaluating the ML model’s performance, particularly
in regression cases. It is less sensitive to outliers, making
it a better metric for evaluating the best model for a
given problem. MAE computes the average absolute values
difference between the model predicted values and the actual
values where each set of differences has equal weight. The
MAE evaluates the model performance with a single value
ranging from 0 to infinity. This single value of the MAE
portrays the overall performance of the algorithm. When the
output shows fewer values, the model has better performance
or goodness of learning, indicating that the model’s forecast
values are closer to the actual values. This behaviour can be
measured mathematically [38], expressed below:

MAE =

∑n
j=1 |yj − Ŷj|

N
(1)

where N is the number of coins, yj is the cryptocurrency
Actual value and Ŷj is the Forecast value.

2) ROOT MEAN SQUARED ERROR (RMSE)
RMSE is a commonly used evaluation technique to measure
forecasting quality, particularly in regression cases. The
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formula calculates the average deviation between the forecast
and actual values by taking the square root of the mean
of the squared errors. RMSE outputs a single value that
exhibits the total error of the ML model. Due to its scale-
dependent feature, it is mainly used to assess the quality
of different ML algorithms or to check the quality of a
single algorithm over different datasets using the derived
equation [38], as expressed below:

RMSE =

√∑n
j=1(yj − Ŷj)2

N
(2)

where N is the number of coins, yj is the cryptocurrency’s
Actual value and Ŷj is the Forecast value. A model with a
lower RMSE value represents better performance, indicating
that the predicted values of the cryptocurrency are closer to
the actual values.

3) MEAN ABSOLUTE PERCENTAGE ERROR (MAPE)
MAPE is a valuable criterion to quantify the degree of
error between the cryptocurrency coin’s actual value and
the forecast value, expressed as a percentage. It is always
positive; lower MAPE means better predictive model perfor-
mance. The average percentage difference is computed [39]
as expressed below:

MAPE =
100%
N

n∑
j=1

|yj − Ŷj|
|yj|

(3)

where N is the number of coins, yj is the cryptocurrency
Actual value and Ŷj is the Forecast value.

4) R-SQUARED (R2)
R-squared, or the coefficient of determination is a statistical
technique to evaluate a regression algorithm’s quality. R2
measures the goodness of fit that determines how the data
fits the regression model. It has a scale between 0 and 1,
representing none or all of the variances in the target variable
is explained by the input variable(s). The coefficient of
determination [40] can be mathematically expressed as given
below:

R2 =
σ̄ 2

σ 2 (4)

where σ̄ 2 represents the Explained variation, which is the sum
of squared differences between the forecast values and the
response variable values, while σ 2 denotes the Total variation
and is the sum of squared differences between the crypto
original values and its corresponding mean value.

5) MEAN SQUARED ERROR (MSE)
MSE is a popular metric for evaluating the forecasting of ML
and DL models. It computes the average squared difference
between the cryptocurrency forecast values and the original

values [41] as expressed below:

MSE =

∑n
j=1(yj − Ŷj)2

N
(5)

where N is the number of coins, yj is the cryptocurrency’s
Actual value and Ŷj is the Forecast value.

Following are the results of the performance evaluation of
each ML model using the above validation techniques.

TABLE 7. ADA: ML models performance evaluation on test Set.

TABLE 8. BNB: ML models performance evaluation on test Set.

TABLE 9. ETH: ML models performance evaluation on test Set.

The evaluation criteria mentioned above are computed to
assess the training performance of MLmodels on the test sets
corresponding to ADA, BNB, and ETH (Tables 7, 8, and 9).
Interestingly, the ARIMAmodel outperforms others, demon-
strating exceptional performance with the lowest values for
MAE, RMSE, and MAPE. The R2-score also displayed
predictive solid power for all three cryptocurrencies, with
calculated values of 0.948, 0.971, and 0.985 for ADA, BNB,
and ETH, respectively. Despite conducting further analysis to
identify potential confounding effects, the remaining models
exhibit poor training performance, except for the FB prophet
model, which shows some good fitting.

IV. SIMULATION REQUIREMENTS AND ENVIRONMENT
SETUP
This paper presents to forecast the Ethereum, ADA Car-
dano, and Binance coins using the six most advanced
data-driven regression techniques, which are Support Vector
Regression (SVR), Auto Regressive IntegratedMoving Aver-
age (ARIMA), Unidirectional LSTM, Bidirectional LSTM,
Stacked LSTM, and Facebook Prophet. The original dataset
of 425 cryptocurrency coins was obtained from Kaggle (see
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Appendix I). To better compare the models, this research
focuses on three popular coins with different value digits.
We have used Python language(latest version:3.9.13) with the
IDE, Google Colaboratory, and Jupyter Notebook to conduct
the research experiments on the Windows 11 Pro OS with
20GB RAM. Table 5 shows the details of the simulation
performance parameters.

TABLE 10. Simulation parameters setup.

The data normalization during training of the SVR
model was done using a Min-Max Scaler. At the same
time, the Radial Basis Function ‘rbf’ kernel was set as
a hyperparameter for the SVR model after analysis. The
ARIMA model was trained with p,d, and q values of (1,1,1),
(5,2,5), and (2,1,3) for ADA, BNB and ETH, respectively.
The LSTM models with 50 neurons, Mean Squared Error
as loss function, and 50 epochs were computed for ADA,
BNB, and Eth. In the case of Stacked-LSTM, two hidden
layers were used. Numerical experiments were performed on
the dataset, and four widely used evaluation metrics, MAE,
MAPE, RMSE, and R-squared, were computed.

V. RESULTS AND ANALYSIS
This study strives to create a forecasting system for cryptocur-
rency using Machine learning & deep learning algorithms.
Due to the high volatility trend in the market, we have utilized
the real datasets of the three cryptocurrency coins, namely
ADA Cardano, Ethereum, and Binance comprising varying
digits (performance measures) used to gain better insights
into each algorithm performance for predictive analytics.
Each coin dataset contains the 24 Hr. features like timestamp
between Nov 9th, 2017 to Sept 28, 2022(1785 days), volume,
high-low rate, and open−close rates. As the cryptocurrency
investment rate is progressively growing globally, each coin
in the market is gaining immense popularity. In such a
situation, we may commercially require simplified reporting
for all the communities, especially the traders and stock
markets. Therefore, this research has focused on identifying
suitable algorithm(s) in forecasting the 24-hour price of each
coin using the six most advanced models: Support Vec-
tor Regressor, ARIMA, Facebook Prophet, Unidirectional
LSTM, Bidirectional LSTM, and Stacked LSTM. In addition,
all the models have been implemented using the data science
framework to demonstrate the potential for better forecasting.
The model will project the returns upon the investor’s
selection of the coins and the risks they are willing to take.

For better evaluation, we have kept constant the training and
testing set of each coin for all the models.

After preparing and analyzing each dataset, we extracted
samples within the specific time frame. For ADA, the
sample selected covered 636 days from January 1st, 2021,
to September 28th, 2022. For ETH, the sample spanned
758 days from September 1st, 2020, to September 28th,
2022. Lastly, for BNB, the sample encompassed 697 days
from November 1st, 2020, to September 28th, 2022. Next,
the samples are sequentially split into training and test sets
using the ‘‘train_test_split’’ function discussed in the ‘‘Data
Splitting’’ section. For ADA and ETH, 74% of the data is
allocated to the training set, while the remaining 26% has
been designated as the test set. In the case of BNB, 70% of
the data is utilized for the training set, and the remaining 30%
have been assigned to the test set to evaluate the models’
performance. Various performance parameters discussed in
the previous section have been computed for this evaluation.
The subsequent part provides a detailed discussion of the
results.

A. MODELS PERFORMANCE EVALUATION WITH 10 DAYS
PREDICTION INTERVALS
We considered five different validation methods to evaluate
date-wise forecasts of the ten days, as discussed in the
previous section. The performance evaluation showed best
performance in the prediction of ARIMA prices with
comparatively minimum values for ADA (MAE = 0.016,
RMSE = 0.019, MAPE = 0.03, R2 Score = 0.344),
BNB (MAE =10.47, RMSE =13.96, MAPE =0.03,
R2 Score = −1.06) and ETH (MAE =72.2, RMSE
=88.54, MAPE =0.054, R2 Score =0.547) as depicted in
Table 11, 12 and 13, respectively.

TABLE 11. ADA: models performance evaluation with 10 days prediction
intervals.

TABLE 12. BNB: models performance evaluation with 10 days prediction
intervals.

TABLE 13. ETH: models performance evaluation with 10 days prediction
intervals.
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TABLE 14. ADA: models performance evaluation with 10 days prediction intervals.

TABLE 15. BNB: models performance evaluation with 10 days prediction intervals.

FIGURE 22. ADA: graphical illustration of the 10-day prices forecasting by
all models vs. actual trend.

FIGURE 23. BNB: graphical illustration of the 10-day prices forecasting by
all models vs. actual trend.

VI. DISCUSSION
When assessing the model performance over ten days prices,
as presented in Tables 12 (ADA), 13 (ETH), and 14 (BNB),
eachmodel focuses on forecasting specific decimal values for

FIGURE 24. ETH: graphical illustration of the 10-day prices forecasting by
all models vs. actual trend.

ADA, 100’s place values for BNB, and 1000’s place digits for
ETH. These forecasts were compared to the prices recorded
during different time frames for each cryptocurrency. Eval-
uating the date-wise forecasted prices showed that ARIMA
outperformed other models by exhibiting the lowest error,
indicating its accurate fitting over the training set. Notably,
the ARIMAmodel accurately predicted a downward trend for
ADA and BNB and an upward trend for ETH, as depicted in
the scatter plot Figure 22 (ADA), 23 (BNB), 24 (ETH). These
showcase the variability of predicted prices within the actual
price range. The ability of the ARIMA algorithm to forecast
the 10-day trend proves highly advantageous for market
analysts, enabling them to make well-informed decisions.

The LSTM variants yielded inaccurate predictions that
contradicted the actual values, displaying an opposite trend
as evidenced by scatter plots Figure 22 (ADA), 23 (BNB),
24 (ETH). This discrepancy suggests that these predictions
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TABLE 16. ETH: models performance evaluation with 10 days prediction intervals.

may not substantially assist investors seeking insightful
forecasts. Conversely, FB Prophet demonstrated inadequate
and inconsistent results with minimal variation. It accurately
estimated the trend for ADA and BNB; however, it projected
the opposite outcome for ETH, as shown in the corresponding
scatter plots. Furthermore, SVR exhibited poor results in all
scenarios, indicating the limited capability of its hyperplane
to effectively fit the given data, as illustrated in the scatter
plots.

VII. CONCLUSION
This paper proposed a predictive analytics system to provide
communities with simplified reporting. The system aims to
project the returns based on the investor’s choice of coins
and the risks they are willing to take in this highly volatile
environment. A typical data science framework provides
deeper insights into our research, incorporating six of the
most advanced data-driven ML and DL techniques: SVR,
ARIMA, FB Prophet, Uni LSTM, BLSTM, and Stacked
LSTM. To thoroughly evaluate each algorithm, we used
the three digital currency datasets, ADA, BNB, and ETH,
with varying digits as performance measures. Each model
was trained on each dataset to forecast the next ten days’
24-hour price. To further improve evaluation, each coin’s
training and testing samples are kept constant for all models,
and their performance is assessed using various validation
techniques such as MAE, RMSE, MAPE, R-Square, and
MSE. The results of our study show that the ARIMA
model outperforms the other models in forecasting these
10s, 100s, and 1000 place digit coins for the next ten days,
accurately capturing upward and downward trends. Notably,
ARIMA demonstrated the variability of predicted prices
within the actual price range. On the other hand, FB Prophet
demonstrated good performance to some extent with minimal
price variation; it accurately forecasts ADA and BNB trends
but incorrectly forecasts ETH coins. Except for the BNB
coin, which the SVR model forecast correctly, the LSTM
variants and SVR model produce inaccurate forecasts with
minimal price variation and opposite trends. Overall, the
ARIMA technique’s ability to forecast the 10-day trend and
prices benefits market analysts, allowing them to make well-
informed decisions.

In conclusion, this study shows valuable insights into
forecasting stable digital coins ADA, BNB, and Ethereum
using advanced ML and DL techniques. However, it is
imperative to acknowledge certain limitations that inherently
shape our research. These include market volatility and
external factors, given that digital coin trading is closely
linked with events such as regulatory announcements and
security breaches. These events can prompt abrupt and
unpredictable trends, potentially challenging the reliability
of our optimal models. Despite these limitations, our study
highlights the proposed algorithms’ performance that helps
provide simplified reporting to the traders, laying the robust
foundation for future research endeavours. Our next goal is
to create a reactive machine for cryptocurrency forecasting,
augmented by federated learning techniques focusing on
hourly and minute-by-minute price predictions for different
coins. This machine will predict trends accurately, allowing
us to investigate usage and potential future investments in the
global cryptocurrency market.

DATASET OBTAINED
1) https://www.kaggle.com/datasets/tr1gg3rtrash/time-

series-top-100-crypto-currency-dataset
2) https://finance.yahoo.com/cryptocurrencies/
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