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ABSTRACT In order to improve the performance of online learning in the real-time distribution of
streaming data, a streaming data classification algorithm based on hierarchical concept drift and online
ensemble(SCHCDOE) is proposed in this paper. The concept drift index is calculated based on the newly
arrived data instance, and the streaming data is divided into three states: stable state, concept drift warning
state, and concept drift occurrence state. When the streaming data is in a stable state, the classifier is not
updated. When the streaming data is in a concept drift warning state, online ensemble learning is achieved
through random subspaces method to perform feature selection and efficiently update the classifier. When
the streaming data is in a concept drift occurrence state, anomaly detection mechanism is used to eliminate
abnormal data, and online ensemble learning method and incremental learning method are combined for
learning. Local information and global distribution information of the streaming data are fully utilized to
train the model, so that the learning model can respond quickly after concept drift occurs. Experiments are
conducted on both synthetic and real datasets, and the experimental results show that the proposed algorithm
performs well. Compared with other classic algorithms, classification accuracy and concept drift adaptability
of the proposed algorithm are improved.

INDEX TERMS Conceptual drift, streaming data, online learning, incremental learning, ensemble learning,
classification.

I. INTRODUCTION
In the era of big data, dynamic data is constantly emerging in
various application fields, such as transportation data, web
page clicks, and stock forecasting. Compared with tradi-
tional static data, these dynamic data have the characteristics
of high speed, real-time, variability, and unpredictability,
so they are referred to as streaming data [1], [2]. Unlike
traditional static data, streaming data has characteristics such
as dynamism, timing, infinity, and non reproducibility. Tra-
ditional machine learning algorithms and theories rely on
the assumption of uniform distribution of data, making it

The associate editor coordinating the review of this manuscript and

approving it for publication was Sotirios Goudos .

difficult to apply to streaming data problems with constantly
changing distributions. It brings serious challenges to the
collection, storage, analysis, processing of data, as well
as model construction and algorithm design for mining
tasks [3], [4].

In streaming data, the instability and dynamic changes of
data distribution can lead to changes in the data distribution
and implicit target concepts with changes in environmental
factors, namely concept drift [5], [6]. Concept drift is an
important feature of streaming data mining in the real world,
and it is also an inevitable difficult problem in streaming data
analysis and mining. Concept drift breaks the assumption of
fixed data distribution in traditional machine learning, and
its typical feature is the inconsistency between real-time data
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distribution and training data distribution, which has received
increasing attention and research [7], [8].

For the common concept drift problem in streaming
data mining, common processing strategies mainly include
instance selection-based method and ensemble learning-
based method. The instance selection-based method is usu-
ally implemented using sliding window technology, which
stores data using one or more sliding windows and contin-
uously sliding the windows forward to determine whether
concept drift has occurred. The purpose of this method is
to select the latest sample for model training and updating,
to ensure that the data in the current window can follow
the latest distribution [9], [11]. This method improves the
real-time performance of online learning models to some
extent by introducing a concept drift detection mechanism,
however adjusting the sliding window size is a difficult prob-
lem, which to some extent affects the model performance.

The ensemble learning-based method can combine the
temporal characteristics of streaming data to construct multi-
ple differential base learners after concept drift occurs. This
method integrates multiple weak classifiers into a strong
ensemble model through a combination strategy, while flex-
ibly updating the base classifier, effectively improving the
generalization performance of the model. Therefore, using
ensemble learning to handle concept drift is an effective
approach for streaming data mining in unstable environments
[12], [13], [14].

The ensemble-based learning method can be further
divided into data block-based ensemble [15], [16] and online
ensemble [17], [18], [19]. Online ensemble is an ensemble
learning method that processes samples one by one. Com-
pared with block-based ensemble method, online ensemble
can effectively improve the real-time performance of the
model [20], [21], [22].

However, common online ensemble learningmethods have
the following drawbacks: (1) The learning performance of
the model is not high. Due to the limited amount of new
distribution data obtained at the beginning of drift, the ensem-
ble model retains a large number of base classifiers carrying
old distribution data information. Most base classifiers have
poor performance and cannot achieve a ‘‘good but different’’
ensemble effect, resulting in poor learning performance of
the ensemble model. (2) The generalization performance of
the model is poor. Most online ensemble learning methods
cannot respond in a timely manner to new data distributions
after drift occurs, resulting in online learning models not
being able to quickly converge to new distributions after drift
occurs, and model generalization performance is poor. (3)
The efficiency of model learning is not high. Although online
ensemble can effectively improve the real-time performance
of the model, its learning efficiency is low due to the need to
process samples one by one. At the same time, all features of
the data in online ensemble are used for ensemble training,
which also means high computational costs.

In order to improve the performance of online learning
model, this paper proposes a streaming data classification

algorithm based on hierarchical concept drift and online
ensemble (SCHCDOE). The concept drift index is calculated
based on the newly arrived data instance, and the streaming
data is divided into three states: stable state, concept drift
warning state and concept drift occurrence state. When the
streaming data is in a stable state, the classifier is not updated.
When the streaming data is in a concept drift warning state,
online ensemble learning is achieved through random sub-
spaces method to perform feature selection and efficiently
update the classifier. When the streaming data is in a concept
drift state, anomaly detection mechanism is used to eliminate
abnormal data, and online ensemble method and incremental
learning method are combined for learning. Local informa-
tion and global distribution information of the streaming data
are fully utilized to train the model, so that the learning model
can respond quickly after concept drift occurs. Finally, the
performance of the proposed algorithm is verified on both
synthetic and real datasets.

The main contributions of this work are listed as follows:
(1)A conceptual drift detection method based on sliding

window and drift level is proposed. Based on the relation-
ship between the correct probability and minimum standard
deviation predicted by the classifier on the sliding window
of newly arrived data instances, the concept drift index is
calculated, and the streaming data is divided into three states:
stable state, concept drift warning state, and concept drift
occurrence state. Each state is treated differently.

(2) A streaming data learning method based on concept
drift classification and online ensemble is proposed. When
the streaming data is in a stable state, the classifier is not
updated. When the streaming data is in a concept drift
warning state, an online ensemble method based on random
subspace method is used for learning to efficiently achieve
rapid classifier updating. When the streaming data is in a
concept drift state, anomaly detection mechanism is used to
eliminate abnormal data, and online ensemble method and
incremental learning method are combined for learning.

The rest of this paper is arranged as follows. The section II
reviews recent literature, the section III provides a detailed
introduction to the methods used in this study, the section IV
presents experimental results, discusses. In section V, the
conclusion is summarized and the future work direction is
introduced.

II. RELATED WORK
A. CONCEPT DRIFT
The concept drift in streaming data makes it difficult for
learning models trained from historical data to adapt to new
data after distribution changes. For example, in the field
of meteorological prediction, weather conditions may be
influenced by factors such as temperature, air humidity, and
pressure. The changes in these factors may lead to different
weather conditions. If real-time changes in meteorological
factors cannot be detected, it is impossible to accurately pre-
dict changes in weather conditions. Therefore, in streaming
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data mining with concept drift, it is necessary to break the
traditional assumption of fixed data distribution in machine
learning, which is of great significance for improving the
adaptive performance of online learning models [7], [8].
Different literature categorizes concept drift into different

categories, while Chen Zhiqiang et al. [22] classified concept
drift into four types: mutation, gradual change, increment,
and repetition. De Barros and Santos [23] classified concept
drift into three types: mutation type, gradient type, and repeti-
tion type. However, based on the time of its change, it mainly
consists of two situations: sudden changes in data distribution
and changes that persist for a period of time.

The research on concept drift is mainly divided into two
key research directions: one is to actively detect whether there
is concept drift in streaming data, and the other is how tomake
adaptive adjustments to the model after detecting concept
drift. Based on this, algorithms related to concept drift can be
divided into active detection method [24], [25] and passive
adaptive method [26], [27].

The active detection method [24], [25] judges concept
drift by detecting whether the data distribution has changed
and whether the performance of the classifier has decreased.
It mainly targets rapid distribution changes, with a focus on
quickly detecting the occurrence and specific time points of
concept drift. It is mainly divided into model performance-
based, window mechanism-based, and hypothesis testing
algorithm. Although the active detection method can avoid
unnecessary detection in non-stationary streaming data and
improve the efficiency of the algorithm, there may be errors,
missed detection, and delayed detection of concept drift
points during the learning process, which will lead to a
decrease in the generalization performance of online learning
models.

The passive adaptive method [26], [27] does not require
the introduction of a drift detection mechanism to deter-
mine the occurrence of concept drift, but rather adapts to
changes in data distribution by continuously adjusting the
learner. In passive adaptive method, ensemble learning is a
common processing method, which can be divided into data
block-based online ensemble and single data sample-based
online ensemble based on the size of the learning unit. The
data block-based online ensemble performs batch process-
ing on the data each time. Although the data block-based
online ensemble method can greatly improve the predictive
performance of the classifier, when concept drift occurs in
the data blocks, the method cannot respond quickly, resulting
in slower convergence speed of the model. Although single
data sample-based online ensemble method has improved the
model’s response speed to concept drift to a certain extent,
it is difficult to extract important historical information.

B. ENSEMBLE LEARNING
After concept drift occurs, the ensemble learning strategy can
flexibly update the base classifier and effectively improve
the generalization performance of the model. Therefore,

ensemble learning is an effective way to solve concept drift.
Ensemble learning methods can be divided into block-based
ensemble and online ensemble.

The block-based ensemble divides the streaming data into
fixed size data blocks for processing. The most common
method is to construct a limited number of base classifiers,
and replace the poorly performing classifiers in the ensem-
ble classifier with the classifiers created on the latest data
block according to certain rules. Typical methods include:
1)An ensemble classification method based on traditional
streaming data [11]. It constructed the ensemble model by
training base classifiers on the data block, and used the model
built on the latest data block to replace the ensemble model
with the worst performing base classifier based on certain
heuristic rules. 2)A method based on dynamically adjusting
the weight of the base classifier [12], [13], [14]. It adapted
to concept drift by continuously adjusting the weight of
the base classifier. 3)The online adaptive method based on
selective ensemble [15] and the ensemble learning method
based on transfer [16]. They improved the effectiveness of the
base learner through selective ensemble and transfer learning
techniques. Although the block-based ensemble method can
greatly improve the overall prediction performance of the
model, after concept drift occurs, more outdated base clas-
sifiers will reduce the effectiveness of the model.

Online ensemble is an ensemble method that pro-
cesses samples one by one. Compared with block-based
ensemble method, online ensemble can effectively improve
the real-time performance of the model. Typical meth-
ods include: 1) Concept drift adaptation method based on
dynamic weighted voting [17], [18]. It initialized weights
based on the accuracy of prediction for new samples and
updated weights based on global and local predictions to
dynamically update the base classifier. 2) The single sam-
ple incremental model [19]. It first initialized a set of base
classifiers, updated the ensemble model based on the indi-
vidual samples arrived at each timestamp, and performed a
weighted combination of classifiers. 3)The online learning
method based on hybrid labeling strategy [20]. It integrated
a fixed basis classifier and a dynamic basis classifier to
adapt to concept drift. 4)The online learning method based
on serial cross hybrid ensemble [21]. It achieved concept
drift detection and convergence through a hybrid ensemble
of serial based classifiers and cross based classifiers. 5)The
Leveraging bagging method improved based on the online
bagging method [22]. It combined the simplicity of bagging
with adding more randomness to the input and output of
the classifier, sequentially improving the performance of the
classifier.

III. OUR METHOD
A. ALGORITHM FRAMEWORK
The flowchart of the algorithm SCHCDOE proposed in this
paper is shown in Figure 1. Based on the relationship between
the correct probability and the minimum standard deviation
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FIGURE 1. The flowchart of the proposed algorithm.

predicted by the classifier on the sliding window of the
newly arrived data instance, the concept drift index is cal-
culated, and the streaming data is divided into three states:
stable state, concept drift warning state, and concept drift
occurrence state. According to different states, the following
three operations are performed separately: (1) When the data
flow is in a stable state, the classifier is not updated; (2)
When the streaming data is in a concept drift warning state,
learning is carried out through online ensemble method to
perform feature selection and efficiently achieve rapid classi-
fier updating; (3) When the streaming data is in a concept
drift state, anomaly detection mechanism is used to detect
abnormal data. If it is determined to be an outlier, the instance
will be skipped directly and the classifier will not be updated
online. If it is determined that it is not an outlier, the online
ensemble method and incremental learning method are com-
bined to learn and update the classifier. The combination of
online ensemble method and incremental learning method
fully utilizes local information and global distribution infor-
mation of streaming data to train the model.

B. THE IMPLEMENTATION PROCESS OF THE ALGORITHM
1) CONCEPT DRIFT DETECTION
Based on the relationship between the correct probability and
minimum standard deviation predicted by the classifier on the
sliding window of newly arrived data instances, the concept
drift index is calculated, and the steaming data is divided
into three states: stable state, concept drift warning state, and
concept drift occurrence state.

DDM (Drift DetectionAlgorithm) is a widely used concep-
tual drift detection strategy. This algorithm was proposed by
Gama et al [28]. When the streaming data is stable, the prob-
ability of the classifier predicting correctly for newly arrived
data instances follows the Bernoulli distribution [28]. The
maximum cumulative classification accuracy Pmax denotes
the probability of the classifier’s prediction being correct.
Smin denotes the minimum standard deviation of the classifier
and Smin =

√
Pmax × (1− Pmax).Pw and Sw denotes the

prediction accuracy and standard deviation of the currently
saved sliding window respectively. Based on these values, the
current streaming data is divided into three states, as shown
in formula (1).
Pw−Ss≥Pmax − Smin, stable state
Pw−Ss<Pmax − Smin, concept drift warning
Pw−Ss<Pmax − 2Smin, concept drift occurrence state.

(1)

According to formula (1), the concept drift index I is used
to describe the degree of concept drift in the current streaming
data, and the calculation formula is shown in (2).

I = (Pw − Sw − Pmax)/Smin. (2)
I ≥ 1,Stable without classifier updates
I ← 1, Warning and online updates
I ← 2, Concepte drift occurs.

(3)

According to the different values of the concept drift index,
the steaming data is divided into three states. As shown in
formula (3), when I>=1, it is judged that the streaming data
is in a stable state and the model is not updated; When I←1,
a concept drift warning is issued and the model is updated
online. When I←2, it is determined that the steaming data
has undergone concept drift, abnormal points are detected,
and the model is updated online.

2) ABNORMAL POINT DETECTION
The streaming data often contain noise. If noise is not
effectively distinguished and each newly arrived instance is
processed using the same method, the classification deci-
sion boundary is easily damaged by noise (outliers). Here,
an anomaly detection mechanism is used to detect data
instances. If it is determined to be an outlier, the instance
will be skipped directly and the classifier will not be updated
online. If it is determined that it is not an outlier, the classifier
is updated online. The anomaly detection mechanism can
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avoid excessive influence of decision boundaries by outliers,
thereby improving the overall noise resistance of the model.

The anomaly detection method is to save N latest classi-
fication models. During anomaly detection, N classifiers are
used to predict the input values, obtain the predicted values ŷt
corresponding to N models, and calculate the corresponding
mean value and variance value.

0.5 ∈ [ŷt mean − 3ŷt std, ŷt mean + 3ŷt std], (4)

where ŷt mean denotes the mean of the predicted values of N
classifiers, ŷt std denotes the variance value of N classifier
predictions.

If formula (4) holds, it is considered that the current
instance is not far from the classification decision boundary,
and it is judged that it is not an outlier. Otherwise, it is con-
sidered that the current instance is far from the classification
decision boundary, and it is judged as an outlier.

3) ONLINE ENSEMBLE METHOD
In the online ensemble process, on the one hand, a random
subspace ensemble method is used to construct a base classi-
fier by randomly selecting several subspaces from the original
feature space. Multiple base learners are integrated to obtain
the final result, increasing the diversity of classifiers and
improving computational efficiency. On the one hand, local
predictions are made through online ensemble strategies, and
theweights of the base learners are updated tomake the online
ensemble model adapt to rapid changes in streaming data and
improve learning efficiency.

Randomly sized feature subspaces can enhance the diver-
sity of classifiers and improve ensemble learning perfor-
mance. At the same time, it can reduce the impact of noise,
making themodel adapt faster to local concept drift subspaces
that only affect certain features. The calculation of the num-
ber of features r is shown in formula (5).

r = µ× f +
(1− µ)× f × N (0, 1)

2
, (5)

where µ ∈ [0, 1], f denotes the total number of features.
In streaming data learning problems, weight updating

need to be completed online, meaning that the algorithm
should adjust the model weight based on each round of data
feedback. Here, the multiplicative weight update (MWU)
algorithm is used for adaptive weight adjustment, as shown
in formula (6). The weights of each model are adjusted in
each round. If the model performs well on the current data
(i.e. the predicted loss is small), the weight will be increased
on the original basis. Otherwise, it will decrease. Ultimately,
all weights will be normalized to the K models, making them
legal probability distributions.

ωk
t+1 =

ωk
t exp(−ηℓ(Tk (xt ), yt ))∑K

k=1 ωk
t exp(−ηℓ(Tk (xt ), yt ))

, (6)

where xt denotes the input value at time t , Tk (xt ) denotes
the predicted value of xt , yt denotes the actual value of xt ,
k denotes the number of classifiers, ℓ(Tk (xt ), yt ) denotes the

loss value, η denotes the step size of the adaptive weight
adjustment algorithm.

4) LEARNING METHOD COMBINING ONLINE ENSEMBLE
AND INCREMENTAL LEARNING
After concept drift occurs in streaming data, the predictive
performance of most historical base learners in online ensem-
ble learning will remain low in a relatively short period of
time, and the corresponding weights of the base learners
will experience an exponential decline. The online ensemble
learning model cannot cover the distribution information of
the entire streaming data, resulting in poor robustness of the
base learners.

Therefore, after concept drift occurs, this paper adopts a
learning method that combines online ensemble learning and
incremental learning. By using online ensemble learning to
locally predict new samples, the model responds promptly
to concept drift. Meanwhile, incremental learning is used for
global prediction. By utilizing an appropriate amount of key
samples within the historical data block and newly arrived
samples within the data block, key historical information
and information on the latest data distribution are extracted
separately to update the incremental learner and quickly adapt
to concept drift. Combining the online ensemble learning and
incremental learning mentioned above, a total testing model
is formed, and the samples to be tested are weighted for
voting, as shown in formula (7).

y =
∑k

i=1
wi · hi(x)+ λ · hs(x), (7)

where hi(x) denotes an ensemble classifier, hs(x) denotes
incremental classifier, λ denotes weight coefficient.

C. PSEUDO-CODE FOR THE PROPOSED ALGORITHM
The algorithm description of SCHCDOE is shown in
Algorithm 1.

IV. EXPERIMENT
In order to verify the effectiveness of the proposed algorithm,
two different types of concept drift datasets, namely synthetic
and real datasets for experiments shown in Table 1, are used
to conduct experiments. The experimental results will be
analyzed and explained from different evaluation indicators.

A. EXPERIMENTAL DATA
1) SYNTHESIZED DATASET
The synthesized dataset mainly includes the following five
types of datasets.

(1)SEAs, SEAG and SEAm dataset. They are a set of
streaming data generated using the SEA [11] generator.
By changing the threshold, concept drift is simulated. The
dataset contains three attributes, of which only two are
related. Each dataset contains 20000 instances and adds 5%
noise. In addition, all three datasets contain two concept
drifts. Among them, the SEAs dataset contains two mutation
type concept drifts, the SEAG dataset contains two gradual
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Algorithm 1 SCHCDOE Algorithm
Input:

SD: Streaming data D
Output:

Accuracy, Precision, Recall, and F1-Score
Process:

1. Step 1. The training set is learned to form multiple
classifiers.

2. Step 2. for x in SD.
3. Step 3. The concept drift index I is calculated according

to the formula (1)-(2).
4. Step 4. if I ≧ 1, the classifier does not update, goto

Step2.
5. Step 5. end if
6. Step 6. if I←1, feature selection is performed accord-

ing to formula (5), online learning and ensemble learning
are performed according to formulas (6), and the classifier
is updated.

7. Step 7. end if
8. Step 8. if I←2, determine if x is an outlier according

to formulas (4).
9. Step 9. if x is an outlier, remove it and goto step 2.
10. Step 10. end if
11. Step 11. if x is not an outlier, perform online ensemble

and incremental learning according to formulas (7).
12. Step 12. Accuracy, Precision, Recall, and F1-Score

are calculated according to formula (8)-(11).
13. Step 13. end if
14. Step 14. end if
15. Step 15. end for

TABLE 1. The experimental datasets.

conceptual drifts, the SEAm dataset contains one mutation
type concept drift and one gradient type concept drift.

(2)Mixed paper dataset. Including mutation class and gra-
dient class concept drift, four features, and 20000 instances
and adds 5% noise.

(3)Rotating Hyperplane dataset [29]. Including the
characteristic of conceptual gradient, the hyperplane in
d-dimensional space continuously changes in position and
direction, with d = 10, two categories, 100 000 instances
and adds 5% noise.

2) REAL DATASET
The real dataset mainly includes the following two types of
datasets.

(1)electricity dataset. Including six attributes and 45312
instances. It is a real-world dataset widely used in stream-
ing data learning. This dataset is part of the data from
the New South Wales electricity market in Australia
from 1995 to 1998. As electricity prices in that area not fixed
but vary based on supply and demand, the goal is to predict
daily changes in electricity prices.

(2)Weather dataset. Including 18159 instances and
8 related attributes. The content of the data is weather infor-
mation collected in Bellevue, Nebraska from 1949 to 1999,
with the aim of predicting whether it will rain on a given date.

To solve overfitting problems, two methods are used in this
paper. One is K-fold cross validation, the other one is adding
noise to dataset.

(1)K-fold cross validation is used to solve overfitting prob-
lems.

The dataset is divided into k subsets, one subset is selected
as the validation set each time, and the remaining k-1 sub-
set is used as the training set. K cross validation tests are
repeated, and the final performance indicator is obtained by
averaging of the k validation results.Multiple cross validation
can reduce the impact of randomness on model performance,
making the evaluation results more reliable and stable. The
use of k-fold cross validation can effectively reduce the risk
of overfitting training data in the model, while also improving
the model’s generalization ability and robustness, thereby
achieving better performance and predictive ability.

(2)Adding noise to dataset is used to solve overfitting
problems.

Adding noise to the input dataset can stabilize the model
without affecting data quality and privacy, while adding noise
to the output can make the data more diverse. Noise addition
should be carried out within a certain range to avoid incorrect
data or significant differences.

B. EXPERIMENTAL SETUP
The experimental platform is Windows 10, with Intel i7-
2.5GHz CPU and 32GB memory. All classification algo-
rithms are implemented based on Python language.

The parameter values of the algorithm SCHCDOE pro-
posed in the paper are shown in Table 2.

C. EVALUATING INDICATOR
In order to evaluate the performance of the proposed
algorithm, Accuracy, Precision, Recall, F1-Score, AUC
value and Robustness are selected as evaluation criteria for
algorithm comparison. The higher the values, the better the
performance of the algorithm.

The evaluation indicators of the data are based on the
confusion matrix shown in Table 3. The descriptions of TP,
TN, FN, and FP are as follows:
•True positive example (TP): Predicted as a positive sam-

ple, in fact, it is also a positive sample.
•True negative example (TN): Predicted as a negative

example sample, but actually also a negative example sample.
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TABLE 2. The parameter values of the proposed algorithm.

TABLE 3. Confusion matrix.

•False Negative Example (FN): Predicted as a negative
sample, but actually a positive sample.
•False positive sample (FP): Predicted as a positive sample,

but actually a negative sample.
Accuracy, Precision, Recall, F1-Score, ROC curve, AUC

value and Robustness are defined as follow:
(1)Accuracy: Reflect the classifier’s ability to judge the

entire sample, and determine positive as positive and negative
as negative. The accuracy calculation formula is shown in (8):

Accuracy =
TN + TP

TP+ TN + FN + FP
(8)

(2)Precision: It refers to how many samples predicted to
be true are indeed true. The calculation method is shown in
Formula(9):

Pr ecision =
TP

TP+ FP
(9)

(3)Recall: It represents the proportion of predicted posi-
tive samples in the actual positive samples. The calculation
method is shown in formula(10):

Recall =
TP

TP+ FN
(10)

(4)F1-Score: It represents the harmonic average of accu-
racy and recall, which is closer to the smaller value of
accuracy and recall. The calculation method is shown in
formula(11):

F1Score = 2 ∗
Recall ∗ Pr ecision
Recall + Pr ecision

(11)

(5)TPR (True Positive Rate): It represents the proportion
of actual positive instances to all positive instances in the

positive instances predicted by the classifier. The calculation
method is shown in formula(12):

TPR =
TP

TP+ FN
(12)

(6)FPR(False Positive Rate): It represents the proportion
of actual negative instances to all negative instances in the
positive class predicted by the classifier. The calculation
method is shown in formula(13):

FPR =
FP

TN + FP
(13)

(7)ROC curve: The ROC curve is plotted by TPR and FPR,
where TPR is the y-axis and FPR is the x-axis.

(8)AUC value: The AUC value is the area covered by the
ROC curve. Obviously, the larger the AUC, the better the
classifier’s classification performance.

(9)Robustness: Robustness is an effective evaluation indi-
cator for the stability performance of a model, and it also
reflects the generalization performance of the model. Here
the robustness of different algorithms are analyzed in terms
of average accuracy,and the robustness of algorithm A on
different datasets is defined as:

RA(D) =
AccuracyA(D)

mina Accuracya(D)
, (14)

where AccuracyA(D) denotes the average accuracy of
algorithm A on dataset D, Accuracya(D) denotes the mini-
mum average accuracy value among all algorithms on dataset
D. The overall robustness value of an algorithm is the sum of
its robustness values on all datasets. Assuming there are n
datasets, specifically defined as:

RA =
n∑
i=1

RA(Di). (15)

D. COMPARATIVE MODEL
There are three classic algorithms to compare with the
algorithm proposed in this paper.

(1)SEA [11]: It is a traditional streaming ensemble clas-
sification algorithm. This algorithm classifies all data and
establishes a single decision tree on all data, requiring approx-
imately constant memory and quickly adjusting based on
concept drift.

(2)AC_OE [30]: It is an adaptive classification method
for concept drift based on online ensemble. Local predic-
tion of streaming data is performed through online ensemble
learning to dynamically adjust the weights of learners. The
global distribution information of streaming data is per-
formed through incremental learning strategy.

(3)KSHPR [31]: It is an online ensemble adaptive
algorithm. Using a strategy combining non parametric testing
and sliding window for concept drift detection, an ensem-
ble learning model of four base learners is established, and
weights are dynamically assigned based on the prediction
accuracy of the base learners.
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TABLE 4. Comparison of experimental results.

FIGURE 2. ROC curves and AUC values on SEAs dataset.

FIGURE 3. ROC curves and AUC values on SEAG dataset.

E. EXPERIMENTAL RESULTS AND ANALYSIS
1) COMPARATIVE EXPERIMENTS WITH OTHER ALGORITHMS
On synthesized datasets and real datasets, the algorithm
SCHCDOE proposed in this paper is compared with SEA,

FIGURE 4. ROC curves and AUC values on SEAm dataset.

FIGURE 5. ROC curves and AUC values on Mixed paper dataset.

AC_OE and KSHPR. The experimental results are shown in
Table 4 and the results show that our algorithm SCHCDOE
has overall improved in terms of Accuracy, Precision, Recall,
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FIGURE 6. ROC curves and AUC values on Hyperplane dataset.

FIGURE 7. ROC curves and AUC values on electricity dataset.

FIGURE 8. ROC curves and AUC values on Weather datase.

and F1 Score. It indicates that SCHCDOE can effectively
handle various types of concept drift.

All ROC curves and AUC values are the result of random-
ized experiments, and the detailed ROC curves are shown
from Figure 2 and Figure 8, the results show that the AUC
value of our algorithm is higher than other algorithms.

This is because SCHCDOE can effectively detect con-
cept drift. When concept drift occurs, it effectively extracts
the latest data distribution information after concept drift,
fully leveraging the role of a classifier, enabling the model
to quickly converge, and effectively improving the overall
performance of the model.

Compared with SEA, SCHCDOE reduces the impact of
concept drift by detecting concept drift, using various mech-

anisms such as outlier detection, online ensemble learning,
and incremental learning, effectively improving classifica-
tion performance after concept drift occurs. Compared with
AC_OE, SCHCDOE divides streaming data into three states:
stable state, concept drift warning state, and concept drift
occurrence state. The use of outlier detection mechanism
can avoid excessive influence of decision boundaries by
outliers, thereby improving the overall noise resistance of
the model. Compared with KSHPR, SCHCDOE combines
online ensemble learning and incremental learning methods
for learning, fully utilizing local information and global dis-
tribution information of streaming data to train the model,
enabling the learning model to respond quickly to concept
drift while improving convergence and robustness.

2) ABLATION EXPERIMENT
Ablation experiments are conducted to verify the effec-
tiveness of the concept drift detection (CDD), anomaly
detection (AD), and random subspace method (RSM) intro-
duced by SCHCDOE. In the ablation experiment, three
algorithms SCHCDOE_del_CDD, SCHCDOE_del_AD and
SCHCDOE_del_RSM are obtained by omitting the corre-
sponding modules from SCHCDOE, and their performance
are compared by experiment.

The specific functions of the three algorithms for ablation
experiments are as follows:

SCHCDOE_del_CDD: All data is not subjected to con-
cept drift detection, and is directly integrated through online
learning to form a classifier.

SCHCDOE_del_AD: When the streaming data is in a
concept drift state, anomaly detection is not performed on the
data, and online ensemble learning and incremental learning
methods are directly used for learning.

SCHCDOE_del_RSM: Anomaly detection is performed
on streaming data, but in the online integration process, all
features of the streaming data are integrated and random
subspace integration methods are not used.

Table 5 shows the experimental results of the abla-
tion experiment after removing the concept drift detection
(CDD) module. After removing the CDD mechanism, the
SCHCDOE_del_CDD algorithm performs poorly in online
learning, resulting in a significant overall performance loss
for the classifier. This is because SCHCDOE_del_CDD does
not perform concept drift detection on all data and integrates
it directly through online learning to establish a classifier.
After concept drift occurs, the learning model trained from
historical data is difficult to adapt to the new data after
distribution changes. This further validates that concept drift
can lead to the failure or decrease in accuracy of the pre-
diction model, and concept drift detection is particularly
important.

Table 6 shows the experimental results of the ablation
experiment after removing the anomaly detection (AD) mod-
ule. After removing the AD mechanism, the performance
of the SCHCDOE_del_AD algorithm in online learning is
not very good. This is because SCHCDOE_del_AD does not
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TABLE 5. Comparison of experimental results.

TABLE 6. Comparison of experimental results.

TABLE 7. Comparison of experimental results.

perform anomaly detection on the streaming data when it is
in a concept drift state, and directly uses online ensemble
methods and incremental learningmethods for learning. After
concept drift occurs, there is often noise in the streaming
data. If the noise is not effectively distinguished, but rather
every newly arrived instance is treated the same and updated,
the classification decision boundary is easily damaged by

noise (outliers). This indicates that the anomaly detection
mechanism can avoid the influence of too many outliers on
the decision boundary, thereby improving the overall noise
resistance of the model.

Table 7 shows the experimental results of the abla-
tion experiment after deleting the random subspace method
(RSM) module, where the time column represents the
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learning time. Figure 9 shows the comparison between the
two algorithms in terms of learning time.

FIGURE 9. Comparison chart of learning time.

From Table 7 and Figure 9, it can be seen that after
removing the RSM mechanism, although the online learning
performance of the SCHCDOE_del_RSM algorithm has little
improvement, the learning time has a significant increase.
This is because SCHCDOE_del_RSM adopts online ensem-
ble learning for all data when the streaming data is in a
concept drift state, which increases training time.

However, in the process of online ensemble learning, the
proposed SCHCDOE adopts a random subspace ensemble
method, which randomly selects several subspaces from the
original feature space to construct a base classifier, main-
taining higher system diversity, increasing classifier diversity,
and improving computational efficiency. Simultaneously it
reduces the impact of noise to make the model adapt faster to
local concept drift subspaces that only affect certain features.

On the other hand, SCHCDOE utilizes online ensem-
ble learning strategies for local prediction and updates the
weights of the base learners to adapt the online ensem-
ble model to rapid changes in streaming data and improve
learning efficiency. This mechanism improves learning effi-
ciency while maintaining learning accuracy. From Table 7,
it can be seen that on some datasets, such as Mixed
paper, the accuracy of SCHCDOE is slightly improved com-
pared to SCHCDOE_del_RSM, while greatly shortening the
time. On other datasets, although the accuracy of SCHC-
DOE decreased slightly compared to SCHCDOE_del_RSM,
it greatly shorten time and improves learning efficiency.

3) ROBUSTNESS ANALYSIS OF THE MODEL
Robustness is an important indicator of algorithm stability,
and a larger value indicates that the model is more stable.
Figure 10 shows the robustness of different algorithms on
different datasets. The different heights of small rectangles
represent the robustness values of the algorithm on different
datasets. The values above each column represent the sum of
the robustness values of the algorithm on all datasets, which
is the overall robustness of the algorithm.

It can be seen that on most datasets, the robustness of
the algorithm SCHCDOE proposed in this paper is supe-

FIGURE 10. Robustness comparison of different algorithms.

rior to the other three algorithms, and the overall robustness
has achieved the optimal value. There are two reasons: (1)
SCHCDOE uses an ensemble learning framework to combine
multiple weak classifiers, improving the overall generaliza-
tion performance of the model. (2) SCHCDOE uses feature
selection algorithms to achieve dimensionality reduction,
effectively reducing the risk of overfitting the training data,
improving the generalization ability and robustness of the
model.

V. CONCLUSION
To address the issue of online learning models not being able
to respond in a timely manner to changes in distribution after
concept drift occurs in streaming data, this paper proposes
a streaming data reliability learning model SCHCDOE. The
concept drift index is calculated based on the newly arrived
data instance, and the streaming data is divided into three
states: stable state, concept drift warning state and concept
drift occurrence state.When the streaming data is in a concept
drift state, anomaly detection mechanism is used to elimi-
nate abnormal data, online ensemble method and incremental
learning method are combined for learning. Local informa-
tion and global distribution information of the streaming data
are fully utilized to train the model, so that the learning
model can respond quickly after concept drift occurs while
improving the robustness.

In the future, further optimization of the algorithm will be
considered to expand its applicability while further reducing
time costs.
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