
Received 6 September 2023, accepted 19 October 2023, date of publication 23 October 2023, date of current version 2 November 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3327091

A Fall Risk Assessment Model for
Community-Dwelling Elderly Individuals
Based on Gait Parameters
KE ZHANG 1, WENBO LIU1, JINGSHA ZHANG2,3, ZENGYONG LI2,3, AND JIZHONG LIU1
1Nanchang City Key Laboratory of Integrated Medical and Industrial Technology, Nanchang University, Nanchang 330038, China
2Beijing Key Laboratory of Rehabilitation Technical Aids for Old-Age Disability, National Research Center for Rehabilitation Technical Aids, Beijing 100176,
China
3Key Laboratory of Neuro-Functional Information and Rehabilitation Engineering of the Ministry of Civil Affairs, Beijing 100176, China

Corresponding authors: Jingsha Zhang (zhangjingsha105@163.com), Zengyong Li (lizengyong@mca.gov.cn), and Jizhong Liu
(liujizhong@ncu.edu.cn)

This work was supported in part by the Fundamental Research Funds for Central Public Welfare Research Institutes of China under Grant
118009001000160001, in part by the Special Research Project on High Quality Development of Innovation and Entrepreneurship
Education of the Chinese Society of Higher Education under Grant 21CXD01, and in part by the Key Research and Development Program
of Jiangxi Province under Grant 20202BBGL73057.

This work involved human subjects or animals in its research. Approval of all ethical and experimental procedures and protocols was
granted by the Ethics Committee of Beijing Daxing District Integrated Chinese and Western Medicine Hospital.

ABSTRACT Assessing fall risk accurately is vital for the older adult population. However, existing fall
risk assessments mainly depend on scales, which are inconvenient, subjective, and imprecise. The aim of
this study was to explore a machine learning model based on gait parameters to evaluate the risk of falls in
older adults living in the community over a one-year period. A total of 46 elderly subjects were recruited in
this study. Information on demographics, disease history, and fall history was collected via questionnaire.
Moreover, this study used a gait analysis system based on inertial measurement unit and Azure Kinect
to acquire the spatiotemporal parameters of the subjects’ gait. Based on the above data, various machine
learning models, including k-nearest neighbor, support vector machine, gradient boosting decision tree, and
voting classifier, were built to estimate the fall risk level of elderly individuals. K-nearest neighbor performed
best among all the models with an accuracy of 0.80 on the individual test set, an F1 score of 0.67, and an area
under the receiver operating characteristic curve of 0.83. Gait frequency was found to be the most significant
feature associated with fall risk, followed by body mass index and gait cycle variability. The findings suggest
that the k-nearest neighbor model can provide a quantitative and objective evaluation of fall risk for older
adults living in the community and that the evaluation is more accurate when both gait parameters and disease
history are taken into account.

INDEX TERMS Fall risk, machine learning, gait analysis, risk assessment.

I. INTRODUCTION
Falls are one of the leading causes of injury and injury-related
mortality among older adults living in a community [1], [2].
Annually, between 28% and 35% of community-dwelling
older adults experience falls, and this percentage escalates
with age [3]. Falls can entail many negative consequences,
including serious injury, decreased mobility, and loss of
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independence; they can also induce anxiety, depression, fear
of falling, and other negative emotions in older adults [4], [5],
[6]. As society ages, falls in older adults are likely to exert
more pressure on the health care system [7], [8].
Accurate fall risk assessment is essential to prevent the

adverse consequences of falls in older adults. There have been
numerous research reports on fall risk factors and fall risk
assessments, and several fall risk assessment models have
been developed. Clinical fall risk assessment for older adults
typically comprises questionnaires or functional assessments
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of posture and gait, such as the St. Thomas’s Risk Assessment
Tool, theMorse Fall Scale, and the Timed Up and Go Test [9],
[10], [11], [12]. However, these methods have low sensitiv-
ity and specificity because falls are caused by multiple and
complex factors [13], [14]. Furthermore, these methods are
subjective and their applicability is often limited to a specific
setting or population [14], [15]. It has been argued that no
single fall risk assessment tool is significantly superior and
none can accurately determine falls with high efficiency and
confidence [16], [17].

Recently, researchers have used machine learning tech-
niques to build fall risk assessment models with the help
of big data and artificial intelligence technologies [18].
Mishra et al. [19] predicted 6-month fall risk in 92 older adults
using geriatric assessments, GAITRite® measurements, and
fall history. They found that the Support Vector Machine
(SVM)model had the best performance, with anAUCof 0.80,
sensitivity of 0.82, specificity of 0.72, and accuracy of 0.75.
Hsu et al. [20] developed an eXtreme gradient boostingmodel
to predict in-hospital falls, analyzing data from 639 partici-
pants. They reported that the model achieved an accuracy of
0.72 and an AUC of 0.70. Thapa et al. [21] used electronic
health records (EHRs) from 2,785 patients in a proprietary
database to predict 3-month fall risk among nursing home
residents. The eXtreme gradient boostingmodel exhibited the
highest performance, with an AUC of 0.846, specificity of
0.848, and sensitivity of 0.706. The above study constructed
a fall risk assessment model for older adults using different
predictors, such as demographic statistical characteristics,
fall history, gait characteristics, and other information from
EHRs. However, gait parameters were not included as predic-
tors in most fall risk assessment studies for older adults. Only
a few studies could obtain gait parameters and input them into
the machine learning models. Moreover, some of the studies
that included gait parameters only considered gait parameters
as a risk factor [22], [23], [24].
Many factors increase the risk of falls in older adults, and

the more risk factors present, the higher the fall risk [7].
Clinically, risk factors for falls can be classified as exter-
nal and internal factors [25], [26]. External factors include
slippery floors, uncomfortable shoes, poor lighting, etc. Inter-
nal factors are those risk factors associated with age-related
changes and health that can affect systems related to balance
and mobility. Internal factors include history of falls, gait and
balance disorders, visual impairment, medication, chronic
health conditions, etc. In addition, vestibular dysfunction is
also considered a major intrinsic health risk that can lead to
dizziness and imbalance in the elderly [27], [28]. Gait and
balance impairment is a strong predictor of falls [29], as aging
affects postural control and coordination. These changes are
reflected in gait parameters, such as gait speed and stride
length, which decrease with age [30], [31].
In recent decades, gait analysis techniques based on wear-

able sensors and vision-based sensors have been widely
explored [32]. These sensors are portable, small, inexpensive,

and most importantly, they have no special requirements for
the experimental environment and can be applied in commu-
nities inhabited by elderly people. The acquisition of gait data
in this studywas based on an inertial measurement unit (IMU)
and Azure Kinect, and we developed signal processing algo-
rithms and feature extraction techniques to obtain a variety
of gait characteristics, such as gait speed, stride length, gait
cycle, and stance time.

A comprehensive fall risk assessment model should incor-
porate multiple potential risk factors and identify interactions
between these risk factors, which may perform better in
predicting fall risk in community-dwelling older adults. For
these reasons, this study develops machine learning models
to assess the fall risk of community-dwelling older adults by
consideringmultiple risk factors including personal statistical
characteristics, disease history, and gait parameters. We con-
structed several supervised learning algorithms, including
k-nearest neighbor (KNN), SVM, and gradient boosting
decision tree (GBDT). Their performance was compared to
identify elderly fall risk assessment models with high sensi-
tivity and specificity. In addition, the study was further based
on feature ablation experiments to explore how changes in
input features affect model performance, which is one of
the key designs of this study. Finally, this study utilizes the
SHapley Additive exPlanations (SHAP) [33] to analyze the
model and the specific predictions made by the model.

The rest of this paper is organized as follows: In Section II,
we describe the subjects, data collection and preprocessing
in detail, as well as introduce the machine learning mod-
els and evaluation metrics. Section III reports the results of
the models and SHAP analysis. Following that, Section IV
discusses and interprets the results, and compares this study
with existing literature. Finally, the conclusion summarizes
the major findings and contributions of this paper.

II. MATERIALS AND METHODS
A. STUDY DESIGN AND PARTICIPANTS
Participants were recruited for this study from among
community-dwelling older adults who met the following
inclusion criteria: age ≥ 60 years; living in the community;
able to walk independently; no severe cognitive impairment;
and verbal communication skills. When participants were
enrolled, they were asked about their demographics, medical
history, fall history, and other information through question-
naires. At the same time, we acquired each participant’s gait
data using a gait analysis system based on an IMU and
AzureKinect. The IMU (AHR626, Jobrey Technology,Wuxi,
China) was attached to both ankles of the participants using
Velcro, the Azure Kinect was placed at a height of 1 metre
above the ground, as shown in FIGURE 1. Considering the
limitation of the Azure Kinect detection distance, participants
started at 0.8 metres from the device and walked along a
straight line at a normal speed to the 5-metre line wearing
their usual footwear during the test. When the gait data
were collected, all participants waited quietly at the starting
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FIGURE 1. Gait analysis system. (A) IMU wearing position; (B) Azure
Kinect; (C) Gait data acquisition process.

point for 3 seconds while the experimenter started the data
collection and gave the participant a ‘‘start’’ signal to begin
walking at their normal speed. When participants walked to
the 5-metre finish line, they waited in place for 3 seconds,
and then the experimenter ended the data collection. The IMU
recorded the data at a sampling rate of 100 Hz, and the Azure
Kinect acquired each participant’s 3D skeletal information
at 30 Hz.

Participants were divided into two groups based on their
self-reported fall history within the year prior to data col-
lection: high risk (at least one fall) and low risk (no falls).
All participants signed a written informed consent from prior
to the start of the study. All methods adhered to the ethical
standards of the Declaration of Helsinki, and approved by
the Ethics Committee of Beijing Daxing District Integrated
Chinese and Western Medicine Hospital.

B. EXTRACTION OF SPATIOTEMPORAL GAIT PARAMETERS
Gait spatiotemporal parameters are effective indicators for
assessing fall risk. Many studies have been conducted using
gait analysis to obtain these parameters, which were used
as input features for the machine learning model in this
study. In this study, gait data of elderly people were collected
based on an IMU and Azure Kinect, and the spatiotempo-
ral parameters of gait were extracted and analyzed. First,
to avoid the interference of noise and anomalies in the col-
lected IMU data on the detection of gait critical points, the
Y-axis angular velocity values were filtered using a mean
filter. Then, a thresholding method was used to perform gait
event detection [34], [35], [36]. The gait events that were
identified are heel-strike (HS), toe-off (TO), and mid-swing
(MID). Mid-swing is the point of maximum Y-axis angular
velocity within a gait cycle. HS is the local minimum of
Y-axis angular velocity after the swing phase. Y-axis angular

FIGURE 2. Gait event detection results. (MID: mid-swing; TO: toe-off; HS:
heel-strike.)

FIGURE 3. Azure Kinect Body Tracking Joints. (The skeleton consists of
32 joints, which are shown in spherical form.)

velocity reaches a local minimum when the toe leaves the
ground, and then a maximum during the swing phase. TO is
the local minimum point before the maximum (FIGURE 2).
The gait time parameter can be calculated based on the
detected critical points. Taking HS as the starting point of a
gait cycle, then the gait cycle T is:

T (n) = HS (n+ 1) − HS (n) (1)

The swing phase is:

SP (n) =
HS (n+ 1) − TO (n)

T (n)
(2)

Combining the gait time parameters of the right and left feet,
the double support phase can be calculated, as follows.

Initial double support period:

IDSP (n) = TOleft (n) − HSright (n) (3)

Final double support period:

FDSP (n) = TOright (n+ 1) − HSleft (n) (4)

Double support phase:

DSP (n) =
IDSP (n) +FDSP (n)

T (n)
(5)

VOLUME 11, 2023 120859



K. Zhang et al.: Fall Risk Assessment Model for Community-Dwelling Elderly Individuals

TABLE 1. Inclusion characteristics.

Step frequency:

SF (n) =
60

T (n)
× 2 (6)

n is the n-th gait cycle.
The Azure Kinect can capture 32 skeletal joint feature

points of the human bodywithoutmarkers, and the 3D coordi-
nate parameters of human joints are obtained by constructing
a spatial right-angle coordinate system with the Azure Kinect
camera location as the origin (FIGURE 3). Based on this,
we developed algorithms to obtain the coordinate values of
the ankle joints under the Azure Kinect reference coordinate
system, from which the gait speed and stride length were cal-
culated as the gait spatiotemporal parameters. The algorithm
we developed is based on the Azure Kinect Sensor Software
Development Kit (SDK) and the Body Tracking SDK. This
algorithm can capture and generate human body tracking
results, and obtain the coordinate values of the body tracking
joints at each moment based on the tracking results.

The coefficient of variation (CV) of the stride length and
cycle time was used to assess the gait variability. Stride
variability and gait period variability are defined as stride_cv
and period_cv, respectively. CV is the variability of a given
gait parameter normalized to its mean value, expressed as a
percentage. The analysis excluded the first and last steps of
each participant’s walk. We provided some gait parameters of
partial subjects in the Supplementary Material.

C. INCLUSION OF FEATURES AND DATA PREPROCESSING
Based on literature and expert knowledge, previous research
reports have identified the following risk factors for falls:
being female, advanced age, gait and balance impairments,
sensory impairments (auditory and visual), cognitive impair-
ments, and chronic health conditions (such as heart disease,
diabetes, and arthritis) [7], [14], [25]. This study included
three types of characteristics: basic personal information,
disease history, and gait parameters, as shown in TABLE 1.
The dataset had an extremely unbalanced ratio of low-risk

to high-risk samples, which could affect the performance of
directly training the model. Chawla et al. [37] proposed an
intelligent oversampling technique for unbalanced datasets
called the Synthetic Minority Over-sampling Technique
(SMOTE), which can well solve the classification overfitting

problem caused by traditional oversampling techniques.
In this study, the dataset was processed using the SMOTE
algorithm to balance the samples. When inputting exper-
imental data into a machine learning model consistently,
inconsistent scaling can be an issue, which can affect the data
comparability and introduce bias into the analysis results. For
example, the feature ‘‘swing phase’’ has a value range of
about 0.3 to 0.4, while the feature ‘‘step frequency’’ has a
range of about 80 to 120. Larger values tend to carry greater
significance in machine learning models, and inputting these
two features without normalization could impact the model’s
classification performance. To avoid this problem, we used
the min-max scaling method. This method normalizes contin-
uous features by scaling their values between 0 and 1.We also
used ordinal encoding for discrete features. For example, the
feature ‘‘sex’’ was transformed into numerical values ‘‘0’’ and
‘‘1’’ to represent ‘‘male’’ and ‘‘female’’ respectively.

D. MODEL DEVELOPMENT
In this study, three types of features were used as the machine
learning model input features, and the dataset of elderly
information collected experimentally was randomly sampled
at a ratio of 8:2 to divide it into a training set and a test set.
According to the fall history, we categorized the older adult
into two groups based on their fall risk level: high risk and
low risk. A binary machine learning model was constructed
for classification. In this study, we selected various classifiers
with different advantages and operation modes to ensure a
comprehensive comparative study, including KNN, SVM,
GBDT, and a voting classifier integrated the three classifiers.

KNN is based on the distance between different eigenval-
ues for classification [38], and the basic idea is that a sample
will be classified in a category when the closest K samples in
the feature space belong to a certain class. It has advantages
such as simplicity, ease of understanding, no data assump-
tions, high accuracy, and insensitivity to outliers. SVM is a
powerful and comprehensive machine learning model whose
goal is to find the best separating hyperplane that maximizes
the margin between instances of two different classes [39].
Using kernel functions, data can be mapped to higher dimen-
sional spaces, so that the SVM can make nonlinear decisions.
GBDT is an ensemble learning, boosting algorithm that uses
CART decision trees as base classifiers. It trains each decision
tree by continuously fitting the residuals based on the results
of the previous decision tree. It reduces the residuals along
the gradient direction and thus reduces the model error [40].
It can capture the non-linear relationships between features.
It can also automatically handle feature selection and missing
value problems when using decision trees as base classifiers.
The voting classifier combines the predictions of each clas-
sifier. It uses the result with the most votes as the prediction
category.

In this study, a 5-fold cross-validation grid search was
used for the selection of hyperparameters to achieve the
best model performance, and the reported results are the
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TABLE 2. Participant characteristics.

average of five cross-validation performance measures. For
KNN, the optimized hyperparameters include the number of
neighbors (n_neighbors) and the method used to calculate
the weights for the neighboring samples (weights). In this
study, the n_neighbors parameter was selected in the range
of 3,4,5,6,7, and the weights had two choices of ‘‘uniform’’
and ‘‘distance’’. For SVM, we explored different kernels,
including linear, polynomial, and Gaussian RBF. We applied

regularization techniques to the polynomial and RBF ker-
nels, and selected the hyperparameters ‘C’ and ‘gamma’
within the range of 0.01, 0.1, 1, 10, 20, . . . , 100. For GBDT,
the hyperparameters we optimized are ‘‘n_estimators’’,
‘‘learning_rate’’, ‘‘max_depth’’, ‘‘min_samples_split’’, and
‘‘min_samples_leaf’’. The range of values for n_estimators
is 10, 20, . . . , 190, and 200. The range of values for learn-
ing_rate is 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, and 1. The values
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TABLE 3. Performance results of the fall risk assessment model on the
test set.

TABLE 4. Fall risk assessment model performance results.

for max_depth, min_samples_split, and min_samples_leaf
range from 1 to 10. We discovered that the default
GBDT performed the best. Finally, we combined the three
best-performing models to form a voting classifier to
investigate whether it improved the prediction accuracy.

The performance of each model was evaluated based on
the accuracy, sensitivity, specificity, F1 score and AUC.

E. ADDITIONAL ANALYSIS
In this section, we discuss feature ablation experiments that
modified the input features of the machine learning model
to evaluate their impact on the model performance. Two
different combinations of features were tried in this study.
First, we removed the gait parameters to explore whether the
inclusion of the gait parameter had a positive impact on the
performance of the model. Then, we removed the disease
history category as a feature category.

This study also used SHAP analysis, an interpretable arti-
ficial intelligence technique, to interpret our model. SHAP
analysis assessed the importance of features and under-
stood which predictor variables contributed to increasing or
decreasing the risk of individual predicted falls. It provided
key clinical information for targeted interventions.

The above methods and analyses were implemented
and executed based on the Python 3.9 environment and
PyCharm Community Edition 2022 software. The main
Python libraries used were ‘‘sklearn’’, ‘‘imblearn’’ and
‘‘shap’’.

III. RESULTS
A. PARTICIPANTS
In this study, data were collected from 46 community-
dwelling older adults who met the inclusion criteria, of whom

10 (21.7%) were at high risk and 36 (78.3%) were at low
risk. Nine of the 10 individuals at high risk were female.
According to an 8:2 ratio, we assigned 36 participants to the
training set and 10 participants to the independent test set.
TABLE 2 provides a detailed description of the participant
characteristics.

B. MODEL PERFORMANCE
The performance of each model on the test set is shown in
TABLE 3. Both KNN and GBDT achieved an accuracy of
0.80, higher than the 0.70 of SVM and voting classifiers, and
both KNN and GBDT were able to accurately identify more
than two-thirds of the high-risk individuals. The specificity
of KNN was 0.86, and the F1 score was 0.67, both of which
were higher than other models. The sensitivity of the DBDT
model for high-risk individuals reached 1.0, but the F-1 score
was only 0.50. The SVMperformed poorly in all aspects, with
a sensitivity of only 0.33. In addition, KNN outperformed
the constructed voting classifier in all metrics. Overall, the
KNN classifier performed best, with a sensitivity of 0.67,
specificity of 0.86, and AUC of 0.83 (FIGURE 4(A)). The
ROC curves of each model are shown in FIGURE 4(B).

C. CHARACTERISTIC ABLATION EXPERIMENT
After modifying the model input features, it was found that
either the lack of gait parameters or the history of disease
reduced the performance of the model. First, the performance
of each model decreased at different levels when the gait
parameter was missing, and the best performance was still
the KNN model. The AUC value of the KNN model with-
out the gait parameter decreased slightly compared to the
initial KNN model, which bad an AUC of 0.81. However,
the performance of the GBDT and voting classifier, which
performed well when all features are included, decreased
significantly. The KNNmodel also performed better in terms
of sensitivity and specificity when features such as disease
history were missing, with a sensitivity of 0.50, a specificity
of 0.83, and an F1 score of 0.57. Overall, we can conclude that
the inclusion of gait parameters improves the performance
of the model, and that the model performs best when both
disease history and gait parameters are included. The specific
evaluation indices of each model are shown in TABLE 4, and
the ROC curves of each model are shown in FIGURE 4(C)
and FIGURE 4(D).

D. FEATURE IMPORTANCE AND INDIVIDUAL PREDICTION
This study used SHAP analysis to interpret the model and
its predictions. FIGURE 5 shows the feature importance
interpretation of the KNN model, and the top three features
were the step frequency, BMI, and period_cv. The feature
importance shows that two of the top three features were gait
parameters, indicating that the gait parameters have a good
contribution to the predicted values of our model. In addition,
the FIGURE 5 also shows how the importance of each feature
is distributed; for example, the lower the gait frequency is, the

120862 VOLUME 11, 2023



K. Zhang et al.: Fall Risk Assessment Model for Community-Dwelling Elderly Individuals

FIGURE 4. (A) KNN receiver operating characteristic (ROC) curves. (B) ROC curves of KNN compared with other machine learning
models. (C) Comparison of ROC curves of each model when the disease history feature is missing. (D) Comparison of ROC curves
for each model when gait parameter features are missing.

higher the model SHAP value and the higher the fall risk, and
vice versa.

FIGURE 6 provides an individual interpretation of the pre-
dicted fall risk for two different older adults. FIGURE 6(A)
shows that for Participant 1, having cardiovascular disease
and higher age (77 years) increased the risk of falling,
and lower BMI (20.66) and higher step frequency (100.10)
decreased the risk of falling. FIGURE 6(B) shows that for
Participant 2, a lower step frequency (78.55) increased the
risk of falling, and a lower BMI (19.29) and the absence of
cardiovascular disease reduced the risk of falling.

IV. DISCUSSION
Fall prevention is an important aspect in the management
of group safety in older adults. Studies have shown that

the use of appropriate assessment tools to assess the risk of
falls among older adults can provide targeted prevention and
treatment, which is important for improving their quality of
life and reducing the burden of care [41], [42]. Currently,
most research is focused on three areas: fall assessment
scales, wearable devices, andmachine learning [43].Multiple
methods can be applied individually or in combination, but
the most common method is still scale assessment. In recent
years, combining wearable devices with machine learning to
build fall risk assessment models has become a hot topic of
research.

There are currently no appropriate and accurate fall risk
assessment tools for older adults in a community setting.
In this study, we extracted spatiotemporal gait parameters
of community-dwelling elderly individuals based on IMU
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FIGURE 5. KNN model feature importance.

and Azure Kinect. Subsequently, we developed a machine
learning model using these gait parameters to assess the risk
of falls among older persons within the next year. Of these
models, the KNN model had the best performance with
an accuracy of 0.80 and an AUC of 0.83. We found that
incorporating gait parameters improved model performance
when varying the input features of the models. The SHAP
analysis identified the top three important features as the
step frequency, BMI, and gait cycle variability, and provided
additional insight into the results of the model output as to
which features increase or decrease an individual’s fall risk
predictability.

In the models constructed in this study, we found a com-
mon problem that each model will have different degrees of
overfitting, performing well on the training set but mediocre
on the test set. Regardless of how we perform the hyper-
parameter transformation, the overfitting phenomenon will
not be effectively improved. Therefore, we tentatively believe
that the model overfitting is caused by the small amount of
data. However, the KNN model still performs well, with an
accuracy of 0.80, sensitivity of 0.67, and specificity of 0.86 on
the test set. The KNN algorithm is related to only a very small
number of neighboring samples in category decision-making,
rather than relying on the discriminative class domainmethod
to determine the class to which it belongs, which may be
one of the reasons for the best performance of the KNN
model [44]. Additionally, KNN does not require parameter
estimation, which means that this model does not make any
assumptions about the data. This means that the structure

of the model built using KNN is determined by the data,
which is more realistic [45]. Although SVM can handle
high-dimensional data and non-linear problems, it has high
computational complexity and is sensitive to the selection
of parameters and kernel functions. On small datasets, SVM
may overfit, resulting in poor generalization ability. GBDT is
sensitive to outliers and has a long training time. For SVM
and GBDT, when there is an imbalance of samples in the
training data, the model may have difficulty learning the
correct features and patterns. On small datasets, a voting
classifier may be influenced by the base classifiers. If there is
a large performance difference between the base classifiers or
if there are classifiers with high error rates, the voting results
may be inaccurate.

Compared to previous studies of falls in older adults in
a community, the KNN model constructed in this study
differs in its inclusion characteristics. Lockhart et al. [24]
constructed the best classification model using both linear
and nonlinear gait features, obtaining 81.6 ± 0.7% accu-
racy, 86.7 ± 0.5% sensitivity, and 80.3 ± 0.2% specificity
in a blind test. The gait features used in the study were
extracted from raw gyroscopic and acceleration data, which
are difficult to understand compared to the gait spatiotem-
poral parameters incorporated in this study, reducing the
interpretability of the model. Tunca et al. [23] argued that the
domain knowledge inherent in the established spatiotemporal
gait parameters is still valuable in helping the model to obtain
high inference accuracy. The long and short-term memory
neural network developed in the study based on a sequence
of spatiotemporal gait parameters achieved an excellent clas-
sification accuracy of 92.1% on a separate test dataset. The
two studies mentioned above only considered one category of
gait characteristics and did not consider other factors related
to falls, and increasing the incorporated features of the model
may improve the model prediction performance.

With the identification of fall risk groups, it is impor-
tant to identify important predictors from the feature set
and take preventive measures. Through SHAP analysis, this
study showed that gait frequency was the strongest predictor
of fall risk assessment, followed by BMI and gait cycle
variability. Hypertension, cataracts, and age also played an
important role in fall risk assessment. Gait time-related char-
acteristics play an important role in fall risk assessment,
and gait variability refers to the fluctuation of a character-
istic value from one step to another [46]. Both indicators
of gait variability included in this study ranked high in fea-
ture importance, especially period variability. This is in line
with the finding of Hausdorff et al. [47] that gait variability
can be effective in assessing future falls. Among other gait
temporal parameters, reduced gait speed and reduced swing
phase share are important manifestations of falls in older
persons [48]. However, the results of the analysis in this
study suggest that their importance is minimal. In addition,
we also noticed that women account for a larger propor-
tion (90%) in the high-risk falling group, and research has
shown that women are more prone to obesity [49]. Obesity
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FIGURE 6. KNN model individual prediction explanation.

implies a high BMI and disrupted overall load balance, which
further affects gait patterns. Moreover, SHAP analysis con-
siders BMI as one of the important features. Therefore, the
higher proportion of women in the high-risk group may lead
to biased research results and average model performance.
In the future, it is necessary to increase the sample size and
reduce this influence.

Through feature ablation experiments, the study found
that the accuracy of the best KNN model decreased from
0.8 to 0.7, the sensitivity decreased from 0.67 to 0.5, and
the specificity decreased from 0.86 to 0.83 when the disease
history class was removed from the incorporated features
of the model; when the gait parameters class was removed,
the accuracy, sensitivity, and specificity of the KNN model
did not change, and the AUC decreased from 0.83 to 0.81.
However, the performance of other models degraded signif-
icantly. These findings suggest that the combination of gait
parameters and disease history results in the highest predic-
tion accuracy compared to either feature alone. Moreover, the
use of disease history improves the specificity as well as the
sensitivity of the model, and the negative association between
active disease and fall risk may be due to disease affecting
systems related to balance and mobility [25].

There are several limitations in this study. First, machine
learning-based classification models are prone to instability
with small samples, and a larger dataset with more partic-
ipants could improve the model generalization. Secondly,
the dataset has highly unbalanced categories and a high rate
of female falls in the dataset, which may lead to biased
results. Third, due to the effective distance limitation of the
Azure Kinect, the gait parameters measured in this study
may not reflect the most realistic walking ability of the sub-
jects. Moreover, they may change their walking habits due
to strain during walking, which may also affect the accuracy
of the model. Fourth, we believe dividing participants into
fallers and non-fallers is a simple yet effective approach to
reflect fall risk and health status among the elderly. However,
we also recognize this approach may have some limitations.
For example, one fall occurring within a year could be an
accidental result and may not necessarily represent increased
fall risk; also, there may be different fall patterns among
fallers, such as single, recurrent or chronic falls, which may

be associated with various risk factors, consequences and
intervention needs. The future research directions will focus
on developing deep learning models with more powerful
algorithms to assess fall risk. It also involves increasing the
volume of data and incorporating more risk factors related to
falls. Additionally, we can explore the possibility of solely
using IMU to obtain gait parameters, which would allow for
the collection of data over longer distances. This study could
help develop rapid and feasible fall risk assessment tests that
can be performed with minimal risk in a community living
setting.

V. CONCLUSION
In this study, a fall risk assessment model for community-
dwelling elderly individuals was conducted. We collected the
gait data of community-dwelling elderly individuals using
a wearable IMU and Azure Kinect. We used a fall risk
assessment model based on gait parameters to assess their fall
risk. The model feature importance analysis showed that the
step frequency, BMI, and gait cycle variability were the most
important evaluation metrics. The model performance was
optimal when the model incorporated both gait parameters
and disease history characteristics. Additionally, the SHAP
analysis provided predictive interpretation that helped us
suggest targeted interventions for older adults.
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