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ABSTRACT The Battery Management System plays a critical role in ensuring the longevity, safety, and
optimal performance of batteries by performing state of charge and health estimation, thermal management,
cell balancing, and charge control. Thermal management is a crucial component that is responsible for tem-
perature monitoring and control, managing heat generation and dissipation, preventing thermal runaway, and
optimizing battery performance. This paper includes several original contributions. (1) A four-state lumped
thermal model is introduced to model the core and surface temperatures of the battery. (2) Accordingly,
various characterization tests were conducted on a lithium-ion Prismatic battery to log the thermal behavior
of the battery. The third-order Equivalent Circuit Model is used to calculate the generated heat inside the
cell using the measured physical parameters such as voltage, and current. (3) Machine learning methods like
Particle Swarm Optimization and Genetic Algorithm are used and compared to determine the parameters
of the thermal model. (4) A novel, reliable 3rd order Smooth Variable Structure Filter is suggested in this
work and evaluated against the Extended Kalman Filter, SVSF, and 2nd-order SVSF. The proposed strategy
demonstrated higher accuracy compared to the abovementioned filters.

INDEX TERMS Electric vehicles, Li-Ion batteries, smooth variable structure filter, state estimation, state
of temperature (SOT), thermal management.

I. INTRODUCTION
The automotive industry is undergoing a paradigm shift
from conventional, human-driven internal combustion engine
(ICE)-powered vehicles to battery electric vehicles (BEVs).
BEVs offer several advantages over their conventional
ICE-powered counterparts since they are more sustainable,
greener, cleaner, and require less maintenance. Moreover,
BEVs can be powered by renewable sources, such as solar and
wind, producing fewer greenhouse gas emissions than their
gasoline and diesel counterparts. Battery Packs represent
the most expensive component in BEVs, therefore requiring
accurate real-time monitoring and control.

A Battery Management System (BMS) is responsible
for monitoring and controlling battery cells, preventing any
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potential dangers, and ensuring their longevity. The BMS
performs key critical tasks, such as monitoring battery states,
communicating with other onboard systems, cell balancing,
and thermal management. The efficiency of the BMS is
heavily dependent on the accuracy of the battery model and
estimation strategy, as state variables, such as the State of
Charge (SOC), State of Health (SOH), State of Power (SOP),
and State of Temperature (SOT), cannot be directlymeasured.
The estimation strategy must be robust and adaptable to
changes in operating conditions, power demands, tempera-
ture, and degradation. However, measurement noise and other
factors can affect estimation accuracy in real-time [1].

Battery state estimation has been a topic of extensive
research in recent years, mainly focusing on SOC esti-
mation. This estimation can be challenging due to aging,
self-discharge, and temperature, which significantly affect
the battery performance. It is vital to measure the battery
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temperature to accurately estimate the battery SOC and SOP
and improve battery performance. Moreover, temperature
monitoring prevents unnecessary aging of the battery and
battery pack failures caused by thermal runaway. Although
temperature sensors are frequently used in battery packs,
using a sensor for each cell and different parts of the battery
is impractical and complicated. Therefore, robust temperature
estimation models can be used instead of physical sensors to
reduce the number of sensors required and the cost [2].

Several methods have been introduced in the literature for
estimating the battery temperature, including electrochemical
impedance spectroscopy (EIS), data-driven approaches, and
state-space models. EIS is a method used to link the measured
impedance of the battery with the temperature. This method
requires special BMS hardware for high- and low-frequency
measurements and is not feasible for implementation on bat-
tery packs during operation [3], [4]. Authors in [5] proposed
a method to link EIS and surface temperature to the core
temperature using a radial 1-D model at a single frequency.
Data-driven strategies leverage artificial intelligence and
machine learning algorithms to estimate the SOC and SOT
of a battery. These models, despite their accuracy, require a
high volume of training data and time [2]. State-space models
are the other standard methods that can capture the thermal
behavior of batteries with reasonable accuracy. Thermalmod-
els use thermal capacitors and resistors to model the heat
generation, heat accumulation, and heat dissipation of the bat-
tery, considering the thermal boundary conditions. Extensive
research has been conducted on the thermal modeling of bat-
teries. Thermal models can be classified into control-oriented
and design-oriented models, depending on the application.
Control-oriented models are simplifiedmodels that try to find
a balance between fidelity and computational complexity,
while design-oriented models are usually two or 3D models
that are mostly focused on fidelity and used offline. A study is
done in [6] to compare seven different control-oriented ther-
mal models named lumped-mass, thermal equivalent circuit
(TEC), improved TEC (ITEC), polynomial approximation
(PA), quadratic assumption (QA), Chebyshev-Galerkin (CG),
and finite difference model (FDM), in terms of fidelity,
elapsed time, and sensitivity of the models to the convective
heat transfer coefficient. Also, thermal models can be divided
into electro-thermal models and electrochemical thermal
models [7]. The authors of [8] proposed a control-oriented
electrothermal model for pouch cells using CG approxima-
tion. Two lumped mass submodels for the tabs and a 2-D CG
submodel for the body compose the entire model, which is
parameterized by Particle Swarm Optimization (PSO) using
different drive cycles over a wide temperature range. Also, a
3D body and post submodels for a pouch cell are used [9].
A neural network algorithm is used to find the relationship
among battery resistance, temperature, SOC, and the rate
of discharge. Authors in [10] studied the core and surface
temperatures by measuring them using embedded thermo-
couples under forced convection conditions. This research

also provides practical measures for measuring core temper-
ature. Specific heat capacity is one of the crucial parameters
of the thermal model in which a calorimeter is required to
determine it, but a method was proposed in [11] to calculate
it for different Li-ion batteries regardless of their shapes.
The thermal model of a Prismatic battery was studied by
comparing its thermophysical properties at various operating
temperatures. The obtained heat capacity and thermal con-
ductivity values were used in the lumped and 3D thermal
models. The results show that while the heat capacity can be
slightly affected by temperature changes, the thermal conduc-
tivity will remain the same for every temperature [12]. The
relationship between the battery voltage and thermal models
was studied using three sub-models: the electrochemical,
heat generation, and thermal models. The battery was tested
under isothermal and non-isothermal operating conditions to
determine the model parameters. One of the innovations of
this research is to define three different surface states instead
of one that makes the thermal model computationally more
complicated but enables BMS to have a better estimation of
the surface temperature [13].

Filters and observers are widely used methods for obtain-
ing states that are not measurable directly or are costly to
measure. Having access to an accurate model and stochas-
tic properties of the system are the basic preliminaries that
help us benefit from the advantages of the estimators and
observers. By using different estimation algorithms and mea-
surable variables such as the current and voltage, the SOT
or other states can be easily estimated [1]. Authors in [14]
proposed an adaptive Potter filter to estimate the core tem-
perature by using a lumped thermal model. This closed-loop
estimation strategy estimates the surface and core tempera-
tures even under high-current pulses and model uncertainties.
Another adaptive observer is used on the lumped thermal
model, which is derived using the recursive least-squares
method for online parameter identification. This study also
used the forgetting factor to estimate the internal resistance
and SOH of the battery [15]. A sliding mode observer is used
in [16] to estimate the disturbed temperature of a pouch cell
using a 2D thermal model. This study mainly focuses on
determining the minimum number of required sensors and
their effective locations.

Kalman filter (KF) is a powerful estimation strategy that is
used in [17] to estimate the SOT of the battery to mitigate
the model uncertainties. This study used a more accurate
heat generation model by considering the effects of changes
in entropy and overpotential on heat generation. An interval
observer is used on battery packs to estimate the SOC and the
temperature of the cells, and the difference between the pro-
posed observer and Extended Kalman Filter (EKF)in terms
of computational costs shows its superiority [18]. Moreover,
EKF is used on a novel simplified thermoelectric model,
which includes a simplified thermal model interrelated to the
electric model, to estimate the core temperature [19]. Authors
in [20] focused on sensorless temperature estimation based
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on the impedance and used EKF on an EIS- thermal com-
bined model. In addition, in this study, in order to estimate
the convection coefficient at the cell surface, a dual EKF is
introduced. Dual EKF is also used in [21] to estimate the SOC
a SOH by using the electrical model of the battery, then a
physics-based reduced-order thermal model is introduced to
estimate the core and surface temperature by just using the
ambient temperature and the generated heat. It is shown that
having an accurate battery model and updating the electrical
parameters affects the sensorless temperature estimation of
the battery over the lifetime of the battery.

Estimation strategies, particularly Kalman-based filters,
have been broadly used to estimate battery states. The Smooth
Variable Structure Filter (SVSF) is a model-based robust
filter. This filter takes advantage of an inherent switching
action to maintain the estimation error within an acceptable
region [22]. In [23], SVSF was used to estimate the SOC.
Furthermore, the SOH is obtained using the chattering signal
in six different battery models. Genetic Algorithm (GA) [24],
as an offline in addition to a Recursive Square Root (RLS)
[25] as an online parameter identification method were used,
and then SVSF was applied for the SOC estimation of the
new and aged batteries. In another study, SVSF was used
to estimate the SOC, but the main contribution in compar-
ison to other studies is that they used the weighted EKF
for parameter identification. In addition, they included SOH
estimation by estimating the maximum capacitance [26].
In [27], a new estimation strategy is applied, which is a
combination of the Interacting Multiple Model (IMM) with
SVSF and a variable boundary layer (VBL). In this study,
multiple models for different states of life were used to
estimate the SOC and internal resistance. These estimates,
along with the mode probability from the IMM outlining
the most applicable model, were used to estimate SOH and
SOP. Additionally, in this study, Coulomb counting is consid-
ered as an additional measurement to improve the estimation
accuracy. The same approach has been applied to 3rd order
Equivalent Circuit Model (ECM)to estimate the SOC at low
temperatures [28]. EKF-SVSF is a well-known approach that
uses a switching strategy between the EKF and SVSF based
on a variable boundary layer. The authors in [29] used this
filter to estimate the SOC and to demonstrate the superi-
ority of the method compared to the EKF and SVSF. The
2nd-order SVSF is another SVSF-based filter that elimi-
nates chattering problems by introducing a new filter gain.
This filter is more complicated than SVSF since it uses a
square root function [30]. Introducing a new definition for
the backward difference operator leads to a new gain that uses
more information and is more accurate than the other SVSF-
based filters. Although SVSF based filters are widely used to
estimate SOC and SOH, they have not been used in thermal
models to estimate SOT. This study introduces a new SVSF
based filter based on 3rd derivate of the error. The stability
of the proposed filter is proven using a Lyapunov function.
The new method also improves the robustness of the SVSF
based filters, while slightly increasing the computational

complexity in compared to 2nd order SVSF. The results also
indicate that the gain of the new filter can mitigate the chat-
tering effect of the SVSF, resulting in better estimation.

The remainder of this paper is organized as follows.
Section II lays the foundation for the 3rd order SVSF
algorithm and its stability proof. Section III presents the
thermal model of the battery, the experimental setup, and
parameter identification. Section IV covers the performance
of the different filters in estimating the battery temperatures
in terms of accuracy and computational complexity. Finally,
the conclusions, results, and future work are presented.

II. FILTER DEVELOPMENT
This section covers the development of a novel robust state
estimation method. Third-order SVSF is a model-based fil-
ter that satisfies the sliding conditions [30]. The proposed
filter is different from the traditional SVSF in terms of
gain and boundary layers, as it not only maintains preci-
sion and robustness but also effectively eliminates chattering
problems. Third-order SVSF benefits the accuracy of the
third-order delta definition (Sterling interpolation formula)
by using more information compared to other SVSF-based
filters. This filter is designed for nonlinear plants and can
operate without full measurements. For states without asso-
ciated measurements, Luenberger’s transformation is used to
decrease the estimation error [18].

A. PROBLEM FORMULATION
The nonlinear discrete-time system considered can be
described as

xk+1 = f (xk ,uk ,ωk ) (1)

zk = Hxk + νk (2)

where xk∈Rn and zk∈Rm are respectively the state and the
measurement vector at epoch k; f (.) is the nonlinear process
function, H is the measurement matrix. ωk and νk represent
the process andmeasurement noisewith zeromeans, and uk is
known as control vector. Systems with modeled as (1) and (2)
are assumed to be smooth with continuous partial derivatives.
Using these assumptions, the algorithm for 3rd order SVSF
is considered as follows:

1) PREDICTION STAGE
1. The a priori state estimate vector

x̂k+1|k = f (̂xk ,uk ) (3)

ẑk+1|k = Hx̂k+1|k (4)

2. The a posteriori measurement error and a priori mea-
surement error vector

ezk|k = zk − H x̂k|k (5)

ezk+1|k = zk+1 − H x̂k+1|k (6)
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2) UPDATE STAGE
3. Corrective gain

Kk+1 = H−1
[
ezk+1|k − ezk|k +

ezk−1|k−1

2

−sqrt

((
ezk−1|k−1 ◦ ezk−1|k−1

)
4

−
(
ezk|k ◦ ezk|k

)
+

(
ezk−1|k−1 ◦ ezk|k

)
+
γ 2
(
Ezk|k ◦ Ezk|k

)
2

)]
(7)

4. a posteriori estimates

x̂k+1|k+1 = x̂k+1|k + Kk+1 (8)

Remark: H−1 represents the pseudo-invers of the H matrix
where m̸=n. Also, initially it is assumed that H is full rank
meaning that all the states are measurable. Then, the correc-
tive gain for the cases without full state measurement is also
discussed.

B. THIRD-ORDER SVSF FOR CASES WITH FULL STATE
MEASUREMENT (m = n)
Definition: With new definition for backward difference
operator as below (the idea originated from the Stirling
formula [31]):

Ezk|k = ezk|k + ezk−2|k−2 − 2ezk−1|k−1 (9)

Theorem: The proposed filter with a constant coefficient
γ (0 <γ< 1 ) is stable and the state estimates will converge
to a neighborhood of the true state trajectory.
Proof: With a new Lyapunov function candidate as:

Vk =
(
ezk−1|k−1 ◦ ezk−1|k−1

)
+
(
ezk|k ◦ ezk|k

)
+
(
Ezk|k ◦ Ezk|k

)
(10)

The symbol (◦) represents the Shur product. Based on
Lyapunov’s theory, the system is stable if 1Vk+1 = Vk+1 −

Vk< 0 [2].
Equation (7) can be rearranged as below:

ezk+1|k − HKk+1 = ezk|k −
ezk−1|k−1

2

+ sqrt

((
ezk−1|k−1 ◦ ezk−1|k−1

)
4

−
(
ezk|k ◦ ezk|k

) (
ezk−1|k−1 ◦ ezk|k

)
+
γ 2
(
Ezk|k ◦ Ezk|k

)
2

)
(11)

By using (8), we have:

ezk+1|k − H (̂xk+1|k+1 − x̂k+1|k )

= ezk|k −
ezk−1|k−1

2

+ sqrt

((
ezk−1|k−1 ◦ ezk−1|k−1

)
4

−
(
ezk|k ◦ ezk|k

)
(
ezk−1|k−1 ◦ ezk|k

)
+
γ 2
(
Ezk|k ◦ Ezk|k

)
2

)
(12)

Equations (5) and (6) yields to ezk+1|k+1 − ezk+1|k =

−H (̂xk+1|k+1 − x̂k+1|k ); therefore, by rearranging (12),
we have:(

ezk+1|k+1 − ezk|k +
ezk−1|k−1

2

)
◦

(
ezk+1|k+1 − ezk|k +

ezk−1|k−1

2

)
−

(
ezk−1|k−1 ◦ ezk−1|k−1

)
4

+
(
ezk|k ◦ ezk|k

)
−

(
ezk−1|k−1 ◦ ezk|k

)
=
γ 2
(
Ezk|k ◦ Ezk|k

)
2

(13)

With 0 <γ< 1, the equality (13) turns into following
inequality:

2
(
ezk+1|k+1 − ezk|k +

ezk−1|k−1

2

)
◦

(
ezk+1|k+1 − ezk|k +

ezk−1|k−1

2

)
−

(
ezk−1|k−1 ◦ ezk−1|k−1

)
2

+ 2
(
ezk|k ◦ ezk|k

)
− 2

(
ezk−1|k−1 ◦ ezk|k

)
<
(
Ezk|k ◦ Ezk|k

)
(14)

Expanding the above inequality leads to:

2
(
ezk+1|k+1 ◦ ezk+1|k+1

)
+ 4

(
ezk|k ◦ ezk|k

)
− 4

(
ezk+1|k+1 ◦ ezk|k

)
+ 2

(
ezk+1|k+1 ◦ ezk−1|k−1

)
− 4

(
ezk−1|k−1 ◦ ezk|k

)
<
(
Ezk|k ◦ Ezk|k

)
(15)

Adding ezk−1|k−1◦ezk−1|k−1 to both sides of the inequality
and rearranging yield to following relation:(

ezk+1|k+1 ◦ ezk+1|k+1

)
+
[(
ezk+1|k+1 ◦ ezk+1|k+1

)
+
(
ezk−1|k−1 ◦ ezk−1|k−1

)
+ 4

(
ezk|k ◦ ezk|k

)
−4

(
ezk+1|k+1 ◦ ezk|k

)
+ 2

(
ezk+1|k+1 ◦ ezk−1|k−1

)
−4

(
ezk−1|k−1 ◦ ezk|k

)]
<
(
ezk−1|k−1 ◦ ezk−1|k−1

)
+
(
Ezk|k ◦ Ezk|k

)
(16)

Again, with adding ezk|k ◦ ezk|k to both sides we have:

ezk+1|k+1 ◦ ezk+1|k+1

+ ezk|k ◦ ezk|k +
(
ezk+1|k+1 + ezk−1|k−1 − 2ezk|k

)
◦
(
ezk+1|k+1 + ezk−1|k−1 − 2ezk|k

)
< ezk|k ◦ ezk|k

+ ezk−1|k−1 ◦ ezk−1|k−1 + Ezk|k ◦ Ezk|k (17)

With the definition given in (9) and (10) we arrive at the
following relation which satisfies the stability of the proposed
algorithm.

Vk+1 < Vk (18)

The proposed approach is more accurate than 2nd order
SVSF due to having access to more initial error information.
In other words, 3rd order SVSF needs an additional a pos-
teriori measurement error, in backward difference operator
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equation (9). It will be shown that this will improve the
performance of the 3rd order SVSF at a cost of slightly
increased computational cost.

C. THIRD-ORDER SVSF FOR CASES WITHOUT FULL STATE
MEASUREMENT (m ̸= n)
Full state measurement systems have measurements asso-
ciated with each state. In practical systems this condition
is uncommon and costly. Therefore, for controllable and
observable systems, the measurement matrix can be decom-
posed into two parts as:H =

[
H1 H2

]
, whichH1 is of rankm

and H2 a null matrix. The measurement vector can be written
as follows by using Luenberger’s transformation:

Txk =

[
z
yl

]
(19)

where T is a transformation matrix, z∈Rm×1 are the mea-
surements associated with the states and yl∈R

(n−m)×1 are
the artificial states. Similar to [22], predicted and updated
measurement error for the artificial vector, yl , can be written:

eyl,k|k = 8−1
12 ezk+1|k (20)

eyl,k+1|k = 8228
−1
12 ezk+1|k (21)

where eyl∈R
(n−m)×1 is the artificial measurement error vec-

tor. The gain for updating the unmeasured part of the states
can be transformed into the following relation by using (20)
and (21)

Kk+1 =

[
8228

−1
12 ezk+1|k −8−1

12 ezk+1|k +
8−1

12 ezk|k−1

2

−8−1
12 sqrt

((
ezk|k−1 ◦ ezk|k−1

)
4

−
(
ezk+1|k ◦ ezk+1|k

)
+
(
ezk|k−1 ◦ ezk+1|k

)
+
γ 2
(
Ezk+1|k ◦ Ezk+1|k

)
2

)]
(22)

Therefore, the new corrective gain can be rewritten as
follows by using (7) formeasurable states and (22) for unmea-
surable ones:

Kk+1

=



H−1


ezk+1|k − ezk|k +

ezk−1|k−1
2 −

sqrt


(
ezk−1|k−1◦ezk−1|k−1

)
4 −

(
ezk|k ◦ ezk|k

)
+

(
ezk−1|k−1 ◦ ezk|k

)
+

γ 2
(
Ezk|k ◦Ezk|k

)
2





8228

−1
12 ezk+1|k −8−1

12 ezk+1|k +
8−1

12 ezk|k−1
2 −

8−1
12 sqrt


(
ezk|k−1◦ezk|k−1

)
4 −

(
ezk+1|k ◦ ezk+1|k

)
+(

ezk|k−1 ◦ ezk+1|k

)
+

γ 2
(
Ezk+1|k ◦Ezk+1|k

)
2




(23)

Lemma: 3rd order SVSF is stable for the unmeasurable
states with the gain introduced in (22).

Proof: Gain in (22) can be rewritten by using (20) and (21)
as follows:

Kk+1=eyl,k+1|k−eyl,k|k+
eyl,k−1|k−1

2

− sqrt

((
eyl,k−1|k−1◦eyl,k−1|k−1

)
4

−
(
eyl,k|k◦eyl,k|k

)
+

(
eyl,k−1|k−1◦eyl,k|k

)
+
γ 2
(
Eyl,k|k◦Eyl,k|k

)
2

)
(24)

With Lyapunov function and backward difference opera-
tor defined as Vk=

(
eyl,k−1|k−1◦eyl,k−1|k−1

)
+
(
eyl,k|k◦eyl,k|k

)
+(

Eyl,k|k◦Eyl,k|k
)

and Eyl,k|k=eyl,k|k+eyl,k−2|k−2−2eyl,k−1|k−1

respectively, the stability proof of the 3rd order SVSF for
unmeasurable states can be repeated similar to (10)-(18) and
lead to Vk+1<Vk .

III. THERMAL MODEL

Unlike cylindrical batteries that have a uniform geometry,
Prismatic batteries’ geometry have distinct features. Their
unique configuration, coupled with their larger size enable
us to differentiate between the various parts of the battery by
considering different states for each of them. Therefore, more
complicated battery geometry leads us to move from simple
models suitable for cylindrical batteries [14] to more complex
ones [13]. Consequently, the electrochemical reactions in the
cell were neglected and the thermal behavior of the battery is
modeled by using four lumped thermal nodes interconnected
by thermal resistances and capacitances. Equation (25) repre-
sents the thermal model of the battery using four states. As is
shown in Fig. 1 three different nodes are considered on battery
as tab, housing, and bottom. The tab node is considered as the
average temperature of the positive and negative terminals.
The housing and bottom nodes represent the heat conduction
of the housing and bottom shell of the battery.

Ct
dTt
dt

=
Tf − Tt
R7

+
Tc − Tt
R4

+
Th − Tt
R5

Ch
dTh
dt

=
Tb − Th
R2

+
Tc − Th
R1

+
Tt − Th
R5

+
Tf − Th
R8

Cc
dTc
dt

= ṡr +
Tb − Tc
R3

+
Tt − Tc
R4

+
Th − Tc
R1

Cb
dTb
dt

=
Tf − Tb
R6

+
Tc − Tb
R3

+
Th − Tb
R2

(25)

Moreover, a node named as core is considered inside the
battery that due to the electrochemical reactions, is assumed
to be the source of the generated heat with zero flux at the
center. The heat generation rate, ṡr , can be considered as
follows:

ṡr = R0I2 (26)

where R0 is the internal resistor of the battery associated with
the different temperatures and SOC of the battery. A third
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FIGURE 1. A visual representation of the lumped temperature model of a
prismatic cell.

FIGURE 2. Battery setup inside the thermal chamber.

order ECM is used to model the battery and calculate the
R0. Also, Ri, i= 1, . . . , 8 represents the thermal resistors and
Ct ,Ch,Cc and Cb are the thermal capacitors for tab, housing,
core and bottom nodes of the battery. The values for thermal
resistors and capacitors can be calculated from battery char-
acterization tests. I is the battery current and Tf is the ambient
temperature which is considered as input for this model. The
thermal conductance and the heat capacity can be assumed
independent of temperature and SOC, therefore (25) can be
represented in a discrete time state space form as:

xk+1 = Axk + Buk (27)

zk = Hxk + Duk (28)

FIGURE 3. Measured temperature and generated heat for the UDDS drive
cycle.

where

xk =


Tt
Th
Tc
Tb

 (29)

u =

[
ṡr
Tf

]
(30)

Therefore, considering1T as sample time, A and B can be
considered as follows (31), as shown at the bottom of the next
page.

B =


0
0

1T
CtR7
1T
ChR8

1T
Cc
0

0
1T
CbR6

 (32)

With the tabmeasurement as the onlymeasurement, we can
consider H = [ 1 0 0 0 ] and D= 0.
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FIGURE 4. RMSE and Max error of the different models (a) using GA (b) using PSO.

A. EXPERIMENTAL SETUP
This paper studies the thermal model of the Prismatic bat-
tery LFP 280 (Lithium Iron Phosphate with a C-rate of
280Amps) [32]. To identify the thermal parameters as well
as internal resistance of the battery, a series of tests includ-
ing Open Circuit Voltage (OCV), capacity, pulse discharge,
and drive cycle tests including Highway Fuel Economy Test
(HWFET), Supplemental Federal Test Procedure (US06),
Urban Dynamometer Driving Schedule (UDDS), New Euro-
pean Driving Cycle (NEDC), and Mixed (consisting of the
UDDS, HWFET and US06 drive cycles) were designed. The

battery was cycled under different current profiles while it
was located inside a thermal chamber and was continuously
exposed to the chamber air from all six sides as can be seen
in Fig. 2. Ten thermocouples were attached to designated
points to log the ambient temperature and thermal behavior
of the battery under different tests. LabVIEW is used to log
thermocouple temperatures by using National Instruments
NI-9213 thermocouple module. Due to the safety issues and
the fact that inserting a thermocouple inside a battery might
change the electrochemical behavior of the battery, the core
temperature is not measured.

A =


1 −

1T
Ct

(
1
R4

+
1
R5

+
1
R7

)
1

CtR5
1

CtR4
0

1
ChR5
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(
1
R1

+
1
R2

+
1
R5

+
1
R8

)
1

ChR1
1
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1
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1

CcR1
1 −
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(
1
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1
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+
1
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1
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0 1
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1
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(
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+
1
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)

 (31)
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FIGURE 5. Models derived from (a) Capacity test (b) US06 drive cycle test
on pulse test.

Fig. 3 shows the logged temperature from different ther-
mocouples and their generated heat for UDDS tests. As it
was expected different parts of battery have different thermal
behavior.

B. THERMAL MODEL PARAMETRIZATION
The measured battery temperatures from experimental tests
are used to obtain the thermal model parameters. Since the
model represented in (25) has 12 parameters to be identified,
powerful methods are needed to be used. For this purpose,
GA and PSO methods have been used for different tests
to find suitable values for the parameters. In order to have
the best outcome for the parametrization, the population
size and the number of generations for GA were consid-
ered as 5000 and 50, respectively. Also, a swarm size of
5000 and a max iteration of 50 is considered for PSO. Also,
the lower and upper bound was set based on sound physi-
cal principles and relevant heat transfer mechanisms. After
parametrization, the different outcomes need to be validated.

Real test data are used to validate the different models. As it
is clear from Fig. 4, GA has better performance in com-
pared to PSO, since it could achieve less RMSE and Max
error.

Among the models with the least RMSE, model derived
from Mixed drive cycle test provides better results and
reasonable values for core temperature. Although models
derived from US06 and Capacity tests have less RMSE and
Max error, it is clear from Fig. 5 that their modeled core
temperature are not realistic; therefore, these two models
cannot be considered as valid models.

Therefore,Mixed drive cyclemodel with average RMSE of
less than 0.5 ◦C and averageMax error of less than 0.8 ◦C was
considered as a valid thermal model. Given this a priori infor-
mation, Fig. 6 shows the model’s validation by using Pulse
test and OCV test data. As it was expected core temperature
is higher than measured surface temperatures. Since a 10 ◦C
difference between core and surface temperature is recorded
for cylindrical batteries [20], 10-13 ◦C difference in Prismatic
batteries is completely realistic [13]. The parameters for this
model and the used lower and upper bound can be found in
Table 1.

TABLE 1. Thermal model parameters.

The fluctuation of the battery temperature is because of the
cooling flow that tries to keep the temperature at the desired
temperature of 25◦C , which is expected to have the least
effect on the core temperature. Based on chamber and battery
dimensions and generated heat by battery, for every 1.5 ◦C
rise in battery surface temperature, ambient temperature can
rise by 0.8 ◦C . Without the cooling flow of the thermal
chamber, the temperature would rise to higher than 55 ◦C ,
and cause safety concerns [32].

IV. SIMULATION RESULTS
The thermal model for the Prismatic battery is represented
as (25) to (32). Using the parameters from Table 1, it is
assumed that only the tab temperature is measured during
the Pulse test. The measurements from housing and bottom
will be used just as a reference to compare the filter’s per-
formance. In this section three different filters EKF [33],
SVSF [22], 2nd order SVSF [30] are compared with the
proposed 3rd order SVSF in terms of accuracy. GA is used
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FIGURE 6. Model validation derived from Mixed test on (a) Pulse test (b) OCV test.

to tune the filters as follows:

R = 567844,
Q = diag [9051555, 54621, 6180991, 70218]

P0 = eye(4) ∗ 14054

ψ =
[
0.098 83820.3 547008.9 644317.1

]
,

γ = 0.0012,1T = 1 (33)
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FIGURE 7. Filters’ performance for the (a) tab temp. estimation
(b) housing temp. estimation (c) bottom temp. estimation.

As shown in Fig. 7., 3rd order SVSF exhibits less chattering
and outperforms the other filters by providing less estimation
error and lower convergence time. Although the 2nd order
SVSF has a better tab temperature estimation, it has difficulty
estimating the other surface temperatures. Table 2 summa-
rizes the RMSE and mean RMSE of the four mentioned

TABLE 2. Rmse of the different filters considering etab,0 = 0◦C .

TABLE 3. Rmse of the different filters considering etab,0 = 2◦C .

TABLE 4. Required time to run the algorithms for pulse test.

filters. The mean RMSE of the filters proves the superiority
of the proposed filter by reducing the RMSE by 77% and
15% compared with that of EKF and SVSF, respectively. For
a better comparison and investigation of the robustness of the
proposed filter, an initial error of 2◦C is considered for the tab
temperature estimation and the performance of the filters is
compared in Table 3. This clearly indicates that the proposed
filter is more robust against model uncertainties and initial
condition errors than the aforementioned filters.

In order to compare the complexity of the proposed filter
with existing filters, ‘timeit’ operation in MATLAB is used
over 150 runs. Table 4 shows mean required time to run
different filters. Clearly, 3rdorder filter is more complex than
SVSF and 2nd order SVSF by 9% and 24%, respectively.
Since in this research just one measurement is considered,
EKF shows significant difference in terms of complexity,
but it goes without saying that with more measurements the
inversion operation will increase the complexity of the EKF.
As mentioned before, the proposed filter imposes reasonable
complexity on the processor while it improves the accuracy
substantially.

V. CONCLUSION
In conclusion, this study focused on applying filters to
estimate the core, housing, and bottom temperatures of a
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Prismatic battery by using only themeasured tab temperature.
Moreover, a new robust SVSF-based filter is introduced. This
filter is named 3rd order SVSF, as it is an extension of SVSF
and uses the third derivative of the error. The stability of the
filter is proven using a Lyapunov function. The efficiency of
the filter was compared with that of the EKF, SVSF, and 2nd
order SVSF. Moreover, the experimental part of the battery
included a new thermal model of the battery. Unlike the
simple model, the four-state model can distinguish between
the different points of the battery. The model was derived
from a mixed drive cycle test using GA. The heat generated
was calculated using the internal resistance of the battery.
Therefore, not only is the characterization test used to identify
the third-order ECM of the battery, it has also been used to
identify the thermal model of the battery.

Our aim as future work is to build an ECM and thermal
model over a wide range of temperatures and for different
SOHs. These models would enable us to develop a combined
ECM/thermal model that can be used for various BMS-
oriented projects.
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