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ABSTRACT In recent years, kernel pruning, which offers the advantages of both weight and filter pruning
methods, has been actively conducted. Although kernel pruning must be implemented as structured pruning
to obtain the actual network acceleration effect on GPUs, most existing methods are limited in that they
have been implemented as unstructured pruning. To compensate for this problem, we propose vectorized
kernel-based structured kernel pruning (V-SKP), which has a high FLOPs reduction effect with minimal
reduction in accuracy while maintaining a 4D weight structure. V-SKP treats the kernel of the convolution
layer as a vector and performs pruning by extracting the feature from each filter vector of the convolution
layer. Conventional L1/L2 norm-based pruning considers only the size of the vector and removes parameters
without considering the direction of the vector, whereas V-SKP removes the kernel by considering both
the feature of the filter vector and the size and direction of the vectorized kernel. Moreover, because the
kernel-pruned weight cannot be utilized when using the typical convolution, in this study, the kernel-pruned
weights and the input channels are matched by compressing and storing the retained kernel index in the
kernel index set during the proposed kernel pruning scheme. In addition, a kernel index convolution method
is proposed to perform convolution operations bymatching the input channels with the kernel-prunedweights
on the GPU structure. Experimental results show that V-SKP achieves a significant level of parameter
and FLOPs reduction with acceptable accuracy degradation in various networks, including ResNet-50, and
facilitates real acceleration effects on the GPUs, unlike conventional kernel pruning techniques.

INDEX TERMS Kernel pruning, convolutional neural networks, vectorized kernel, network compression.

I. INTRODUCTION
Deep convolutional neural networks (DCNNs) have afforded
significant achievements in computer vision fields, such as
image classification [1], object detection [2], [3], and seman-
tic segmentation [4], [5], and most related studies [6] have
accumulated deep hidden layers gradually to improve the
performance of DCNNs. However, as layer depth increases,
the number of parameters in the network increases, and the
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required computational costs and memory capacity/accesses
increase rapidly, rendering DCNNs impractical. Hence, the
size of heavy weights must be reduced to enable the practical
use of DCNNs in power-restricted environments, such as
mobile devices [7], [8].

In recent years, most networks are over-parameterized,
and as the size of the network increases, the proportion
of unnecessary parameters increases [9]. The network
pruning method [10], [11], which removes these unnecessary
parameters, yields the best performance compared with other
network compression methods in terms of the trade-off
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between network compression effect and accuracy. Twomain
methods of pruning exist: unstructured [12], [13], [14], [15],
[16] and structured [17], [18], [19], [20], [21], [22], [23], [24],
[25]. The criteria for classifying unstructured and structured
pruning are generally determined based on the pruning unit in
the network.Weight pruning, which is themost representative
unstructured pruning method, compresses the network by
assigning a value of zero to the weights to be removed
based on the pruning criterion. Because weight pruning is
performed in the smallest unit of the networks (i.e., weight
unit), it can be applied flexibly and is not constrained by
the network structure. However, it is difficult to accelerate
DCNNs in the graphics processing unit (GPU) environment
via weight pruning, because the weights assigned to zero
value are not removed structurally. By contrast, filter pruning,
a representative method of structured pruning, selects a filter
to be removed based on a pruning criterion and structurally
removes the filter from the network [26]. Unlike weight
pruning, filter pruning can be easily accelerated in a GPU
environment [27], and its acceleration performance is high
because the actual operation is reduced through structural
removal. However, because the filter corresponds to a unit
larger than the weight, its application in complicated network
structures is limited. For example, in the case of a network
with a shortcut layer, such as ResNet [1], the number of
output channels must be the same because the two layers
connected to the shortcut layer are added to each other’s
outputs. However, if filter pruning is applied, the number of
output channels of the layer is reduced, and consequently, the
number of output channels of the two layers connected by the
shortcut layer changes, resulting in an open problem [22] that
hinders summation operations.

Kernel pruning, an intermediate step between weight prun-
ing and filter pruning, is applied based on the kernel, which
is the smallest structural unit in the network. Kernel pruning
can be classified into the following categories. Structured
kernel pruning is a technique that systematically removes
targeted kernels, while unstructured kernel pruning involves
replacing the targeted kernels with zero values. Additionally,
the partially structured kernel pruning is a hybrid approach
that combines the characteristics of both unstructured and
structured kernel pruning methods. In general, this approach
has the advantage of enabling real acceleration by reducing
unnecessary kernels. Unlike filter pruning, kernel pruning
can be free from open problems, because the number of
output channels is maintained, which means that it can be
flexibly applied to networks. Kernel pruning can be applied
unproblematically to the shortcut layer of ResNet [1] and
MobileNet-V2 [28], which typically have open problems.
However, if the kernel is simply removed through the pruning
criterion, a different ratio of kernels is removed for each filter,
and the layer’s 4D weight structure collapses. In addition,
even if the kernel is removedwhilemaintaining the 4Dweight
structure of the layer, the convolution operation cannot be
performed, because it cannot correspond one-to-one with
the kernel in the filter and the input feature map of the

filter. Therefore, it is not easy to implement structured kernel
pruning, and since it causes relatively serious performance
degradation, it is implemented as unstructured kernel pruning
in most cases [29]. However, because no structural change
occurs in the layer weight even after unstructured kernel
pruning is performed, the actual acceleration effect cannot be
achieved on the GPU as in weight pruning.

To overcome the limitations of the existing kernel pruning,
this study proposes a vectorized kernel-based structured
kernel pruning (V-SKP) method. In V-SKP, by treating the
kernel of the convolution layer as a vector, the importance
score of each kernel is obtained through the L1 norm of the
kernel and the feature of the filter vector, which is the sum
of all vectorized kernels of one filter. To reflect the different
sensitivities of each layer, we use this importance score to
implement global threshold-based global pruning [30].While
conventional L1/L2 norm-based pruning considers only the
size of the vectorized kernel, V-SKP removes the kernel by
considering the direction of the filter vector as well as the size
of the vectorized kernel. In addition, V-SKP is implemented
with structure-aware kernel pruning by removing kernels in
the same ratio from the filter, which is a three-dimensional
value, to maintain the layer weight structure of 4-dimensional
(4D) arrays. If structured kernel pruning is performed while
maintaining the layer weights of a 4D array, a kernel-pruned
weight is obtained. Each filter in the kernel-pruned weight
must receive a corresponding input feature map, but since the
number of kernels in the filter of the kernel-pruned weight
has been reduced, it cannot correspond one-to-one with the
input feature map. In the end, the convolution operation can
be performed in correspondence with the input feature map
only when the indexes of the remaining kernels are known.
To solve this problem, in this paper, kernel index convolution
using kernel index set is also proposed, and the acceleration
effect is verified by realizing this method through CUDA.
The superior performance of the proposed V-SKP compared
to the existing pruning studies is verified in various datasets
and models, and it is confirmed that the acceleration effect
of 2.72× can be achieved through the actual latency test. The
contributions of this study can be summarized as follows:

• To achieve a high pruning rate without degrading
network performance, a kernel pruning technique that
considers both the size and direction of each kernel in
the filter is proposed through the vectorized kernel.

• Structured kernel pruning is implemented by adaptively
reflecting the importance of each layer while maintain-
ing the 4D weight structure of the weight parameter.

• Kernel-pruned weights, which cannot be calculated with
general convolution, can be calculated through kernel
index convolution.

The remainder of this paper is organized as follows.
Section II introduces the concept of kernel pruning and
related existing studies. Section III presents a detailed
description of the proposed V-SKP, and Section IV provides
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the experimental results to evaluate the proposed method.
Finally, Section V concludes this paper.

II. RELATED WORKS: KERNEL PRUNING
In a representative study pertaining to unstructured kernel
pruning [29], a single-port salient mapping channel and a
dual-port salient mapping channel were obtained via pruning
training. The single-port salient mapping channel refers to
convolutional kernels with strong mapping ability in the
single direction (i.e., input-output direction or output-input
direction), and the dual-port salient mapping channel refers
to a convolutional kernel with strong mapping ability in
both directions. The previous work [29] presents a kernel
pruning method that defines the average mapping ability
measurement index and sets the retained kernel set as either
a single-port or dual-port salient mapping channel, compared
with the threshold. In [31], another example of unstructured
kernel pruning is presented, where the connectivity between
the input channel and the kernel corresponding to the channel
is evaluated based on the L2 norm. However, in these studies,
structured pruning cannot be implemented because the 4D
array weight structure cannot be maintained since structured
pruning is not considered.

KSE [32], a partially structured kernel pruning method,
measures the sparsity and entropy of the input feature map
and partitions the kernel corresponding to the input feature
map into important and insignificant sets via clustering. KSE
implements partially structured kernel pruning by removing
unimportant sets and not receiving the corresponding input
feature map. While KSE maintains the 4D array weight
structure by removing the kernel at the same location from
all filters in a layer, it cannot effectively extract features for
the entire input because it receives only a portion of the
input feature map, and therefore, actual acceleration cannot
be achieved in GPUs. As another study of the structured
kernel pruning technique, TMI-GKP [33] uses the filter group
formed by clustering filters related to each other through
TMI scores for group convolution, and removes kernels
of the same order from each filter in the group. Then,
structured kernel pruning is implemented by removing the
same percentage of kernels from other filter groups of the
layer. However, removing kernels in the same order from
multiple filters can cause performance degradation because
the properties of each filter cannot be effectively maintained,
and this method also has a limitation in that the number
of input channels is increased compared to the previous
one because the input channel must be newly configured
according to the input channel combination suitable for
the filter group due to group convolution. PPT-KP [34]
addressed the problems of existing kernel pruningmethods by
securing multiple margin spaces for kernel pruning through
an adaptive regularizer that applies different strengths of
L1 regularization depending on the size of the L1 norm of
the kernel. However, this method has limitations in that it
requires an additional training process to secure multiple

FIGURE 1. Structure of pruning. (a) Filter pruning, (b) Kernel pruning.
If the filter is removed in (a), the output channel of the filter is also
removed. In contrast, even if the kernel is removed in (b), the output
channel of the filter is maintained.

margin spaces and has not been verified on a large dataset
such as ImageNet ILSVRC-2012 dataset [35].

III. VECTORIZED KERNEL-BASED STRUCTURED KERNEL
PRUNING
A. OVERALL STRUCTURE
The backbone structure of the DCNN network is generally
a structure in which the layer weights of a 4D array are
stacked. In the layer, the 3D component weight is a filter
(as shown in Fig. 1(a)), and each filter produces an output
feature map of one channel. Thus, the number of filters in
the convolution layer is the same as the number of output
channels in the corresponding layer. On the other hand,
as shown in Fig. 1(b), the two-dimensional component weight
in the layer is the kernel, and the same number of kernels as
the input featuremap exists in one filter. Each kernel performs
a convolution operation in correspondence with one input
feature map channel. As a result, the output feature map of
the filter is the sum of all the results obtained by convolution
operations on the kernel and the input feature map in
the filter.

Kernel pruning is a method of removing such a kernel,
and since doing so does not change the number of filters, the
number of channels in the output feature map is maintained.
The method proposed in this study is shown in Fig. 2, divided
into two parts: the pruning part and the process to convolution
the kernel-pruned weight. The pruning part of Fig. 2(a)
is summarized as follows. The proposed vectorized kernel
pruning removes the kernel while maintaining the 4D array
structure of the network and recovers performance through
fine-tuning. Then, the remaining kernels are structurally
reconstructed and the indexes of the remaining kernels are
stored in the kernel index set (see SectionsIII-B & III-C
for details). The process of inference of the kernel-pruned
weight in Fig. 2(b) is summarized as follows. Kernel-pruned
weights have a problem that cannot be used for general
convolution, and a method called kernel index convolution is
proposed to solve the problem (see SectionsIII-C & III-D for
details).
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FIGURE 2. Schematic diagram of the proposed method. The proposed method is divided into (a) pruning part and (b) convolution part. (a) shows
the overall process of the proposed vectorized and structured pruning, and (b) shows the overall process of convolution in the pruned network in
kernel units.

B. VECTORIZED KERNEL PRUNING
In this study, vectorization is performed to make various
attempts in evaluating the properties of the kernel. Through
the vectorization of the kernel, it is possible to consider
not only the L1 norm, which was previously considered
during pruning, but also the directionality with other vectors.
To vectorize a kernel, the kernel must be larger than 1 × 1.
This is because the 1×1 kernel is treated as a scalar with only
one component. For kernels larger than 1 × 1, we can treat
the kernel as a vector by treating the elements of the kernel
as components of the vector. For example, in the case of a
3 × 3 kernel, it has 9 elements, which can be expressed as a
9-dimensional vector through vectorization. Here, we express
the i-th kernel of the q-th filter of the p-th layer as K (p)

q,i ,
and simply express it as Ki when expressed in one filter.
Similarly, the q-th filter of the p-th layer is expressed as F (p)

q ,
and when expressing it for one filter, it is simply expressed as
F . Then, as shown in Fig.3(a), the i-th vectorized kernel can
be expressed as

−→
K i, and the filter, which is a set of kernels,

is expressed as F = {
−→
K 0,

−→
K 1, . . . ,

−→
K n−1}. In the end,

−→
F ,

which is a filter vector of F , can be obtained by adding all
−→
K s, and this process is expressed as follows:

−→
F =

n−1∑
i=0

−→
K i. (1)

−→
F serves as a reference point during kernel pruning.
In other words, we aim to keep the properties of

−→
F as

much as possible during kernel pruning. Therefore, through
comparison between

−→
K i and

−→
F , pruning is performed

to minimize changes in the direction and size of
−→
F .

In this paper, the importance of the kernel is determined by
considering two factors and stored in S, the importance score
of kernels. The importance score of the i-th kernel of the q-th
filter of the p-th layer can be expressed as Sp,q,i, but when
expressed for one filter, it is expressed as Si for simplicity.
First, we determine the importance of the kernel based

on the L1 norm. Even if a vector with a small L1 norm
is removed, it does not significantly affect the size of

−→
F

and does not significantly affect the direction of the vector.
Second, we determine the importance by reflecting the angle
between

−→
F and

−→
K i (i.e., θi). The orthogonal component

of
−→
K i to

−→
F interferes with maintaining the direction of

−→
F . Therefore, in order to give a penalty for the orthogonal
component of

−→
K i to

−→
F , a cosine value is obtained through

cosine similarity as shown in Fig.3(b), and it is reflected
when calculating the importance score of kernels in (2). This
importance scoring process is expressed as follows:

Sp,q,i = ∥Ki∥1 × {α + |cosθi| × (1 − α)} (2)

where ∥Ki∥1 represents the L1 norm as a symbol, and α is a
hyperparameter that determines the reflection ratio between
the L1 norm and the cosine value. Sp,q,i is stored in the global
importance score array Aglobal . This Sp,q,i is used not only
when selecting the kernel to be removed within the filter,
but also used to select the layer pruning rate and the global
threshold for the pruning rate of each layer. In addition,
in the case of 1 × 1 convolution, since the vectorized
kernel-based importance scoring cannot be used, L1 norm-
based kernel importance scoring is used independently of
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FIGURE 3. The process of selecting a global threshold in vectorized kernel pruning. In (a), a vectorized kernel,
−→

K , is created by vectorizing the

kernels in the filter, and the filter vector,
−→

F , is created by adding all
−→

K s in the filter. (b) derives cosθi through cosine similarity of
−→

K i and
−→

F .
(c) measures the importance score using the L1 norm and cosine value of the kernel and stores this score in the global importance score array.
This process is repeated until importance scores are collected from all kernels in the pruning target. In (d), the importance score corresponding to
the given pruning rate in the global importance score array is selected as the global threshold.

3 × 3 convolution, and this importance score is used when
selecting the global threshold, layer pruning rate, and kernel
to be removed in a filter. It should be noted that 1 ×

1 convolution and 3 × 3 convolution have the same given
pruning rate but independent global thresholds.

C. PRUNING PROCESS
Based on the vectorized kernel pruning, we perform pruning
in three stages according to a special rule to minimize
performance degradation due to the implementation of
structured kernel pruning, by reflecting the importance of the
layer. First, through the process of Fig.3, a global threshold
for the pruning rate of each layer is selected to implement
global pruning that reflects the importance of each layer.
In detail, the global importance score, S, of all kernels through
the process in Fig.3 is sorted in size order and stored in the
global importance score array, Aglobal . Assuming that the size
of Aglobal is C and the given pruning rate is Rg, the method
for obtaining the global threshold T is expressed as follows:

T = Aglobal[⌈C × Rg⌉] (3)

where ⌈ and ⌉ are ceiling symbols, and they serve to ceil
decimal values because only integers are possible for index.
Second, as shown in Fig.4(a), we store the importance
scores of the kernels from all filters in a layer in the layer
importance score array Alayer . Subsequently, as shown in
Fig.4(b), through comparison of the global threshold and
layer importance score, we divide the number of Sp,q,i below
T by the total number of kernels in the layer to determine the
pruning rate of the layer, R(p)l . Then, for the implementation
of structured kernel pruning, kernels are removed by R(p)l
from all filters in one layer as shown in Fig. 4(c). At this
time, the kernel to be removed from the filter is selected
by comparing the size of Si. Finally, after creating an

unstructured kernel-pruned network by inserting zero values
into the kernel to be removed, fine-tuning is performed until
the performance is restored. In the third step, as shown in
Fig.4(d), we structurally remove the kernels filled with zero
values and store the retained kernels and the indexes of the
retained kernels. The 1 × 1 convolution also proceeds with
pruning, in the sameway, using the importance score obtained
by the L1 norm.

It is noteworthy that kernel-pruned weights cannot be
operated with general convolution [36]. Because the number
of kernels in the filter and the number of input channels in the
filter are the same in general convolution, after performing
convolution operation in a one-to-one correspondence, they
are added to each other to make the output of the filter.
However, if kernel pruning is applied, the number of kernels
in the filter is less than the number of input channels. In this
case, one-to-one correspondence between the kernel and the
input channel is not possible, and convolution operation must
be performed by designating the input channel corresponding
to the retained kernel. To support this operation, it is
necessary to separately store the kernel index of the kernel-
pruned weight. Therefore, we add the kernel index set to the
set storing the index of the retained kernel, and in order to
save it, a new parameter is inevitably added in addition to the
weight parameter.

To minimize the addition of hardware resources owing to
the introduction of new parameters, this study proposes the
lossless compression method, which is presented in Fig. 5.
Before applying this method, the kernel index set stores the
index of the retained kernel as 32 bits. Therefore, if the
pruning rate is low, the number of parameters increased by
the retained kernel index set may exceed the number of
parameters in removed kernels. In addition, in the case of
a 1 × 1 convolution layer in which only one parameter is
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FIGURE 4. Pruning process in each layer. (a) measures the importance score in the kernel of each filter and stores this score in the layer
importance score array. (b) compares the global threshold and the layer importance score to calculate the pruning rate of the corresponding layer.
(c) fills the kernels below the calculated pruning rate with zero values. (d) structurally removes the kernels filled with zero values and stores the
retained kernels and the indexes of the retained kernels.

FIGURE 5. Binary index compression method. In (a), all retained indexes
should be stored, but in (b), it is possible to store indexes together
without loss by compressing them to binary numbers.

present in the kernel, the effect of the addition of the retained
kernel index set is even more catastrophic. To alleviate this
issue, we apply a lossless compression method as illustrated
in Fig. 5. In Fig. 5(a), it is assumed that among the eight
kernels, three kernels, [1,3,5], are retained and the kernel
index set for the retained kernel is stored as 32 bits.We use the
binary index to store not only the index of the retained kernel
but also that of the removed kernel. In detail, the index of the
removed kernel is converted to 0, and the index of the retained
kernel is converted to 1 and arranged in binary numbers in the
order of the kernel. When the index of the retained kernel is
[1,3,5] as shown in Fig. 5, the index of the eight kernels can be
expressed as a binary index of 0101_0100(2). Subsequently,
it is converted to [84], which is an 8-bit unsigned number to be
stored. Because the size of the kernel index set is maintained
regardless of the pruning rate, it is possible to achieve a high
level of parameter reduction and weight size reduction by the
binary index, even if the pruning rate is low.

D. KERNEL INDEX CONVOLUTION
In this study, we propose a kernel index convolution that
matches the kernel of the kernel-pruned weight with the input
channels by using the previously stored kernel index set in
the proposed kernel pruning process. As shown in Fig. 6,
the kernel-pruned weight is different from the number of
input channels and the number of kernels in the filter, and
it is impossible to know to which input channels the retained
kernel corresponds. On the other hand, in the proposed kernel

index convolution, since the combination of the retained
kernel and the corresponding input channels is stored in
the kernel index set in advance, the retained kernel and
the corresponding input channels can be known, so that
the convolution operation can be performed correctly. As a
result, by performing convolution corresponding to the input
channels using the index of the retained kernel from the kernel
index set, it is possible to generate the output of the kernel
index convolution as follows:

K ′
i ∗ I [idx[i]] = O (4)

where idx is the index set of the retained kernel, I is the input
channel,O is the output channel, andK ′ is the retained kernel.

IV. EXPERIMENTS
A. EXPERIMENTAL ENVIRONMENT
- Fine-tuning Environments: All networks are tested in
the PyTorch framework, and all weights are pruned using
pretrained weights. Stochastic gradient descent (SGD) and
a momentum of 0.9 are applied. In Table 1, learning
rates of 1e-2, and 1e-3 are sequentially applied without
decay. Meanwhile, in Table 2, learning rates of 5e-2, 1e-
2, and 1e-3 are sequentially applied without decay. After
applying unstructured kernel pruning for fine-tuning, the
actual weights are pruned via structured kernel pruning.

- Kernel index convolution environments: The conven-
tional convolution and kernel index convolution implemented
in CUDA are connected to the PyTorch framework model
through CuPy. The experiment is conducted on a TITAN Xp
GPU.

- FLOP reduction and pruned rate: In this study, FLOPs
reduction is an indicator of the decreased number of FLOPs
in the network after pruning compared with before pruning.
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FIGURE 6. Kernel index convolution process. In typical convolution, input
channels and kernel-pruned weights cannot be matched. However, in the
kernel index convolution, the input channel and the retained kernel can
be mapped and calculated through the kernel index set.

FLOPs reduction (FR) is calculated as follows:

FR = 100

(
1 −

NM ′
+
∑L

i=0 F
(i)K ′(i)(k (i))2H (i)W (i)

NM +
∑L

i=0 F
(i)K (i)(k (i))2H (i)W (i)

)
(5)

where F (i) is the number of filters in the i-th layer, K (i) is
the number of kernels in the filter in the i-th layer, k (i) is
the size of the kernel in the i-th layer, K ′(i) is the number of
retained kernels in the filter of the i-th layer after pruning,
H (i) is the height of the output of the i-th layer, W (i) is the
width of the output of the i-th layer, N is the number of
input nodes in the fully connected layer, M is the number of
output nodes, and M ′ is the number of weights connecting
the output nodes to the retained input nodes after pruning.
In addition, the parameter reduction (PR) is an indicator of
the extent to which the network parameters after pruning
have decreased comparedwith the network parameters before
pruning, calculated as follows:

PR = 100

(
1 −

NM ′
+
∑L

i=0 F
(i)K ′(i)(k (i))2 + B(i)

NM +
∑L

i=0 F
(i)K (i)(k (i))2 + B(i)

)
(6)

where B(i) is the number of scale factors in the BN of the i-th
layer.

B. PRUNING RESULTS
To demonstrate that V-SKP is effective in the CIFAR-10
dataset [37], in Table 1, the proposed method is compared
with state-of-the-art (SOTA) structured pruning methods
used in ResNet-56 and ResNet-110. The proposed V-SKP
presents two results according to the FLOPs reduction ratio
in each network (i.e., Ours1 & Ours2), and results not
provided in the previous studies are indicated by ’-’. As a
comparative study, TMI-GKP [33] was selected as a priority
comparison because it is a structured kernel pruning paper
like V-SKP. We also selected KSE [32], which is the most
representative of unstructured kernel pruning paper, and
PPT-KP [34], which achieved excellent performance as an
unstructured kernel pruning research. In addition, a number

of representative filter pruning studies, including C-SGD
[22], a representative paper that solved the open problem,
and ResRep [38], which achieved excellent performance in
various networks, were selected for comparison. As can be
seen in the experimental results for ResNet-56, although
V-SKP (Ours2) has higher FLOP reduction and parameter
reduction than KSE [32] by 6.6% and 20.2%, respectively,
the accuracy degradation is lower by 0.14%, indicating
that V-SKP is superior to KSE [32] which includes the
partially structured kernel pruning. In addition, V-SKP
(Ours1) achieves higher FLOP reduction and parameter
reduction than another structured kernel pruning technique,
TMI-GKP [33], by 0.5% and 10%, respectively, while the
accuracy performance is also better by 0.45%. The proposed
method is slightly better than PPT-KP [34] in terms of the
trade-off between accuracy and parameter reduction. It is
noteworthy that PPT-KP, an iterative unstructured kernel
pruning method that converges the l1 norm of kernels to
0 through sparsity training and then removes the kernel,
must be accompanied by fine-tuning after pruning as well
as sparsity training that requires considerable computation
before pruning. In addition, these processes must be repeated
until the target pruning rate is reached, resulting in a very
high computational complexity of PPT-KP. On the other
hand, since V-SKP does not require a pre-training process for
pruning and can be performed only with one-shot pruning,
the computational complexity of V-SKP is much lower than
that of PPT-KP. OED [19] which achieved the highest FLOPs
reduction among comparative studies, caused an additional
decrease in accuracy of 1.67%, compared to V-SKP (Ours2),
even though OED [19] reduced fewer FLOPs than V-
SKP (Ours2). Lastly, V-SKP (Ours2) achieves significantly
more FLOPs reduction at a similar accuracy drop compared
to ResRep [38], even though ResRep requires additional
training. For example, after performing ResRep training for
250 epochs, the filter is removed through a pruning process.
On the other hand, the proposed V-SKP performs finetuning
for about 80 epochs as a one-shot pruning procedure along
with the standard setup at the baseline. Therefore, compared
to ResRep, it can be seen that V-SKP has less complexity
because it completes the entire procedure throughmuch fewer
training epochs. In addition, in the ResRep training process,
complexity increases due to the use of penalty gradient,
whereas the finetuning process of V-SKP, which is the same
as the general training process, does not increase complexity.

In the case of ResNet-110, although V-SKP (Ours2)
achieved the highest FLOPs reduction (i.e., 72.8%) and
parameter reduction (i.e., 83.1%) compared to previous
studies, the accuracy degradation is only 0.02%. In particular,
compared to TMI-GKP [33], V-SKP (Ours1) achieves 1.1%
of higher FLOP reduction and 10.1% of higher parameter
reduction while the accuracy performance is also better by
0.15%. It is noteworthy that V-SKP (Ours1) can achieve
FLOPs and parameter reductions of more than 40% and 50%,
respectively, with an accuracy improvement of approximately
0.8%.
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TABLE 1. Performance comparison on CIFAR-10.

Next, to demonstrate that V-SKP is also effective in the
ImageNet ILSVRC-2012 dataset [35], in Table 2, we compare
the proposed method with several SOTA structured pruning
methods on ResNet-50. We achieve the highest FLOPs
reduction only with a similar level of accuracy reduction as
in the existing SOTA studies. The top-1 accuracy reduction
of LFPC [24] is 1.69%, which is 0.79% lower than that of
V-SKP (Ours2) (i.e., 0.90%) despite the FLOP reduction of
LFPC being 60.8%, which is 6.3% lower than that of V-SKP
(Ours2) (i.e., 67.1%). Another SOTAmethod, CC [25], shows
a parameter reduction of 58.6% and a FLOP reduction of
62.7% with a top-1 accuracy reduction of 1.61%. Although
those numbers are 20.9% and 2.4% lower than those of V-
SKP (Ours2), respectively, the accuracy of V-SKP (Ours2)
is better by 0.71% than CC [25]. In addition, compared to
the structured kernel pruning method (i.e., TMI-GKP [33],
V-SKP (Ours1) achieves 1.1% and 11.5% of higher FLOP
and parameter reductions, respectively, while the accuracy
performance is also better by 0.8%. It is also noteworthy that
V-SKP (Ours1) can achieve FLOPs and parameter reductions
of more than 30% and 40%, respectively, with an accuracy
improvement of approximately 0.2% even in the ImageNet
dataset. It is noteworthy that TMI-GKP, which structurally
removes kernels at the same position from all filters in the
group by forming similar filter groups and utilizing group
convolution, concatenates each reconstructed input channel
according to the order of the filter group. In this process,

the number of combined input channels becomes larger than
the number of original input channels, and consequently, the
memory requirement for the required input increases. On the
other hand, V-SKP does not increase thememory requirement
of the input channel because it reflects the characteristics
of each filter and removes the kernel using kernel index
convolution so that the characteristics are maintained asmuch
as possible.

C. ABLATION STUDIES: WEIGHT SIZE, LATENCY, AND
COMPATIBILITY EVALUATION
As shown in Table 3, when the binary index, which constitutes
the lossless compression method, is used, the weight size is
significantly reduced. Because the networks on the CIFAR-
10 dataset have a high pruning rate, the weight size is
significantly reduced only by the kernel index set (i.e.,
without using the binary index). However, if the binary
index is applied to the kernel index set, then the weight
size can be further compressed. In the ImageNet dataset
environment, the difference between kernel index and binary
index compression becomes significant since the pruning rate
is lower than that of CIFAR-10. The experimental result from
ResNet-50 shows that when the kernel index set is used,
62.5% of the weight size is decreased, whereas when the
binary index is used, 71.4% of the weight size is decreased.

Because the existing framework does not support kernel
index convolution, baseline convolution and kernel index
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TABLE 2. Performance comparison on imageNet ILSVRC-2012.

TABLE 3. Weight Size Comparison Results by the Proposed Method in
Various Models and Datasets.

convolution are implemented using the CUDA code. Sub-
sequently, an experiment is conducted by linking CuPy
with PyTorch. ‘‘Origin Latency’’ in Table 4 refers to the
time when inference is performed in the conventional
convolution implemented using CUDA code, and ‘‘Kernel
Index Latency’’ refers to kernel index convolution (also using
CUDA code), where the inference time is measured using the
kernel-pruned weight. The presented latency time is the result
of inferring one image on each network pruned by V-SKP
(Our2), and we present the average value of the inference
result of 10,000 images. AR denotes the acceleration rate.
Compared with the conventional convolution operation,
kernel index convolution includes indexing the input channel
via the kernel index set. However, as shown in Table 4,
reducing the number of convolutions by skipping input
channels via the proposed indexing has advantages, even
considering the increase in latency. In the case of the CIFAR-
10 dataset, the kernel index latency is accelerated by 1.70×
and 1.89× comparedwith the origin latency in ResNet-56 and
ResNet-110, respectively. In addition, ResNet-50 tested in the
ImageNet dataset environment shows that V-SKP achieves an
acceleration effect of 2.72× accelerations, which is 0.65×
higher than C-SGD [22]. This means that the increase in
computation complexity due to the input channel indexing
process in V-SKP is negligible compared to the reduction in
computational complexity and execution time due to pruning
accompanying the indexing process.

TABLE 4. Latency Comparison Results by the Proposed Method.

Next, we analyze the effectiveness of the three stages
pruning process of V-SKP explained in Section III-C. In the
first stage of V-SKP, the vectorized kernel pruning equation
is used to find the global threshold to determine the pruning
rate of each layer, and in the second stage of V-SKP, the
importance of each kernel is compared using the equation
of vectorized kernel pruning. Therefore, we performed addi-
tional ablation studies according to the proposed technique at
each stage. The experiments in Table 5 compare the results of
training ResNet-50 on the ImageNet Dataset for 70 epochs.
In the first case, the proposed technique (i.e., Stage 1) is
applied only to the global threshold, and the importance of
each kernel is configured through a naive method based on
the l1-norm. On the other hand, in the second case, the global
threshold is calculated using a naive approach based on the l1-
norm, and the importance of each kernel is processed through
the proposed method (i.e., Stage 2). Table 5 shows that each
method of stage 1 and stage 2 causes a top-1 accuracy drop
of 1.27% and 2.02%, respectively, compared to the baseline.
However, when the two methods are used together, synergy is
achieved,making it possible to alleviate even a top-1 accuracy
drop of 0.9%. Lastly, it should be noted that if the proposed
third stage is not applied, calculations through kernel index
convolution are impossible and the actual acceleration effect
presented in Table 4 cannot be achieved.
To verify the compatibility of V-SKP with various

optimizers, Table 6 shows additional experimental results
by changing the fine-tuning of V-SKP (i.e., SGD) to Adam
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TABLE 5. Ablation Study for Each Stage of the Proposed Pruning Method.

TABLE 6. Comparison of Fine-tuning Performance on Cifar-10 according to Various Optimizers.

[42] and RMSprop [43]. Experimental results show that
V-SKP is compatible with any optimizer and can achieve
better experimental results than existing pruning studies,
even if there is a slight difference in accuracy drop. As a
result, V-SKP enables considerable network lightweighting
and acceleration with only a small decrease in accuracy,
regardless of the optimizer.

V. CONCLUSION
The existing filter pruning method affords a high FLOP
reduction rate but has difficulties with application to
a complicated network, and the existing kernel pruning
methods to compensate for this are difficult to implement
via structured pruning; therefore, actual acceleration cannot
be achieved in GPUs. To address this problem, this study
proposed the novel structured kernel pruning method (i.e.,
V-SKP) for maintaining the 4D array weight structure and
kernel index convolution for supporting the kernel-pruned
weights. Consequently, the proposed method cannot only
achieve a high parameter reduction rate and FLOP reduction
rate, achieving the actual acceleration effect on GPUs. It is
noteworthy that the kernel index convolution proposed in this
paper is implemented through CUDA code, but due to the
limitations of CUDA code, it is less optimized and slower
than the implementation on Pytorch. Therefore, there is a
need to additionally perform optimization studies on CUDA
for practical use of kernel index convolution. Additionally,
since vision transformers (ViTs) are being actively researched
in the field of computer vision, based on this study, it is
expected that future research will be conducted to expand
and apply the structured kernel pruning method to the field
of ViTs.
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