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ABSTRACT The efficient Virtual Reality (VR) data delivery in 6G cellular networks is challenging,
as it requires high throughput and ultra-reliable low-latency communication. In this work, VR based
Software-Defined Network (SDN) model is proposed for efficient uplink-downlink resource management
in 6G networks that guarantees low latency and high data rates. The suggested solution achieves End-to-
End (E2E) management. among VR users with centralized resource management involving supervised deep
learning (SDL) and unsupervised deep learning (UDL). Comparative results is demonstrated, which show
the performance differences between these approaches in 6G networks that improve the transmission of VR
video, enable such improvement.

INDEX TERMS Virtual reality, 6G cellular networks, software defined network, frequency searching
adaptive bat algorithm, deep learning, achievable data rate, low latency.

I. INTRODUCTION
Virtual Reality (VR) is a simulated environment that users
can interacted with whereas the objective of VR is to present
a three-dimensional, immersive experience such that the
user perceives being physically present in the environment.
VR systems do this by using hardware and software together
to show images and sounds that react to how the person
moves or what they do. Virtual environments can vary from
single scenes to multi-scene applications that let the user
move around and manipulate objects in the environment.
Some VR systems utilize a variety of display technologies
such as Head-Mounted Displays (HMDs) for immersion i.e.
projection-based VR [1]. In order to succeed, VR needs low
responsive and imperceptible to the user. This calls for a
high-bandwidth, low-latency network connection to transmit
the VR system’s video and other data back to the user. The
user experience in VR depends directly on the quality of the
network connection; latencies or dropped frames can cause
physical discomfort and destroy the illusion of immersion.
So, the goal for any successful VR distribution network must
be effective management of these resources. [2]. From this
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prospect managing bandwidth to VR system and conges-
tion control is addressed by effectively managing network
resource and prioritizing. VR video transmission, 6G cellular
networks can deliver a high data rate, low latency immersive
experience to the users [3], [4].

6G Cellular networks is the forthcoming stage in the
progression of mobile telecommunication technologies, this
technology is expected to bear a significant improvement than
the current 5G technology. 6G cellular networks is in the
research and development segment now days, however it’s
a promising technology due to its potential to revolutionize
the use of virtual environments and VR. One of primary
advantages of the 6G cellular networks that it is expected to
give a much higher bandwidth and lower latency compared to
the current technologies [5]. This will empower VR systems
to transmit massive data, for example high-resolution video
with minimal latency, producing a much more immersive and
responsive VR experience for individual user [6]. With the
capability to support new and creative VR applications. 6G
cellular networks are positioned to have a substantial role
on the expansion and progress of the VR industry. Another
benefit for VR and 6G cellular networks that it’s expected
to convey a numerous advancement in the field of mobile
telecommunications [7]. This involves higher data speeds,
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greater coverage, enhanced security features and increased
capacity. By all of these advantages will contribute to make
6G cellular networks a promising technology in the coming
years, as it possesses the potential to revolutionize the way
we communicate and interact with the world surrounds [8].
Software-Defined Networking (SDN) allows for the effi-

cient and effective management of the connections between
VR systems in the 6G cellular networks. The SDN, consist
of the SDN core network and the SDN-enabled wireless
network which allows for fine-grain decomposition of the
wireless elements of the network and effective resource allo-
cation and scheduling [9]. This can be accomplished using
a wireless slice manager, which supervises resource alloca-
tion based on the instructions from the global scheduler in
the SDN controller. With the capability to manage network
resources effectively, SDN can help in the transmission of
large amounts of VR data with minimal latency, enhancing
the VR experience to be more immersive and responsive VR
experience for users Furthermore, the utilization of SDN in
a 6G cellular network will offer a more secure and efficient
way of managing the network resources, assuring that the
VR data is transmitted with the highest possible quality for
transmitting the data [10]. Additionally, SDN allows End-to-
End (E2E) management of the links between VR systems.
This implies that the entire network from the VR system to
the end user, can be controlled and enhanced for the VR
data transmission, ensuring more seamless and consistent VR
experience for users [11]. In brief, SDN plays an essential role
in supporting the use of VR in 6G cellular networks. It has
an efficient capability to manage network resources and links
between VR systems confirms a high transmission data rate
VR experience for users and offers the foundation for new
and innovative VR applications [12].

II. LITERATURE REVIEW
In recent years, the field of virtual environment communi-
cations has faced numerous challenges as the demand for
advanced and more efficient communication systems con-
tinues to increase. To address these challenges, a number of
research works have been conducted with the aim of explor-
ing the potential of 6G cellular networks and SDN in this area.

Previous works have shown the impact of wireless com-
munication on VR in terms of Quality-of-Service (QoS).
For instance, the authors in [13] analyze the slicing issue
within a VR environment that supports both ultra-reliable
low-latency communications and enhanced mobile broad-
band by utilizing principles of stochastic geometry. Solutions
for optimizing the VR environment was provided. Similarly,
in [14], the authors focus on jointly optimizing caching
and computation offloading policies to minimize the mean
transmission rate while ensuring QoS constraints for VR
applications. The authors in [15] delve into the VR service
requests offloading problem and propose a proactive com-
puting framework and a suitable resource allocation strategy
to guarantee the necessary latency and reliability constraints.
An echo liquid state-based approach was employed with the

goal of maximizing the reliability of the VR environment
as expressed through constraints on the instantaneous VR
latency [16]. The aim of work in [6] is to establish a stochastic
E2E delay limit using super martingale envelopes to enable
accurate VR reliability prediction based on the number of
users connected to the same computing node with specific
service profiles. The proposed approach’s effectiveness is
demonstrated through analytical predictions based on clas-
sical Markov queueing theory. These papers contribute to
the ongoing efforts to provide high VR quality of expe-
rience through effective solutions to the challenges posed
by ultra-reliable low latency communications and enhanced
mobile broadband.

The utilization of Deep Neural Networks (DNNs) to
approximate optimal resource allocation policies has been
a topic of interest in several studies. In [17], the authors
demonstrate that a Fully-Connected Neural Network (FNN)
can accurately approximate an iterative algorithm for power
control in wireless networks. In [18], Convolutional Neu-
ral Networks (CNNs) were employed to approximate the
power control policy and content delivery policy, respec-
tively. In cases where the optimal solution is not obtainable,
unsupervised deep learning has been applied, as seen in [19],
where the parameters of a DNN are trained to meet the
Karush-Kuhn-Tucker (KKT) conditions of the optimization
problem. However, it should be noted that KKT conditions
do not exist for optimization problems with integer variables
that are not defined over a compact set.

6G is a promising cellular network technology that support
applications need high data rate and ultra-low latency. Thus,
many research are developed to address solutions for VR
users. In [20], The impending arrival of 6G is set to revo-
lutionize the VR landscape. It promises faster data rates and
extensive device connectivity, paving the way for ubiquitous
VR services. With the surge in IoT devices, 6G networks
will face unprecedented demand for VR resources. To meet
these demands, the proposed Information-Centric Massive
Internet of Things (IC-mIoT) in the 6G context aims to
enhance efficiency and ensure high-quality VR experiences.
This paper [21] discusses the attaching of RISs to Wireless
VR Users in a Cellular Network. It’s designed to achieve
VR with high bandwidth and low latency. It provides a
risk-based framework for rate optimization and resiliency.
The Lyapunov optimization problem makes the problem
simpler while bounding queue lengths. A policy-based Rein-
forcement Learning (RL) algorithm addresses the stochastic
channel, combining Recurrent Neural Networks (RNNs) to
efficiently model state space. The authors of [22] propose
a delay traffic analysis that utilizes the Martingale theory.
The paper focuses on investigating the QoS in computation
offloading environments with the objective of minimizing
the outage probability, or the likelihood of a task incurring a
delay violation. A task allocation approach based on a unique
water-filling policy is presented in the paper as a solution.
In [23], An E2E delay bound in a multiloop vehicular ad
hoc network was formulated, considering both access and
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queuing delay terms. The paper provides a theoretical analy-
sis and discussion of the E2E delay bound for heterogeneous
traffic demand under various scheduling policies (first-in
first-out, static priority, and earliest deadline first). In [12], the
authors investigate E2E delay bounds of delay-tolerant and
delay-sensitive burst applications in a heterogeneous traffic
environment. The study uses Martingale analysis to examine
the E2E delay bounds of these different types of applications.
In [24], the Quality of Experience (QoE) requirements for
wireless VR optimized, emphasizing high data rates, reliable
and low latency. Though signal attenuation remains an issue,
the terahertz band’s vast bandwidth provides opportunity
for high data rates. This can be handled by Reconfigurable
Intelligent Surfaces (RIS). Mobile Edge Caching (MEC)
solves the low VR interaction latency problem. Furthermore,
we propose an indoor TeraHertz (THz) VR network with
RIS and MEC support, taking into account uplink view-
point prediction,MEC computation offloading, and downlink
beamforming. The authors present a combination of Long
Short-Term Memory (LSTM) and Convolution Neural Net-
works (CNN) for uplink location prediction, and a deep
reinforcement learning algorithm for downlink phase shift
optimization under latency constraints. Network slicing is
important for wireless communication [25], which aims to
provide services based on various quality parameters such
as latency, availability, reliability, throughput, etc. Mobile
traffic forecasting helps optimize things. This paper predicts
network slice segmentation (streaming, messaging, search,
and cloud) using datasets and compares four deep learn-
ing models (MLP, Attention-based Encoder Decoder, GRU,
LSTM), where LSTM gets the best results

In previous studies, SDN turned into shown to provide
advantages in terms of enhancing overall network per-
formance, encompassing tasks such as managing network
traffic, and facilitating E2E control for various users located
in different positions. This paper [26] introduces a hierarchi-
cal multi controller deployment strategy for SDN based 6G
space air ground integrated networks to address challenges
like ultra dense networks and satellite network dynamics
the strategy optimizes network delay controller load and
throughput drop by defining delay and load models employ-
ing a simulated annealing algorithm for controller placement
and proposing a switch migration strategy for load balanc-
ing. In [27] authors propose a novel 6G system architecture
using SDN to enhance control plane efficiency by separating
end-user signaling functions, resulting in increased simplic-
ity, modularity, and adaptability to diverse use cases. This
study [28] addresses the need for improved communication
in vehicular ad hoc networks and drones within the context
of 6G it introduces an E2E oriented management architec-
ture based on fog computing and software defined network
SDN technologies enhances network performance through
techniques like transport service aggregation and normal-
ized throughput adjustment resulting improvements in packet
delivery and packet loss ratios increased trustworthiness in
performance metrics and optimized resource utilization for

faster computation and lower power consumption. In [29],
a key goal is to support different vertical services such as
AR/VR, eHealth, video streaming, and automation with spe-
cific QoS and QoE requirements. This is achieved through
Network Slicing, enabled by NFV and SDN, where mul-
tiple logical networks operate independently on a shared
infrastructure. This study addresses slice allocation using
machine learning algorithms and data sets, and demonstrates
high accuracy in assigning optimal network slices to specific
services.

In this paper, a VR based SDN system model has been
proposed to meet the transmission requirements of VR
video in 6G cellular networks. The model enables central-
ized administration of network resources and communication
between VR users and base stations while considering the VR
user’s status and allowing for both low and high data rate
communication to achieve efficient and effective resource
management. The solution presents the use of both supervised
deep learning (SDL) and unsupervised deep learning (UDL)
approaches. The UDL is used for resource selection, weight-
ing factor determination and identification matrix generation
the results of the two systems reveal significant differences
in performance and features. The main contributions of this
paper are:

1. System Model is proposed of a VR based SDN system
model for efficient resource management of VR data
transmission in 6G cellular networks. Whereas, E2E
links between VR users are considered.

2. Construct optimization problem to maximize achiev-
able data rate under E2E latency constraint.

3. Utilization of both SDL and UDL approaches for VR
data transmission requirements.

4. Use of UDL and SDL for optimizing the network
parameters by suitable resource allocation among VR
users.

5. Comparative analysis of the performance and features
of the two systems.

The organization of the paper is as follows: Section II
outlines the system model and Section III introduces the
problem formulation. The optimization of deep learning-
based resource selection is demonstrated and explained
in Section IV. The results and discussion of the proposed
approach are presented in Section V. Finally, the paper is
concluded in Section VI. Additionally, all notations used in
this work are mentioned in Table 1.

III. SYSTEM MODEL
In this section, the system model of VR based SDN in
6G cellular networks is introduced. Detailed architecture
E2E VR cellular system is shown in Fig 1, which con-
sist of two planes: control plane and data plane. Among
them, control plane is responsible for controlling the network
through northbound interface of SDN. A standard controller
is used to centralize global network resource administration
and OpenFlow (OF) protocol is employed to communicate
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TABLE 1. Table of notations.

FIGURE 1. System model.

with switches and obtain network information, resulting in
efficient network resource management and optimization.

In SDN, set of controllers C = {1, 2, . . . ,C are considered
physically distributed but logically centralized and connected
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south to OF switches mentioned as set I = {1, 2, . . . , I . SDN
is used to simplify the network management orchestration,
ultimately providing seamless end-to-end management of
proposed system model.

Fig. 1 shows the proposed architecture, which consists
of N BSs that are served by SDN switches, M VR users
with a single antenna. Assume SDN switch i ∈ I either
managed alone or integrated with Base Station (BS) n ∈ N .
Each BS has a set of VR devices {Un:Un ⊆ M ,

∑
∀nUn =

M , n= 1, 2, . . . ,N }. Let the set R = (1, . . . ,R) denote
the subcarriers (i.e. Resource Blocks (RBs)) assigned to
each BS. The following assumptions are taken into account in
the model: i) providing adequate orthogonal radio resources
(in a multi-cell situation) is difficult due to restricted
radio resources. As a result, certain BSs may share radio
resources, potentially causing cell interference. To balance
radio resource sharing and inter-cell interference reduction,
the same set of radio resources can be assigned to multiple
BSs as long as the distance between them is sufficient to
reduce inter-cell interference; ii) because a BS sharing group
is an area with strong overlaps between BSs, orthogonal
resources are assigned to BSs within one sharing group,
resulting in interference unavailability within the BS sharing
group; iii) Each BS assigns a set of RBs to the end-devices it
manages. The RBs assigned to each end-device should guar-
antee a minimal communication latency and a high rate while
transmitting or receiving data through wireless transmission
between the VR user and the associated BS; iv) each VR
user is associated with only one BS; v) consider that the
system is operating in Frequency Division Duplex (FDD)
mode; vi) each BS assign a number of RBs for each slice
(i.e. VR slice requires 2ul

n RBs for uplink transmission and
2dl
n for downlink transmission); vii) assume each VR user

can communicate with the associated BS using a number
of RBs, θulm,n ⊆ 2ul

n for uplink and θdlm,n ⊆ 2dl
n for

downlink.
VR user um,n ∈ Un in BS n transmit or receiving data

rate through uplink or downlink rulm,n, r
dl
m,n, respectively. The

user can send his status according to devices attached to
VR such as: Leap Motion, Virtuix Omni, Oculus Touch,
Manus VR, Play Station VRAim, VirZoom, Unlimited Hand,
body sensors, etc. Hence, the amount of data sent in uplink
from the VR user um,n to associated BS n is Sulm,n. Also,
it can receive data from virtual server in controller c or
from another user in the same BS or another BS. Thus, this
amount of data sent in uplink from BS n to a served VR
user um,nSdlm,n. Assuming the link between two VR users is
represented as li,j. Assuming two scenarios for VRs commu-
nication; in the first scenario, VR sender is sending sensed
data whereas Sulm,n is comparably small amount of data that
needs a low data rate and hence low transmission latency.
And on the other side, the receiver is visualizing this sensed
data whereas Sdlm,n is much higher and needs high data rate
which will impact higher latency. Oppositely, in the second
scenario, the transmitter sends a larger amount of data such as

video and receiver just receives action which is a low amount
of data.

Let BW be the bandwidth of each uplink or downlink
subcarrier for all channels. The data rate of the transmission
from user m to the associated BS n [30]:

rulm,n = θulm,n.BW . log2

(
1 +

puln
∣∣hm,n

∣∣ d−ζ
m,n

σ 2

)
(1)

where hm,n is the channel information for the link of VR m
to BS n. pn is the transmitting power of VR user and it is
assumed to be constant for all VR users in the same BS n.
dm,n is the distance user m and BS n. σ 2 is the variance of
the additive Gaussian white noise (AWGN) at the receiver.
By similarity, the data rate from BS n to their serving user m
is [30]:

rdlm,n = θdlm,n.BW . log2

(
1 +

pdln
∣∣hm,n

∣∣ d−ζ
m,n

σ 2

)
(2)

Depending on whether the VR user is assigned as transmitter
or receiver in a certain time slot, uplink or downlink rate is
assigned respectively. The infrastructure network is defined
as set of physical devices, i.e., Switches andController-nodes.
TJ represents the time interval of network slice request in
backhaul. The time taken to process the data sent to switch
i can be defined as Ti. The flow is received in the backhaul
controller and the data take time Tc to be processed in its
corresponding tenant application. Assume this time is con-
stant for all VR devices that need to be served by controller c.
Those packets sent are received from or requested by VR
user in another BS n or they may be served from a virtual
environment loaded from a certain server in controller c.
From the previous analysis, the time taken in SDN network
of packets to be served is defined as:

Tbackhaul = TJ + Ti + Tc (3)

The transmitter and receiver latencies are shared and vary
based on the amount of data to be sent or received while
ensuring that the E2E latency is within the QoS range nec-
essary for optimal VR performance. By performing the same
condition of E2E latency in first scenario latency at each user
experience is achieved. The required latency to improve the
QoS for the VR device either in transmitting its interaction
with the environment or in receiving the instantaneous vari-
ation in other VR user environment interaction is considered
as [30]:

T ulm,n =
Sulm,n

rulm,n
(4)

T dlm,n =
Sdlm,n

rdln,m
(5)

IV. PROBLEM FORMULATION
The aim is to maximize the achievable rate while VR users
communicate with each other or interact with the environ-
ment. Also, E2E Latency is considered as major problem
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in VR applications whereas it needs to be minimum for
latency-sensitive applications. Although rate in uplink and
downlink may be vary according to the amount of data
sent. Thus, the latency taken to transmit data from VR user
to BS is differ from receiving data from BS. This means
that the time taken from end to end for link li,j can be
described as [29]:

Ttotal,i,j = αT uln,m + Tbackhaul + (1 − α)T dln,m (6)

where, α is a weighting parameter between uplink and
downlink latency to satisfy transmitter and receiver QoS as
mentioned in both scenarios. Thus, the overall system data
rate can be calculated as [30]:

Rtotal =

∑N

n=1

∑Un

j=1

∑Un
i = 1
i ̸= j

bi,j(aj,nrdlj,n + ai,nruli,n) (7)

where ai,n and aj,n is indicator of VR user m associated to
BS n and act as transmitter and receiver, respectively. The
matrix A = [ai,n;aj,n] is represent users associated in BS
n act as transmitter or receiver. bi,j is an indicator to the
link between two VR users li,j and can be determined by
matrix B = [bi,j]M×M . Thus, the optimization problem is
formulated as:

max
θ,α

Rtotal (8)

s.t. Ttotal,i,j ≤ T e2eth (i)

α ∈ [0, 1] (ii)∑M

m=1
am,nθ

ul
m,n ≤ 2ul

n (iii)∑M

m=1
am,nθ

dl
m,n ≤ 2dl

n (iv)

Constraint i is the major proposed point in our problemwhich
is guaranteed E2E latency achieves a certain threshold that
ensures VR performance in virtual environments. The sum
of assigned RBs for each VR user must be in the range
of assigned RBs for each slice in BS n, this is assured in
constraints iii and iv. Matrices A and B demonstrate that each
VR user must be assigned to one BS and which VR users in
link li,j are communicated, respectively.

V. DEEP LEARNING BASED RESOURCES SELECTION
An overview of SDL and UDL approaches is provided in this
section. Following that, a full explanation of our proposed
UDL used to decide resource selection, weighting factor,
and identification matrices are provided. Furthermore, the
detailed technique for data processing, training, and online
inference are explained. After that, an explanation for SDL is
discussed, and how the dataset is generated.

A. UNSUPERVISED DEEP LEARNING
Unsupervised Deep Learning is a form of machine learning
that allows the system to learn patterns and correlations in
data without relying on labelled examples. This approach is
often used for tasks such as clustering, anomaly detection,

and dimensionality reduction, and relies on collections of data
tensors that capture relevant characteristics and optimization
parameters [31]. Let P be the collection of tensors with char-
acteristics gathered from different contexts, and let ρ be a
tensor holding all the optimization situation’s parameters in a
particular state. P can be employed to refer towards the data
sets especially within the context of unsupervised deep learn-
ing. Furthermore, xopt is supposed to be the optimal solution
when the input parameter is ρ and X denotes the collection
of optimal solutions consistent to P. UDL tries to provide
xopt for every ρ such objective function is minimized label-
less. To achieve this, the optimization problem, represented
as L(ρ, xopt ) can be utilized as the loss function for the UDL.
Byminimizing the mean of the loss values for each epoch, the
UDL iteratively trains the translation from X to P, also known
as fNN , i.e. [31]:

L (P;X) =
1

|P|

∑
ρ∈P

L
(
ρ;xopt

)
(9)

Regarding the problem in eq. (10), ρ can be constructed
as ρ = {hm,n, dm,n, f ulm,n, f

dl
m,n,A,B, but hm,n is chan-

nel condition which is estimated to real and imaginary
parts whereas in UDL it is divided into two inputs real
and imaginary. Such that ρ can be rewritten as ρ =

{Re(hm,n), Im(hm,n), dm,n, f ulm,n, f
dl
m,n,A,B}. While the xopt is

the optimal resource selection and weighting factor such that
xopt = {θulm,n, θ

dl
m,n, α. With this approach, the inputs may

have a variety of data that may be used to choose the number
of resources and the weighting factor. However, there are a
variety of approaches to creating theUDL’s inputs based on ρ,
and this is also one of the most crucial processes to create fNN .
For instance, a typical approach to creating the inputs is to
vectorize each coefficient accessible in ρ.

Our proposed UDL framework is structured to extract
features and correlations of the samples using ρ. Additionally,
UDL is a matter of fact viewed as an extension to Artificial
Neural Networks (ANN) inwhichmultiple hidden layers with
a huge number of neurons is designed. Initially, the network
input is illustrated as P which is the collection of tensors
input. First, the input layer is constructed as tensors fed with
all input vectors. Subsequently, all tensors are concatenated
and flattened in the following flattened layer in UDL. The
number of nodes is denoted as lk for the kth layer. A UDL’s
performance is heavily influenced by the training process.
Normally, the training procedure should be carried out offline
at the console because it could use too many resources. When
using a supervised learning method, it is necessary to get the
labels which takes time and effort that will be discussed in the
next section. In contrast, no labels are necessary for the UDL
method. As discussed, the input layer will hold out P vector
which contains ρ tensors. Each tensor describes the data of
VR user in the network. UDL is trained to predict the number
of channels assigned for each user and the weighting factor
for each E2E link that satisfies the constraints in the problem
described in eq (9). In particular, the loss function set for the
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proposed UDL is [31]:

L
(
ρ;xopt

)
=

(
−

1
NM

Rtotal + τ1

(∑M

m=1
am,nθ

ul
m,n − 2ul

n

)
+τ2

(∑M

m=1
am,nθ

dl
m,n − 2dl

n

)
+ϕ1

(
1
M

(∑M

m=1

[∑N

n=1
am,n − 1

]))
+ϕ1

(
1
M

(∑M

m=1

[∑M

m=1
bm,m − 1

]))
+ρ(

1
M

∑
∀M

Ttotal,i,j − T e2eth )
)

(10)

The UDL’s weights and biases are tuned during training
so that loss function is minimized. Equivalently, achiev-
able data rate is maximized under given constraints. Data
normalization plays an important role in UDL. As which
E2E communication was considered in our problem, channel
information and distance from base station shows a signif-
icant impact on training process. So, the optimal number of
channels assigned for each VR user depends on input vectors.
Moreover, each component in input data has very low values
such as channel information and high values such as the
amount of data sent or received. This might lead to a gradient
vanishing problem. Thus, data normalization will be very
useful in this particular.

Inspired by the work in [32] Generative Adversarial Net-
works (GAN) are used to generate the data set used in the
proposed solution. But the amount of data is assumed random
according to each VR user’s requirements. Consequently, this
dataset is divided into two data sets: training set and test &
validation set. To enhance the proposed UDL architecture, the
Stochastic Gradient Decent (SGD) technique with momen-
tum is presented. Finally, the test phase is held out in terms
of performance and network stability.

In Algorithm 1, UDL steps are presented in full details.
It starts out by simulating a wireless atmosphere in order
to formulate the channel gain (or equivalently the likelihood
ratio for a given channel) and constructs a specific connection
between two nodes (i.e., communication lines), which we
use to generate training examples. Next, it initializes the
learning_rate and loss_rate, initializes the UDL weights with
the Xavier method, and sets the batch size. Its main looping
process involves using SGD in order to train a UDL approx-
imation of a task at hand. They are iteratively revised until
the converging condition is met. Eventually the algorithm
computes an optimal solution with respect to the UDL and
returns into an array of varying types.

B. SUPERVISED DEEP LEARNING
The proposed problem is also solved using supervised deep
learning. The basic SDL module, which serves as the core
component of the proposed SDL, is discussed in this section.
The fundamental DNN module is made up of a number of
basic units, each of which is made up of a Fully Connected
(FC) layer, a Batch Normalization Layer (BN), a Rectified

Algorithm 1 UDL Based Training Algorithm
1: Input: Re(hm,n), Im(hm,n), dm,n, Sulm,n, S

dl
m,n,A,B

2: Output: cache matrix X∗
= {θdl∗m,n, θ

ul∗
m,n, α

∗
}

3: Start running environment simulator to generate the wireless chan-
nel gains

4: Identify E2E VR links operated by SDN network
5: Generate a set of training samples.
6: Develop the UDL framework
7: Initialize the learning rate, and the loss rate.
8: Theweights of the network are initialized usingXavier method [35]

and set the batch size
9: while error ≥ ϵ or epochs = max_iter
10: Train the UDL to approximate problem (10) using the provided

training samples and the SGD’s suggested learning mechanism.
11: Update the network parameters of the UDL
12: Update the weight W and the output of each layer of the UDL.
13: end while
14: Calculate xopt depending on resulted UDL

Linear Unit (ReLU) layer, and a dropout layer. After the input
vector is fed to the fully connected layer, batch normaliza-
tion and ReLU. Then, dropout layer role is come applied to
randomly drop ck with a certain probability predetermined
such that some of the input data is blocked to avoid overfitting
of SDLs. The proposed SDL is structured as an input layer,
L hidden units, and an output layer. Each kth hidden unit is
constructed with lk neuron. The difference between UDL and
SDL is labeling input data whereas SDL needs to label all data
input but UDL needn’t. From this scope, a heuristic technique
was used to generate dataset with labels xout to represent the
required number of channels for eachVR user and theweight-
ing factor for VR link. Hence, labels are represented as [33]:

xout =

{
θdlm,n, θ

ul
m,n, α

}
(11)

The proposed SDL is adjusted to newly exposed samples and
scenarios, offline learning policy is implemented to produce
the best results. Most of the channel conditions are distributed
and considered in a certain region of BSs by filling out all
points that VR users can exist. Hence, the heuristic technique
used produces all possible conditions and the dataset gener-
ated is used to train the SDL. A huge number of inputs are
created using Frequency Searching Adaptive Bat Algorithm
(FSABA) [30] and the related optimal solutions are found in
order to obtain enough labeled training examples. The SDL
is trained using a portion of the data, and their performance
is tested using a different portion of the data.

A batch of training samples is randomly chosen from
among all the training samples for each training epoch in
order to train the SDL. The Adam algorithm is used to opti-
mize the parameters ofWk and bk to minimize a loss function.
The loss function used is Categorical Cross entropy and is
represented as [33]:

L
(
xout ; x̂pred

)
=

1
S

∑S

i=1

[
xout,i log x̂pred,i + (1 − xout,i)

× log (1 − x̂pred,i)
]

(12)

where x̂pred represents the predicted output and S is the
number of samples fed to SDL. Finally, after training and
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Algorithm 2 SDL Based Training Algorithm
1: Input: Re(hm,n), Im(hm,n), dm,n, Sulm,n, S

dl
m,n,A,B

2: Output: cache matrix X∗
= θdl∗m,n, θ

ul∗
m,n, α

∗

3: Start running FSABA to generate samples
4: Identify E2E VR links operated by 6G SDN network
5: Split dataset to training and test sets
6: Develop the SDL framework
7: Initialize the learning rate, and the loss rate.
8: The weights of the network are initialized, biases and set the batch

size
9: while error ≥ ϵ or epochs = max_iter
10: Train the SDL to approximate problem (10) using the provided

training samples and the SGD’s suggested learning mechanism.
11: Update the network parameters of the SDL
12: Update the weight W and the output of each layer of the SDL.
13: end while
14: Test the SDL developed and deploy the model
15: Calculate x̂pred depending on input samples

testing SDL offline, deployment is ready to be used online
and the network can predict upon the number of VR users
available. Thus, assigning number of channels and finding the
optimal weighting factor for each link ismuch unproblematic.

Algorithm 2 is showing the pseudo-code of how SDL oper-
ates. Firstly, samples using FSABAmethod are generated and
then E2E VR links over an 6G SDN network are identified.
The dataset is divided training and testing sets, and is used
to develop an SDL framework. Initialization of learning rate
and loss rate is done along with setting the weights and biases
of layers in the network. The main loop of the algorithm
repeatedly trains the SDL until an end of training condition is
reached, such as a predetermined error threshold (ϵ) or a spec-
ified maximum number of epochs reached max_iter. During
the training, the SDL approximates required optimizing by
SGD. The network parameters are optimised sequentially,
and when the training converges, the SDL model is evaluated
and then deployed. Ultimately, the output array x̂pred which
consists of corresponding output values is calculated using
input patterns.

VI. RESULTS AND DISCUSSION
In the studied scenario, 2 BSs are considered with coverage
of 300 meters. Users are randomly distributed over 600 m ×

150 m area. The uplink power puln and the downlink power
pdln are assumed to be 7 dBm and 23 dBm, respectively.
Furthermore, the file size for uplink f ulm,nand downlink f

dl
m,n are

ranged randomly between 1 Byte to 20 MByte. The network
is structured depending on the number of VR users available,
whereas results are demonstrated according VR users set
available. For simplicity, VR-VR link is considered that one
VR user is acting as a transmitter and the other one acting as a
receiver. Furthermore, the number of channels R for VR users
in each BS serving Un users are predefined as 1024 channels
for each VR slice, i.e. hard slicing used. It should be noted
that SDN is used to connect VR users to requested tenant
applications which the latency for transmitting and receiving
the required contents is assumed to be constant for simplicity.

TABLE 2. Experimental setup.

FIGURE 2. Achievable data rate against the increase of time threshold.

Additionally, the parameters used in simulation is shown
in Table 2.

In Fig. 2(a) and 2(b), the achievable data rate is illustrated
against the increase in time threshold T e2eth for the designed
two techniques and compared with the reference scenario.
Moreover, the optimal output number of RBs assigned to
VR users are compared to show the performance of UDL
and SDL. The impact of time threshold T e2eth for E2E VR
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link on the achievable data rate considering UDL and SDL,
respectively, is investigated by plotting the achievable data
rate in four different cases. Firstly, 50 VR users are served at
the same time by the network which are managed as E2E VR
links. Whereas, two user groups are constructed to measure
E2E latency. Those user groups use SDN network to com-
municate with each other through the main controller. In the
second case, 100 VR users are considered to perform two user
groups. Moreover, groups may consist of two users served
by the same base station or in different BSs. By increasing
the number of users in the following two cases to 150 and
200 users, managing the available resources will be more
difficult to achieve the QoS required of VR users.

In Fig. 2(a) and 2(b), each DL model used i.e. UDL and
SDL are compared to the baseline scenario (i.e. reference
scenario (FSABA)). It can be seen that the baseline is the
maximum achievable data rate as it is used as a reference
scenario for UDL and SDL. Also, it is used as a generative
model for the dataset used in SDL. In all cases, the achievable
data rate is increased with the increase of T e2eth whereas the
VR links are allowed to continuously increase their channel
number allocated from the assigned channels for VR slice.
It is clear that, in first case,M = 50, the achievable data rate
reach its maximum value even at early T e2eth . This is because
the network has the availably of channels that can be assigned
to all users and reach the required T e2eth . Therefore the number
of channels for each E2E VR are increased.

By comparing the achievable data rate for the different
4 scenarios in Fig. 2(a) and 2(b), it can be seen that SDL is
outperforming UDL, especially for a small number of users.
As forM = 50 and 100, the improvement of SDL compared
to UDL is about 29% for smaller time thresholds. But for
larger T e2eth at a certain point the percentage becomes smaller
around 5%. Moreover, the achievements of SDL compared
to UDL in scenarios 3 and 4 (i.e. 150 and 200 users) the per-
centage of most T e2eth is around 8%. This is due to the fact that
SDL is trained based on samples generated using the heuristic
technique (i.e. baseline model) which reaches accuracy near
to its results. Thus, the percentage of error will be much
smaller thanUDL that reaching themaximum achievable data
rate in each case. In contrary, UDL is reaching the maximum
achievable data rate according to the unsupervised search of
minimum loss.

The study opted for a time threshold of 0.5 ms to assess
how well the network performs for ultra-low latency appli-
cations like real-time trading and scientific simulations when
utilizing SDL. The goal of the study was to improve network
performance for latency-sensitive applications by identifying
techniques to achieve the lowest possible latency for different
user loads. On the other hand, if UDL is employed without
any dataset, a time threshold of 7 ms provides satisfactory
performance. Therefore, for low-latency applications, SDL is
recommended, while UDL is a better choice when latency is
not critical. The results shown describe the performance of
the network depends on various factors, such as the number
of users served and the size of the files being transmitted,

FIGURE 3. Achievable data rate against the increase of number of users.

and that different strategies may be needed to optimize the
network for different applications and scenarios. Since it is
recognized that SDN networks are used to allocate resources
and manage the entire network, SDL and UDL are used
to predict appropriate RBs for individual users and which
as a result, the time required for E2E connections to send
data across the link. Accordingly, this meets the required
standards, because SDN effectively controls the RB alloca-
tion throughout the network, ensure the absolute delay time,
which is held as a constant value in the proposed solution.
OF provides a standardized and programmable framework for
managing network traffic flows whereas making it a natural
fit for the proposed approach. For applyingOF configurations
to our work, define flow rules that align with the RBs alloca-
tion strategy generated by our solution mechanisms. These
rules indicate how network traffic should be preserved based
on users’ demands and resource availability. For instance,
OF rules set to prioritize RBs allocations for latency-sensitive
applications by dynamically allocate resources based on
changing VR user demands. By configuring OF in this man-
ner, our research not only optimizes RBs allocation but also
ensures that network resources are efficiently utilized to meet
end-to-end connectivity requirements.

The impact of the number of users on the achievable rate of
a network was investigated in this research as shown in Fig. 3.
The results indicate that when serving a small number of users
(50 users), SDL outperforms UDL. However, for a larger
number of users (200 users), both SDL and UDL exhibit
similar performance. This observation suggests that UDL can
achieve a minimum loss function and assign a similar number
of channels as SDL as the number of users increases.

These findings are supported by the results presented
in Table 3, which compare the performance of SDL and UDL
to a reference value. The table reveals that for SDL, a time
threshold of 0.5 ms yields good performance, with a loss
function of only 7%. Conversely, UDL performs best with
a time threshold of 7 ms, with a loss function of 6%. These
results validate the assertion that UDL can achieve compa-
rable performance to SDL when serving a larger number of
users. Therefore, the choice of network architecture between
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TABLE 3. SDL and UDL comparing according to change number of users against T e2e
th .

FIGURE 4. Satisfaction Rate against the increase of Time threshold using
UDL and SDL.

SDL and UDL should consider the number of users to be
served, and the desired trade-off between achievable rate and
time threshold.

The study analysed the impact of patch unit size on the
achievable data rate for various VR users in the network with
respect to SDL and UDL compared to the baseline scenario.
Two scenarios were considered, UDL with a time threshold
of T e2eth = 7 ms and the other with T e2eth = 0.5 ms, as shown
in Fig. 4(a) and 4(b) respectively. The study found that the
achievable data rate decreased as the patch unit size increased
for all cases. Larger patch unit sizes increased the probability
of users with larger channels (i.e. hungry channel users)
having larger patch unit sizes, which, in turn, decreased the
number of channels assigned to users with smaller patch unit
sizes. This result was expected since the ratio factor α of VR
link latency is impacted when channels cannot be allocated
to hungry channel users to send or receive the required patch
unit size.

Fig. 4(a) in UDL demonstrates that for a large number
of users (i.e. 200 users) and an increase in patch unit size,
the achievable data rate is at its worst scenario. This is due
to the fact that all channels assigned for VR slice are not
sufficient to achieve the required E2E latency. However, for
a small number of users (i.e. 50 users) and a large patch unit
size, the achievable data rate only slightly decreased because
there are an abundance of channels available to serve this

small number of users even if they request a large patch unit
size. Fig. 4(b) shows the use of SDL to maximize achievable
data rate against patch unit size. It is evident from the figure
that SDL results for 50 and 100 users only slightly decreased
because the minimum loss function can still be achieved.

Due to the usage of the probability of satisfying or not in
outage probability, the satisfaction ratio is used to determine
the percentage of E2E links that satisfy the latency threshold.
It can be calculated for each link as [34]:

µm =
1

1+e
−δ(

Te2eth
Ttotal,i,j

)

(13)

But for all users

µ =
µm

Un
(14)

It can be found that the normal sigmoid function is used
to determine the satisfaction rate, which is more suitable to
show the rate between [1, 0]. The satisfaction rate is mea-
sured for UDL and SDL against the time threshold in Fig. 5.
It can be concluded that in low latency requirements, many
users in UDL can’t satisfy the E2E VR latency constraint.
Thus, the number of satisfied VR users with high virtual
experience are affected. On the other hand, VR users that
satisfy sufficient data rate and appropriate latency increased
for low time threshold. It can be seen that convinced users
of E2E latency in higher time threshold using UDL and SDL
become closer. This is because VR users using all channels
assigned with mostly equal distribution. From previous anal-
ysis, it can be determined that using UDL and SDL have
similar effect on the network performance for higher time
threshold (around > 7ms) especially for large numbers of
users served in the same time. Furthermore, UDL need not
labeled data set whereas if output can’t be predetermined
due to certain conditions, UDL will be the better scenario to
be used. Oppositely, SDL to be trained must have labelled
dataset which in some network scenarios this is not available.

The results presented in Table 4 are obtained from com-
paring SDL and UDL in terms of user satisfaction ratio at
different time thresholds. It is evident that the two models
have minimal differences in terms of the small number of VR
users served in the proposed solution. However, as the number
of users increases at low time threshold, UDL struggles to
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TABLE 4. Comparative analysis of satisfied ratio users for UDL vs. SDL in terms of changing T e2e
th .

FIGURE 5. Achievable data rate against the increase of patch unit size.

maintain low latency for all users to meet the required perfor-
mance standards. However, as the time threshold for E2E link
increases, eventually both SDL andUDL converge, providing
required performance and low latency for almost all VR users
as the difference in service offered in terms overall satisfied
users ratio between UDL and SDL is about 5%.

VII. CONCLUSION
The proposed VR-based SDN system model for cellular net-
works in the future is aimed to optimize the allocation of
network resources for VR video transmission by taking into
account important factors such as VR user status and data
transmission. The study offers valuable insights for future
research and its centralized architecture, crucial to efficient

resource allocation and scheduling, is composed of mul-
tiple components working together. The study focuses on
comparing the performance of two DL models, UDL and
SDL, in serving VR users in a network. The DL models
are evaluated against the increase in time threshold T e2eth and
the number of VR users served. The results show that SDL
outperforms UDL for a smaller number of users, with an
improvement of around 29% for T e2eth less than a certain
value. However, as the number of users served by the net-
work increases, the improvement of SDL compared to UDL
decreases and the two models perform similarly. Addition-
ally, the achievable data rate decreases with the increase of
the patch unit size for both UDL and SDL. The results suggest
that the performance of the DL models is affected by both
the number of users and the patch unit size transmitted or
received by the VR users.
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