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ABSTRACT In the digital era, online radicalization has emerged as a significant concern for governments,
social media platforms, and researchers. Detecting and preventing online radicalization have become
key priorities, leading to extensive research efforts. This study presents a comprehensive survey of
existing works in this field, covering various techniques and methodologies. An extensive assessment
of 68 publications from databases such as IEEE, SCOPUS, and Web of Science (WoS) was conducted
to analyze recent literature on detecting and preventing online radicalization. This research provides an
overview of the definition of online radicalization and its relationship with social media. It explores
different types and sources of datasets used in studying online radicalization. Additionally, it categorizes
approaches and techniques, including Machine Learning (ML), Deep Learning (DL), and Graph algorithms,
for detecting and preventing online radicalization. The survey identifies limitations and challenges in the
field, highlighting existing gaps and suggesting potential directions for further study. To the best of the
authors’ knowledge, this work is the first of its kind to undertake such a holistic investigation that consolidates
these methodologies presenting them in an accessible manner. The findings contribute as a valuable resource
for academics, decision-makers, and professionals working in the field of counter-radicalization and provide
insights into existing countermeasures against this expanding threat.

INDEX TERMS Radicalization, extremist, machine learning, deep learning, social network, survey.

I. INTRODUCTION
The digital revolution in the last decade has dramatically
transformed the behaviors and way of life of billions of
people throughout the world. It has become an indispensable
pillar in people daily lives, whether from a commercial
or personal perspective. The emergence of social network
platforms like Twitter, Facebook, YouTube, and Instagram
is considered one aspect of the digital revolution. Their
usage has grown enormously recently. As seen in Figure 1,
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the number increased to 4.80 billion users in April 2022,
representing a growth rate of 3.2% per year. This increase
represents 59.9% of the population of the entire universe
and 93% of internet users [1]. These statistics demonstrate
the enormous impact of these platforms due to their
substantial benefits in revolutionizing the way interaction
occurs between users. This has prompted people to consider
them as potent communication mediums that break down
information barriers, seamlessly share political information,
and open the door for interaction between users from various
backgrounds. Additionally, these platforms help individuals
identify information disorders and fake news. Furthermore,
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FIGURE 1. The raising of social media users.

social networking platforms have been utilized as suitable
venues for many debates, including economic, political, and
ideological disputes.

Despite the fact that the opportunities provided by social
networks have a preponderance over traditional media, which
is limited to a few consumers, they also have a dark side in
some cases. Social networks have been accused of playing
a role in increasing social polarization and contributing to
it through their recommendation systems. This is because
social networks are algorithm-based platforms that person-
alize content for users based on their interests, behaviors,
and interactions. This personalized approach leads to the
emergence of filter bubbles and echo chambers, which,
in turn, widen ideological gaps and amplify extremist content.
Furthermore, interacting only with like-minded individuals
ultimately leads to radicalization [2]. Several previous studies
have investigated the effects of social network algorithms on
polarization and group clustering. Sharma et al. [3] demon-
strated the effect of recommendation algorithms in increasing
polarization by analyzing the Twitter graph. Daly et al. [4]
found that network clustering increased as a result of friend
recommendation systems. The mechanism of social network
algorithms leads radicalized ideology makers and extremist
communities to benefit from the characteristics of social
media platforms, resulting in an increase in societal clustering
and polarization. The activities of these radicalized commu-
nities on social media platforms highlight the importance of
these platforms as a sharp sword for promoting extremist
ideologies, gaining support, and recruiting individuals due to
easy access to a large number of users worldwide, regardless
of their location. Additionally, the anonymity provided by
social media platforms allows these organizations to create
an environment conducive to their activities, establishing
echo chambers that polarize vulnerable individuals [5].
The use of radicalization organizations combined with the
characteristics of social networks caused this phenomenon
to have a substantial financial impact on these businesses

and the governments. They are compelled to increase their
efforts in a number of areas to minimize it, which calls for
increased budgets for things like costs associated with content
moderation, legal and compliance expenses, research and
development, user education and awareness, and data storage
and analysis. According to [100], the industry’s cost of
moderating digital material will be approximately 8.8 billion
in 2024 and will rise to 13.6 billion by 2027. Consequently,
they have collaborated to implement regulations, policies,
and detection mechanisms to detect and prevent the rise of
terrorist activities online. The following regulations outline
the effortsmade by these platforms to reduce the phenomenon
of online radicalization.

Reference [6] presents that 278 ISIS accounts posted
videos on YouTube in 2018. Despite the fact that these videos
included content related to radicalization, only about 40% of
these accounts were deleted byYouTube after the videos were
removed by YouTube. According to [7], Facebook discovered
and removed 2.5 million extremist posts in the first three
months of 2018. Additionally, Twitter terminated around
1 million accounts that supported violence between 2015 and
2017. YouTube demonstrated its attempt at intervention by
deleting more than 14k videos in just three months in 2018.
Unfortunately, despite these best efforts and the significance
of these restrictions, they have been unable to completely
eradicate this phenomenon, resulting in the persistence of this
process and its continued spread over time. Consequently,
monitoring, detecting, and preventing the process of online
radicalization becoming a hot topic for governments and
researchers to study. This necessitates the development of
new approaches and strategies to contain and restrict this
process.

In addition to the efforts made by governments and
social media platforms, cybersecurity researchers have also
contributed to understanding and studying this phenomenon
from various aspects, thereby aiding in the efforts of detecting
and preventing it. They have utilized various approaches
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TABLE 1. List of acronyms.

such as artificial intelligence (AI) and social networks
analysis (SNA), which have previously shown effectiveness
in addressing issues in various fields, including detecting
fake news [8], [9], examining public opinion changes towards
COVID-19 vaccination in social networks [10], [11], [12],
community detection [13], [14], business [15], [16], security,
and intelligence [17], [18]. In this context, numerous studies
have been conducted to minimize the impact of this process.
They range between manual and automated approaches, such
as graph analysis as a network-based approach to study the
role of recommendation systems [19], [20], while others have
used ML and DL techniques as a content-based approach to
detect extremist and hate speech content [21], [22], [23], and
others have utilized sentiment analysis to examine extremist
emotions [24], [25]. Despite these efforts, there are still
a number of important gaps in the understanding of the
phenomenon and how to address it in order to alleviate
and reduce its impact, and if feasible, fully prevent it
[26], [27], [28].

A. PROBLEM AND GAPS
Understanding the gaps in the existing research on online
radicalization is crucial for making a valuable impact in this
field. The existing overviews that dealt with online radi-
calization address the detection and prevention as separate
problems; they focused on the detection mechanism as an

effective strategy to contain it and ignored the prevention
mechanism, which is regarded as a complementary strategy
to the detection mechanism.

The previous detection studies have focused on certain
approaches while ignoring others. some surveys only ana-
lyzed Twitter and ignored other platforms, other reviews
have focused solely on NLP techniques for detection without
taking into account alternative techniques, while others have
focused on hate speech as a frame of radicalism rather than
common radicalization. The remaining review aligns more
closely with this methodology but still highlights important
differences. They only focus on ML, DL, and graph methods,
addressing the detection mechanism but not demonstrating
the prevention strategy.

There are no surveys that provide a thorough analysis of
the methods and strategies used for prevention mechanisms;
instead, studies that attempted to do so suffered from
serious limitations because they concentrated only on certain
techniques, such as educational strategies and counter-
narrative approaches, while ignoring others like the technical
approaches.

The literature reveals that the existing surveys that
addressed the extremist dataset concentrated on its types
while ignoring a crucial feature, namely how the studies
mitigate the considerable influence of data imbalances.
The aim of this work is to address the limitations of
existing literature highlighting the gap in the field of online
radicalization.

B. CONTRIBUTIONS
This research consolidates and analyzes findings from
publications pertaining to extremist content within textual
data to gain a comprehensive understanding of the studies
focused on detecting and preventing radicalization. Addi-
tionally, it meticulously addresses various theoretical and
practical aspects, bridging anticipated knowledge gaps in
this domain by addressing the research questions outlined in
Table 2. Indeed, this study aims to define the phenomenon,
provide an overview, and delve into the common methods
and strategies associated with the detection and prevention
processes.

The main contributions of this survey are:

• A thorough analysis of the main concepts, context, and
the impact of the phenomena of online radicalization
based on a review of 68 publications.

• A thorough examination of the methodologies and
techniques used to detect online radicalization.

• A detailed discussion of the popular techniques used in
prevention of the online radicalization.

• A summary table listing the various datasets, their
sources, categories, characteristics, and methods for
addressing data imbalance.

• A thorough analysis of the results, key challenges, and
recommendations for future research in the area of
online radicalization.
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TABLE 2. Research questions.

An in-depth analysis of published papers, as well as
various survey papers, on prevention and detection techniques
for online radicalization in recent years was conducted
to address aforementioned questions in Table 2. The aim
was to provide a comprehensive understanding of this
phenomenon, including its definition, detection methods,
and prevention strategies. To achieve this, the datasets used
in previous studies were examined, comparing their types,
sources, characteristics, and public accessibility to address
RQ1. Additionally, RQ2 was used to explore the different
methodologies employed in the detection and prevention
processes, categorizing each process into distinct approaches.
Through the literature review, a detailed analysis of the
detection and prevention techniques was conducted, as well
as the identification of the frequently used feature extraction
techniques in each approach, to answer RQ3 and RQ4.

This survey is structured as follows: In Section II, the
research methodology will be outlined. Section III will
provide background information on what radicalization is
and how it works. In Section IV, relevant surveys conducted
on this subject will be presented. The findings of the
literature review on datasets, approaches, and methods for
detection and prevention will be covered in Section V
of this article. The application of online radicalization
was presented in Section VI. The research questions and
challenges encountered will be discussed in Section VII, the
limitations are illustrated in Section VIII. Conclusion and tips
for future directions are given in Section IX and Section X,
respectively.

II. RESEARCH METHODOLOGY
This section outlines the search strategy to find publications
that address the study questions established for the thorough
literature evaluation.

A. SEARCH STRATEGY
In order to fulfill the research aim, studies from reputable
journals and conferences were extracted as part of this search
strategy using the scientific databases IEEE Explore, Web
of Science, and Scopus. The adopeted search technique
uses a variety of carefully chosen keywords to point to
research regarding the issue of online radicalization, as well
as ways for detection, prevention, and other relevant ideas.
The search technique employed a variety of carefully chosen

TABLE 3. Filtering criteria.

keywords to identify research related to online radicalization,
detection, prevention, and other relevant ideas. Boolean
operators (AND, OR) and truncation symbols (*) were used
to refine the search procedure. The following keywords
were used in the search query: ‘‘Online extremist,’’ ‘‘online
radicalization,’’ ‘‘radicalization detection and prevention,’’
‘‘extremist detection and prevention,’’ ‘‘extremist preven-
tion,’’ and ‘‘propaganda.’’

Only the research works addressing the detection and pre-
vention of online radicalization published between 2017 and
2023 were included in the selection process. Publications
outside of this time period were excluded. The titles and
abstracts of gathered study publications were reviewed to
identify relevant studies. Initially, titles and abstracts were
used to filter the search results. Subsequently, the study
questions and findings of each full-text paper were carefully
examined to determine its eligibility for inclusion in the
survey paper. These procedures ensured that the selected
research addressed the research objective, focusing on the
detection and prevention of online radicalization. A total of
68 publications were obtained through this technique, which
examined multilingualism datasets in languages such as
English, Arabic, and Kazakh. Figure 2 shows the distribution
of publications collected by year of publication.

B. FILTERING CRITERIA
The filtering criteria in Table 3 were used to select the most
relevant and useful papers for the focus of this survey. After
the filtering activity, 68 articles were used in the survey.

III. BACKGROUND
This section will provide a background of online radicaliza-
tion. The definition, circumstances, and working mechanism
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FIGURE 2. Published articles per year.

of this phenomenon will be demonstrated in the upcoming
sections.

A. ONLINE RADICALIZATION AND ITS CIRCUMSTANCES
There are several contested meanings of radicalization terms
that vary depending on context. Some agencies relate it
with extremist beliefs [29], [30], while others define it as a
terrorist term that refers to violent acts [31], [32], while others
went even further and associate it with a particular religion
[33]. In the context of this research work, radicalization
underlies the process that drives individual behaviors and
beliefs toward becoming more extreme toward a certain
ideology, as well as the potential to translate this behavior
into violent acts to achieve a certain purpose [34].
The radicalization phenomenon has various manifestations

and methods; it can exist in a variety of daily life areas
such as political, economic, and social aspects involving race,
nationalism, and religion. It can occur both offline and online.
Offline participation is the conventional way for individuals
to participate in radicalized organizations, which represents
face-to-face interaction in groups. This strategy is constrained
by the geographical location of the groups and vulnerable
people, which is considered a strong point for governments
and policymakers in diminishing and combating the severity
of this phenomenon by isolating it in a certain geographical
region. In contrast to offline, online participation occurs
through the use of communication technology such as social
network platforms, which may cause people to get polarized
and join like-minded groups as well as participate remotely

without needing to contact them in person. This strategy is
far more hazardous than the offline one due to its capacity
to easily spread vast amounts of extremist ideology and
significantly increases the ability of radicalized organizations
to intensify their efforts in order to further their goals [35].

The significant influence of the online radicalization
strategy led to the investigation of the causes that feed into
this phenomenon. Its emergence was not a coincidence;
rather, it is seen to be the consequence of a confluence of
several factors, including personal circumstances, economic
issues,political, and religious grievances [36].

In addition to the circumstances of the online radicalization
phenomenon, radicalized communities have benefited from
the characteristics of social networks to progressively change
individuals’ beliefs in order to attract them to join their
organizations through a series of well-planned procedures.
Therefore, there is no defined or consistent procedure for the
online radicalization mechanism, although in most cases it
goes through an entry phase as illustrated in Figure 4. These
steps are as follows:

1) Pre-radicalization: This represents the initial stage,
as individuals in this stage are exposed to a huge
amount of extremist content that is published by
terrorist groups through online platforms such as social
media that can be compatible with their personal beliefs
and behaviors. This leads to opening the door easily
for individuals who want to get acquainted with new
ideologies or deepen their knowledge, and in some
cases, they can agree and accept them due to the
individual being repeatedly exposed to this content.
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FIGURE 3. Review process.

FIGURE 4. Radicalization phases.

2) Echo chamber zones: Personal curiosity and the
recommendation algorithms of social networks play a
key role in this stage of the process. As individuals

use internet platforms to learn more about some of
the beliefs they were exposed to during the pre-
radicalization stage, recommendation systems occa-
sionally might lead some individuals to be polarized
into groups that share their beliefs and operate as
echo chambers, making them more vulnerable to
extremist organizations and driving them farther down
the extreme path.

Based on the stages above, the first phase is considered
the entry point in the radicalization process of changing
individual beliefs that may push vulnerable individuals to
access and interact with this terrorist content and join them
later. Therefore, due to its importance and its significant
impact on the radicalization pathway, this research work
highlights the efforts of these organizations to use social
networks such as Twitter, Facebook, and YouTube to spread
their ideological content to as many users as possible [37].

The Islamic State of Iraq and Syria (ISIS) is one of the
radicalized organizations that spread extremist content on
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social media. The authors in [38] demonstrate that ISIS
suggested a YouTube video ‘‘one billion campaign’’ to enlist
support for their cause. Reference [6] shows that ISIS created
a hashtag on Twitter in 2014 to show support for ISIS; this
hashtag received 20k mentions in a single day. Reference
[39] presents that during the ISIS invasion of Iraq in 2014,
more than 5k people downloaded an ISIS-related Twitter
application, and more than 40k tweets about ISIS accounts
were sent out on the same day. Over the course of two months
in 2018, 207 ISIS accounts posted 1,348 videos, garnering
over 163,391 views.

The right-wing (RW) is another political movement that
incites hatred towards a certain group of society. The report in
[40] indicates that more than 100k Twitter users are regarded
as active alt-right users in 2018. According to [41], the RW
just needed a few months to garner more than 90k likes
on posts critical of Islam (such as those on street rallies).
In 2018, [42] hypothesizes that there are 169,071 members in
Facebook groups who post racist content, and there were 5k
tweets about violence against refugees in November 2015 and
6k tweets encouraging refugees to commit acts of violence.

IV. RELATED WORK
In this section, the research relevant to the present work
was examined. The focus was on surveys that covered the
detection and prevention techniques of online radicalization.
It was found that surveys typically addressed the detection
and prevention separately, necessitating the division of the
work into two parts. The first subsection presents surveys
related to the detection techniques, while the subsequent
subsection focuses on surveys that specifically explore
studies involving the prevention process.
Detecting surveys: Gaikwad et al. [43] conducted a survey

following the systematic review approach. They examined the
conclusions of 64 studies between 2015 and 2020 concerning
the datasets used and techniques for detecting online
radicalization. The authors divided the detection approaches
into manual and automated categories and go deeper into
automatic detection methods such as ML and DL. In addition
to detecting techniques, the authors evaluated the datasets
utilized and categorized them as public or Private. According
to this work, the majority of studies used a Private dataset due
to a lack of available datasets.

Adek et al. [44] presented a summary of studies that
performed a detailed analysis of the applications utilized
in detecting online radicalization. The author examined
36 studies that investigated the approaches employed in
online detection applications, such as data mining and ML
approaches, features, datasets, and their sources.

Torregrosa et al. [45] investigate the findings of three
studies related to online extremism. They presented an
overview of the extremes definition, its elements, and the
approach used to detect its content. This study focused on
papers that employed natural language processing (NLP)
techniques and feature extraction approaches to detect

extremist content, in addition to the analysis of the dataset
used. The authors dividedNLP techniques into two categories
and compared their performance: classification techniques
and descriptive techniques. This work shows that more than
half of the software tools are used for extremism classification
purposes, and the remaining tools are utilized for descriptive
techniques such as sentiment analysis.

The survey in Trabelsi et al. [46], focused on extremist
content on the Twitter platform by evaluating 68 studies.
They provided a detailed overview of the prior article’s
results on content analysis approaches for detecting radical
processes on Twitter as a source for disseminating extremist
ideas. This work goes thoroughly into the utilized sentiment
classification strategies, in addition to offering an outline of
the sentiment methodologies used for feature extraction and
the ML classification algorithm. The researchers determined
that Twitter is the most common medium for academics to
uncover radicals and ML approaches are extensively used in
categorization methods.

Hate speech as one of the most extreme aspects was
investigated by Chhabra et al. [47]. The authors provided a
detailed analysis of the strategies used to contain this prob-
lem. They presented the phases of hate speech identification,
such as feature extraction using text mining and classification
approaches usingML and DL, as well as analyzing a different
hate speech dataset used in the literature studies. According to
the authors, the majority of researchers utilized Facebook and
Twitter data as the primary platforms for their investigation.

Alghamdi et al. investigated 40 studies that analyze online
extremism on the dark web in their survey [48]. The authors
examined the existing extremist dataset and the machine
learning techniques used to detect extremist content on the
dark web. They found that content analysis is a suitable
approach for the web detection method, despite the lack of
research focusing on the Arabic language.
Prevention surveys: AKRAM et al. [49], in their survey,

discussed prevention strategies for extremist content and its
spread based on an educational approach. They conducted an
in-depth analysis of over 80 articles that employed mitigation
strategies. The authors focused on the psychological solutions
presented in prior articles that lead people to hold de-
radicalized views, such as spreading literacy and non-violent
content.

Windisch et al. [50] studied the stages of frameworks
that used the counter-narratives approach for hate speech
prevention. In this survey, the authors conducted a systematic
review of 22 counter-narrative strategies and performed sta-
tistical analyses to determine the effectiveness of mitigation
strategies and interventions used to reduce hate speech.

The survey conducted by Iannello et al. [51] in
2023 focused on eight studies that employed educational
software as mitigation strategies to moderate online radi-
calization content. They categorized the investigations into
two groups. Four of the studies were evaluated using
quantitative analysis, while the remaining studies used
qualitative analysis. The authors emphasize that there is no
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TABLE 4. Related works.

evidence to determine the most effective mitigation technique
and demonstrate that various approaches had an impact on
individual-level mitigation rather than group-level mitigation.

In [52] 2019, Blaya et al. divided the mitigation process
into three approaches: legal, technological, and educational.
In the legal approach, the authors present laws and regula-
tions to control hateful content, while in the technological
approach, they analyze seven studies that used classification
techniques for mitigation. Finally, the educational level
is considered a soft approach. The author only considers
classification methodologies and analyzes eight research for
technical prescriptive.

More than 30 studies evaluating prevention programs
based on different approaches, such as educational, technical
monitoring, and psychological approaches, were discussed
in [53]. The authors analyzed the outcomes of these studies
and reported that the studies were focused on specific
religious groups, as most research exclusively considers
Islamic radicalization.

As observed in Table 4 which summarizes the literature
studies mentioned above, these studies have made significant
efforts and addressed various aspects of online radicalization.

V. LITERATURE REVIEW
In this section, recent literary analyses on the detection and
prevention of the radicalization phenomenon are discussed.
The state-of-the-art studies indicate that most researchers
utilized a similar framework, as depicted in Figure 5. This
framework involves dataset collection from various websites,
online magazines, and social media platforms. Subsequently,

the data undergoes a pre-processing phase that includes
feature extraction techniques to prepare it for modeling.
Finally, researchers apply detection or prevention models.
The techniques employed in each phase of this framework
will be discussed in the subsequent sections below.

A. DATASET AND ITS SOURCES
The dataset is considered one of the most important parts of
the detection and prevention framework. The datasets used in
existing studies are collected from various sources, ranging
from social media platforms to websites and magazines.
These datasets can be categorized into two types: public
datasets and Private datasets. The public dataset refers to
data that is publicly accessible. On the other hand, Private
datasets are collected and designed by researchers based on
their specific goals, and they are not publicly accessible.
Figure 6 illustrates the sources of datasets commonly used by
researchers. For both types of datasets, and in order to collect
tweets, posts, videos, and comments, most researchers have
used various words related to radical groups such as #Kofar,
#DASH, #Terrorist, #white supremacy, #Jihad, #extremism,
# Bomb, #far-right etc. They have labeled them into various
categories, such as radicalized, non-radicalized, terrorist, and
non-terrorist, or classified them into different radicalization
categories, such as propaganda, recruitment, and ideology.
Social Media Datasets: For the Private and public datasets,

different social media platforms such as Twitter, Facebook,
Telegram, and WhatsApp were used as sources for collecting
extremist data. Twitter is used widely in collecting extremist
datasets as shown in Figure. 6, and it is used by various
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FIGURE 5. Detection and prevention framework.

FIGURE 6. Dataset sources and most social media platforms used in previous articles.

studies for detection and prevention, [21], [54], [55] collected
English tweets. Some researchers collected tweets that
contain multilingualism. [22], [23], [56], [57] collected
Arabic tweets andmake them publicly accessible, [58] collect
multilingualism tweets including using Urdu, and Roman in
addition to the English language.

Aldera et al. [22] collected more than 89k Arabic tweets
using extremist hashtags and manually labeled them as
extremist or non-extremist. The dataset is available upon
request. Mursi et al. [23] collected around 100k tweets and
labeled them as hateful or non-hateful based on sentiment
analysis results. Alharbi et al. [57] created ASAD, a dataset
containing over 95k Arabic tweets from various countries,
which were classified as favorable, negative, or neutral
using sentiment annotation. Similarly, Alomari et al. [56]

introduced the Arabic Jordanian General Tweets (AJGT)
dataset, consisting of more than 1700 tweets collected using
extremist Arab hashtags. They used sentiment analysis to
categorize the tweets as positive or negative. Sharif et al. [59]
compiled a dataset with over 7k tweets representing the
Taliban movement in the Afghanistan region. The tweets
were labeled as neutral or extremist, with the extremist
category further divided into pro-Afghan and pro-Taliban
organizations. The dataset was publicly published.

Reddit,as a social network platform, hosts various commu-
nities from different backgrounds. Theisen et al. [60] used
keywords like #echochambers, and #radicalization to collect
thousands of user comments from Reddit threads belong-
ing to extremist communities. Reference [61] Proposed a
SPINOS dataset to detect opinion shifts, they collected
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threads from both extremist and moderate communities
from the Reddit platform using keywords like #gun control,
#abortion, #veganism, and #politics in order to detect opinion
shifts. Kennedy et al. [62] proposed a dataset of hate speech
from the Gab platform, collected over 27k posts. Three
experts were involved in annotating the posts based on hate
rhetoric, and the dataset, known as Gab Hate Corpus (GHC),
is publicly available.

Facebook was used by Asif et al. [58] for data collection.
They used words such as #Bomb, #terrorist attack, #fight,
#ISIS and their translation to collect posts and comments
that contained different languages such as Arabic, English,
and Urdu. The authors performed sentiment analysis on these
posts and comments to label them into four categories: one
as neutral and the remaining three representing levels of
extremism. Reference [63] used the Kazakh language and
collected more than 15k posts from the Vkontakte platform,
labeling them as extremist and non-extremist posts.

WhatsApp and Telegram messaging platforms were also
used in different studies. WhatsApp, widely popular and used
by individuals, was employed by [64] to detect and analyze
extremist messages. On the other hand, Telegram, preferred
by groups and organizations for spreading extremist content,
was utilized by [65] and [66]. In [65], Schulze et al. collected
messages related to far-right organizations to perform a
longitudinal analysis.

A few researchers turned to video streaming platforms to
collect metadata on extremist videos and study the influence
of video streaming platforms and their recommendation sys-
tems. YouTube, being the most commonly used video stream-
ing platform by researchers, was used by Albadi et al. in [28]
to collect metadata for approximately 350k Arabic videos
belonging to various religions. The videos were labeled as
hateful or non-hateful. Ribeiro et al. [67] collected a dataset
containing metadata for 300k videos from 349 channels and
their recommendations, divided into two classes: neutral and
radical. The radical class consisted of three categories: alt-
right, alt-lite, and intellectual dark web. This dataset served
as a primary dataset for Ravid et al. in [26] and as a secondary
dataset for Fabbri et al. [68]. Sock puppets were utilized by
Haroon et al. [69] to imitate social media accounts which
are virtual accounts that can be used for misleading activities
like watching videos. They collected 100k YouTube sock
puppets divided into five classes, one of which was neutral,
and the other four had distinct ideologies. The puppets
were trained by watching videos from different categories
to analyze how YouTube recommends videos to viewers.
Faddoul et al. [27] collected 1146 seed data channels related
to conspiracy theories and generated their up-next video
recommendations. Kathuria et al. [70] used YouTube, Vimeo,
and 4chan platforms to collect comments, as well as the
number of likes and views for videos from left-wing channels
like Antifa and right-wing groups like Proud Boys.

Some studies utilized public datasets in their work. The
Kaggle website is considered one of the most reliable

repositories for public datasets [71], [72], [73], [74], [75],
[76]. In [77] and [78], the authors used the public datasets
[71] and [72] that contain ISIS radical tweets for detection
on Twitter. In [79], the author employed the dataset [73],
while [27] used the YouTube conspiracy dataset [80] to study
the impact of recommendation systems on the spread of
conspiratorial material. Kursuncu et al. [81] used the Lucky
Troll Club public dataset [82], which contains tweets posted
by user accounts related to the ISIS organization.
Blog and Forums: In addition to social media platform

datasets, existing studies on detecting and preventing online
radicalization have collected data from websites, magazines,
and blogs belonging to extremist organizations. Stormfrom
is a website related to white racist organizations that
spread extremist and hateful content towards non-white
nationalists. Various studies have used this website to collect
data for their studies. De Gibert et al. [83] collected data
consisting of sentences fromStormfrom posts related towhite
supremacists and labeled them as hate or non-hate, making
them publicly accessible.

The Ansar dataset is a public dataset that contains over
28k terrorist posts related to Western jihadist movements.
It includes Arabic and English posts from the AlJihad
Network, available only in English and Arabic [84]. Theo-
dosiadou et al. in [85] used it to analyze the English posts
of jihadist movements. Petrovskiy et al. in [86] used the
KavkazChat dataset [87], which contains over 600k posts
related to Islamic jihadists in the Caucasus, in multiple
languages (Arabic, English, Russian, etc.). The posts in this
dataset are divided into more than 16k topics and were
collected from different jihadist forums by the AI lab team
at the University of Arizona, making them publicly available.

Dabiq and Rumiyah are two online magazines published
in different languages, includingArabic, English, and French.
They are officially used by ISIS terrorist organizations to pub-
lish and spread ISIS content to receive endorsement, support,
and recruitment from those wishing to join. These magazines
were used by some researchers. Araque et al. in [54]
used both magazines to collect more than 500 articles.
Nouh et al. in [77] used Dabiq to collect English articles
related to propaganda. [70] and [88] used both magazines to
perform classifications of articles.

Some websites publish publicly accessible databases
and datasets. The National Consortium for the Study of
Terrorism and Responses to Terrorism (START) publishes
a dataset named PIRUS, which contains profiles covering
personal and demographic information of individuals in the
United States related to four terrorist organizations [89].
Al-Zewairi et al. in [90] used [89] in their work to perform
multi-classification for extremists in the United States.
Tundis et al. in [91]] used Jay and ARTIS Transnational
Terrorism Database (JATT) [92] as the primary dataset
to detect the criminal profiles of users by extracting
demographic and behavioral features fromFacebook profiles.
Fabbri et al. in [68] used the NELA-GT dataset [93] as a
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FIGURE 7. Radicalization detection framework.

secondary dataset in their work. This dataset was collected
by Jeppe et al. to detect misinformation in articles. They
collected more than 700k articles from over 190 new media
sources.

B. DETECTION AND PREVENTION METHODS
This section presents a detailed analysis of the most
commonly used detection and prevention approaches in
existing studies for online radicalization. The discussion is
developed into two sub-sections as follows:

1) DETECTION METHODS
Radicalization detection refers to the concept of detecting
people who show indicators of disseminating radical ideas
and joining organizations that promote extreme content.
Using cutting-edge technologies like ML, DL, and SNA
techniques, this procedure comprises a thorough study of
digital sources such as social network content and online
activity. The detection process may fall into three categories,
as shown in Figure 7: network-based, content-based, and
psychological analysis.

a: NETWORK BASED APPROACH
The network or graph approach technique depicts the
mathematical structure of complex networks. It is used to
explore and model the relationships between items in order
to comprehend and understand how they are connected and
mapped. It is based on graph theory and consists of a set
of vertices and edges, where each vertex represents a single

entity and each edge shows the connections among those
entities. The weight of the edges determines the strength
of the connection. There are two types of graphs: weighted
graphs, in which the links are assigned varying strengths,
and unweighted graphs, in which the edges are represented
as binary representations. Due to its effective outcome in
dealing with complicated networks, this method has been
used in several disciplines, including economics, medicine,
and intelligence security [94].

In the cyber intelligence field, this technique has been
employed by several researchers and scientists for a variety
of tasks, including community detection in social networks,
the detection of malicious information, and the detection
of radicalized user patterns. The researchers focused on the
community detection approach, which was widely employed
to better understand and identify the phenomena of the online
radicalization process in social networks. Using hierarchical
and partitioning techniques, which are regarded as the
two most often used strategies in community discovery
methodologies, it was possible to group similar items together
into a single cluster based on the traits and properties
of each object. The most frequently used graph analysis
techniques for radicalization detection in existing research are
Louvain, infomap, Walktrap, Fast Greedy, label propagation,
Edge Betweenness, Multi-step Greedy, and Kernighan-Lin
algorithms. In addition to analyzing techniques like Jaccard
and modularity [95].

In addition to the community detection approach, some
researchers have used graph-based techniques to study the

VOLUME 11, 2023 120473



O. Berjawi et al.: Comprehensive Survey of Detection and Prevention Approaches for Online Radicalization

TABLE 5. Radiclazied dataset.

recommendation system and its impact on the phenomenon of
radicalization. They have done this by observing and studying
how users interacted with radicalized items like watching
videos and how recommendations produced high-interest
items that push users further into the radicalization pathway.
Graph-based techniques have also been employed by other
researchers as a feature extraction technique to extract the
semantics and similarities from the dataset to feed another
detection model.
Studies Using Network Approach: Dhiraj in [96] utilized

the Gephi software [97] to study the role and impact of
the YouTube recommendation system in leading people
down the path of radicalization. The authors collected
radicalized videos belonging to the ISIS organization as seed
data. Using this seed data, the authors constructed three
levels of recommendation (recommendations of seed videos,
recommendations of first-level videos, and recommendations
of second-level videos) via the Gephi software. This resulted
in a graph with over 15k nodes representing videos and
about 180k edges representing the links between the videos,
allowing them to study the relationship between extremist
videos and their recommendations. Additionally, the authors
performed qualitative analysis to study the video features
that are used as indicators to influence the recommendation
systems.

Also in the same context as analyzing the impact of
recommendation systems on polarization. Cinus et al. [98]
provided a Monte Carlo framework to analyze the influence

of recommenders on the evolution of user opinion. The
suggested framework integrated two graph inputs: the first is
a social opinion graph generated using a Random walk, and
the second is a link recommender system using the Stochastic
Approach for Link-Structure Analysis (SALSA) algorithm
in order to construct a graph expressing the evolution
of opinion. The recommendation influence was evaluated
using Neighbor Correlation Index (NCI) and Random Walk
Controversy score (RWC) metrics.

Regarding community detection, Agarwal et al. [19]
employed a graph-based technique to detect radicalized
communities in the Indian area that include malicious content
and to identify influential people. In this work, the authors
used crawling techniques such as best-first search (BFS)
and shark search (SSA) to perform community detection
by constructing a network graph using YouTube video data.
They classified the users into positive, representing videos
containing malicious content, and negative, representing
moderate content.

Papadamou et al. [99] focused on the Incel community on
YouTube by investigating the development of these groups
over time and the role of a recommendation system in
directing viewers toward Incel material. They collected over
12k videos regarding Incel and other videos, along with
roughly 10 recommendations collected for each one. Using
a Lexion dictionary created by specialists that contained
200 terms associated with the Incel group, they annotated if
each video was an Incel or not. The authors divided their
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work into two phases: first, they studied the evaluation of
Incel communities by examining the number of Incel videos
published per month and the comments on those videos,
and how they increased over time. Second, they studied
the role of the recommendation system by constructing
recommendation graphs for Incel and random videos, and
showing how that recommendation algorithm can distinguish
an Incel video from a random video after five tiers using
random walk techniques.

Some researchers have used the graph approach as a feature
extraction tool to feed classification models. Petrovskiy et al.
[86] suggested a methodology for detecting radical harmful
people on social networks using their characteristics. They
worked with two datasets: the first one collected from Kaggle
related to the ISIS organization [71], [73], and the second
one is the KavkazChat dataset [87]. The authors employed
graph techniques to categorize features as dangerous, safe,
or unknown. In this work, the authors constructed user graphs
based on user interactions, which were then analyzed using
various metrics techniques such as Betweenness Centrality
and In-Degree Centrality to select and determine the features
to feed ML classifiers. Saif et al. [100] used the close
graph approaches to study the sentiment of features and the
users’ interactions, such as the number of likes, follows, and
retweets. The authors in this research worked with datasets
that contain classified tweets as pro-ISIS and anti-ISIS.
They used the Close Graph algorithms to extract features as
subgraphs to be used as features to feed ML algorithms.

Arruda et al. [20] focused on detecting the polarization
of opinions in the United States. They worked with a
dataset containing political tweets collected using hashtags
like #Obamacare and #guns. They implemented a graph
network technique to model the relationship between users
and postings and demonstrated the influence of social posts
on opinion polarization. The authors analyzed two phases:
post transmission when the user posts, and post-distribution
when people interact with the user’s post through actions such
as retweeting, following, and liking.

To analyze online hate speech, Nguyen et al. [101]
combined graph theory and sentiment analysis for over
1,900k threads with more than 30 comments each. The
authors used sentiment analysis to categorize each user’s
polarity as negative, neutral, or positive based on the average
score of their comments. This score was then used as a node
attribute in the graph to study how each user’s polarity spread
throughout the network.

b: CONTENT BASED APPROACH
The term ‘‘content-based approach’’ refers to the study and
analysis of the content or attributes of texts, such as magazine
articles, social media posts, comments, and messages. This
approach aims to derive insightful information that aids in
comprehending the sentiments and opinions expressed in the
posts on particular subjects [102]. It has been used in various
fields due to its success in dealing with complex networks.

For example, in marketing, it is used to study consumer
opinions towards products, while in social networks, it is
employed to categorize posts and blogs. In the field of cyber
intelligence security, researchers have utilized this approach
in various aspects, including the detection of online extremist
behavior patterns and the classification of radicalization and
terrorist users. It allows academics to effectively identify
extremists by studying the level of violence and extremist
materials in posted comments and messages.

Recently, researchers and academics have employed a
variety of techniques to apply the content-based approach.
Some researchers have focused on studying the opinions
and attitudes expressed in posts that support extremist
content, using techniques such as Named Entity Recognition
(NER), Sentiment Analysis, and Topic Modeling. Others
have utilized machine learning (ML) and deep learning
(DL) algorithms, such as Naive Bayes (NB), Support Vector
Machine (SVM), Random Forest (RF), Artificial Neural
Networks (ANN), Convolutional Neural Network (CNN),
Long Short-Term Memory (LSTM), K-Nearest Neighbor
(KNN), Gradient Boosting (GB), Logistic Regression (LR),
Bidirectional Encoder Representations from Transformers
(BERT), Decision Tree (DT), and Robustly Optimized BERT
(RoBERTa) to classify text and posts as extremist or non-
extremist. Furthermore, some research has gone deeper by
categorizing extremist posts into several groups, which can
aid in recognizing different types of extremists [103].
Feature Extraction Techniques: Features considered as

inputs to any detection system, as well as how to deal with
these elements, can significantly influence the overall results
of the system. Therefore, the process of extracting these
features plays a crucial role in systems that are based on
content classification. This process involves transforming
raw data into understandable patterns and appropriate rep-
resentations that have an impact on system performance.
It has been employed in various aspects, including extracting
extremist and hateful characteristics from posts, comments,
video materials, titles, and more. The following techniques
are the most used in the literature.
Word embedding: Word embedding is an NLP technique

that transforms text into a vector representation. It is
frequently used for analyzing extremist texts in the literature.
This technique computes the relationships and similarities
between words by assigning the same representation in low
dimensions to words with similar meanings.
Term Frequency-Inverse Document Frequency (TF_IDF):

TF-IDF is another NLP technique considered a statistical
method for determining the importance of a word in a text.
It involves two steps: first, determining the word’s frequency
in the text, and second, determining the inverse of the number
of documents in which the word appeared. A higher TF-IDF
score indicates greater relevance of the word.
Bag of Words (BOW): BoW is a technique used to extract

features from documents, sentences, websites, and more.
It converts text into a word vector representation based on
the frequency of words in the corpus of text.
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FIGURE 8. Detection techniques used by articles.

Topic Modeling: Topic modeling involves extracting and
identifying topics from documents and texts by analyzing
word relationships and extracting important information.
N-grams: N-grams are a method for analyzing and

extracting patterns from sequential data, such as text. The
‘‘N’’ refers to the number of items in the text used to extract
meaning units. N-grams can be 1-gram (uni-gram), 2-gram
(bi-gram), 3-gram (tri-gram), or more.
Lexicon Based: Lexicon-based methods involve identi-

fying aspects of text using predefined dictionaries. These
dictionaries or lexicons are manually created by specialists
and are available from different sources, such as sentiment
lexicons or domain-specific dictionaries. They consist of a
group of words or phrases that have been assigned a particular
sentiment value.
Studies using Machine learning Techniques:ML is widely

utilized in the study of extremism detection in social
networks. These detection techniques are carried out on
several platforms. Some studies incorporate socialmedia sites
like Twitter and Facebook as data repositories, while others
utilize sites that stream videos, like YouTube, as effective
tools for radicalized spreading. Furthermore, some studies
examine discussion and blogging platforms like Reddit,
while others examine chatting applications like WhatsApp,
Telegram, and Discord. Researchers can efficiently examine
extremist behavior and classification across these various
platforms.

Batra et al. [21] implemented an ML model to classify
tweets as radical or non-radical. The authors collected
more than 30k tweets using hashtags related to Islamic
organizations like #ISIS, #Taliban, and #jihad and labeled
them as positive (radical) or negative (non-radical) using sen-
timent analysis. The authors performed binary classification
based on sentiment results using the LR technique. Human
intervention was necessary based on the classification result
to prohibit the tweet. In conclusion, the authors suggested
a method for automatically categorizing tweets using ML,
followed by human interaction to decide whether or not to
block them.

Araque et al. [54] studied the influence of emotional
characteristics such as sadness, anger, and happiness in

detecting online extremist content. They carried out various
binary classification experiments to understand the effect of
these features on classification performance and to determine
which emotional features play a significant role. The authors
collected a dataset containing more than 500 radicalized
and neutral newspaper articles from Dabiq and Rumiyah
magazines and approximately 200k radical and neutral
tweets. They used NLP approaches, including lexicon-based
techniques, FastText, and Word2Vec, to extract emotional
features and feed them into LR and SVM algorithms for
classification.

A few studies take into account the psychological perspec-
tive in extremism detection. Nouh et al. [77] investigated
psychological and behavioral signs for the identification of
online radical content and the influence of radical users.
In this study, the authors worked with two public radicalized
datasets collected from Kaggle [71], [72]. They extracted
radical psychological and behavioral features using TF-IDF
and Word2Vec approaches and utilized the LIWC dictionary
to produce scores for each feature. RF, NN, SVM, and KNN
algorithms were then used to perform content classification.
In the second phase, the authors created an interaction
graph among radicalized users to examine which users have
the greatest impact. This graph shows various types of
relationships, such as likes, followers, and retweets.

The effectiveness of religious and ideological features in
identifying online radicalization on Twitter was evaluated
by Kursuncu et al. [81]. They used the Lucky Troll Club
public dataset [82] and the Kaggle dataset containing ISIS
tweets [71], which were annotated by experts as radical or
non-radical. The authors used Word2Vec to extract religion,
ideology, and hate features and evaluated their relationship
and effectiveness on the detection task. They fed SVM, LR,
RF, andKNNclassifiers with each feature category separately
and then with combined features.

How religious material content detects online extremists
was investigated by Rehman et al. [55]. They performed
binary classification to investigate the relationship between
the language of extremist organizations and the language of
religion. In this study, the authors worked with five different
datasets: two datasets containing religious texts and three
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datasets containing radical and neutral tweets [71], [72], [73].
They used TF-IDF as a feature extraction tool to extract
radical and religious features, which were then fed into RF
and SVM algorithms. They evaluated the impact of religion
by conducting two classification experiments, one based only
on radical features and the other based on both radical and
religious features.

Mussiraliyeva et al. [24] proposed a two-stage framework
to detect online radicalization on the Twitter platform.
The authors collected more than 12k posts from Twitter
using hashtags like #islamophobia, #whitesupremacy, and
#radicalizedwords, and labeled them as either radical or
neutral. In the first stage, the radicalization score of users’
posts was determined by performing sentiment analysis to
determine whether the post was positive or negative. In the
second stage, an ML algorithm was used to categorize the
tweets as radicalized or not.

Berhoum et al. [78] evaluated 16 ML algorithms for
binary and multi-classification to study their performance
in extremist detection. They performed two experiments:
the first classified tweets into extremist and non-extremist,
and the second experiment classified extremism into three
categories: religious, political, and intellectual. The authors
merged two datasets, one publicly available from Kaggle
containing more than 16k radical tweets [71], and another
dataset they collected from Twitter using radical hashtags
like #ISIS, #Jihad, and #Kofar. They labeled the dataset as
extremist or non-extremist using sentiment analysis and then
used the TF-IDF approach to extract features for feeding
machine-learning algorithms.

Some researchers focused on the Arabic language in
detecting online radicalization on the Twitter platform.
Mursi et al. [23] proposed a methodology to detect hateful
content in Arabic tweets. They collected more than 3k
Arabic tweets using Arabic hashtags and had them annotated
by experts as hateful or non-hateful. TF-IDF and count
vectorizing techniques were utilized to extract hateful
features from the tweets, which were then used to train
SVM and MLP classifiers. They evaluated their classifier
using public data containing more than 100k Arabic tweets.
Similarly, Aldera et al. [22] performed binary classification
on more than 89k Arabic tweets, labeling them as either
extremist or non-extremist. In addition to the EDA technique,
they employed TF-IDF, n-gram (Bigrams, Trigrams), and
Word2Vec techniques to determine the interconnections of
these characteristics and extract extremist features. LR, SVM,
NB, RF, andBERT algorithmswere used for the classification
task.

Several works focused on geo-location to detect online
radicalization on Twitter. Sharif et al. [59] focused on extrem-
ist activity in the Afghanistan region. They collected more
than 7k tweets and classified them as neutral or extremist,
further dividing the extremist tweets into pro-Afghan and pro-
Taliban organizations, while labeling other tweets as neutral
or irrelevant. The authors used four ML classifiers (SVM,
NB, D.T, and KNN) for classification. Initially, they used

TF-IDF and n-grams as feature extraction techniques, in addi-
tion to the PCA technique for dimensionality reduction. In the
same context, Mussiraliyeva et al. [63] focused on Russia
and surrounding regions to identify extremist behaviors. They
focused on extremist features in the Kazakh language to
detect extremist content. They performed feature extraction
usingWord2Vec and TF-IDF methods and used NB, LR, GB,
and RF as classifiers for binary classification.

A few researchers used the Facebook platform as a source
for their studies in detecting terrorist activities. Tundis et al.
[91] studied extremist crimes on Facebook, focusing on
demographic and behavioral features that represent the
personality information of an individual. These features were
used to detect criminal profiles of users. The authors used
a public dataset from the John Jay & ARTIS database [92],
consisting of 2157 rows. The demographic and behavioral
features feed DT and SVM to perform binary classification.

Asif et al. [58] also used Facebook posts and comments in
multiple languages, including Urdu, English, and Roman in
order to do a multi-classification to detect online extremism.
They collected a dataset of more than 20k posts and
comments from various pages including ARY News, Express
News, and others. In their study, to identify the degree
of extremism between +5 and −5, they created lexicon
dictionaries based on sentiment analysis for each language,
classifying it into Neutral, Moderate, and Low, and then using
the Tf_idf as feature selection to feed the NB and SVM
algorithms in order to perform multi-classification.

Theisen et al. [60] collected more than 50k posts and
comments from various radical and non-radical Reddit com-
munities using general radical keywords in order to detect
extremist content. The authors used the Linguistic Inquiry
and Word Count (LIWC) approach to extract features from
about 1 million comments. These features were then fed into
the SVM, RBF, NB, RF, DT, and LR algorithms to investigate
their performance in terms of content classification.

In their work, Al-Zewairi et al. [90] used the PIRUS dataset
[89], which contains data about 1,473 people associated with
extremist activity, to focus on personal and demographic
variables for online extremist detection in the United States.
The authors used the attributes provided by this dataset as
features to feed the NB, GB, and RF models for binary
classification (Islamist or not) as well as multi-classification
(far right, far left, or single issue).

The changing of opinions over time on social networks was
investigated by Sakketou et al. [61]. The authors collected
a dataset containing posts expressing the stance from
different Reddit communities. They proposed a methodology
consisting of two steps, first the stability of the opinions
was investigated using the user’s entropy as an indicator
of the evolution of opinion over time, and the language
of users with the highest entropy was compared with low
entropy users using the LIWC method, In the second task,
a binary and multi-classification job was performed using the
n-gram approach with NB and LR classifiers to detect various
stances.
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Several studies focused on the YouTube platform to
identify extremist content and investigate the effect of
recommendation algorithms on driving people toward rad-
icalization paths by examining video information such as
comments, titles, number of likes, and views. Ravid et al. [26]
employed ML algorithms to conduct binary content classi-
fication based on the history of user interactions, such as
comments, in order to study how users transition from more
liberal forums to more extreme communities. They studied
how the vocabulary used in user comments on particular
subjects evolves over time. The authors made use of a dataset
[67] that included more than 300k videos and 1.6 million
comments from various communities, such as the right and
Alt-right. An expert generated a lexicon including seed terms,
and based on this lexicon, extreme opinions were extracted
from comments to feed the ML classifiers.

In the same context, Kathuria et al. [70] analyzed the
metadata of YouTube videos statistically and performed
classification using ML algorithms to detect the stance of
the videos. The author made use of a dataset that included
the metadata for more than 31k videos from left- and RW
(right-wing) groups on several video-streaming websites,
including YouTube, Vimeo, and 4chan. In the first step,
the author investigated the popularity of these communities
by examining how the number of likes and views varied
over time. In the second step, they performed feature
extraction using NLP techniques like LIWC, NER, and
BOW approaches. These features were then fed to the SVM
and RF classifiers to study the stance detection of each
community.

Faddoul et al. [27] looked into how a recommendation
system affected the spread of conspiratorial material. The
authors collected about 1k seed data channels and generated
their up-next video recommendations. They proposed a
methodology based on two sub-models: first, using fastText
and TF-IDF as feature extraction to score the video transcript,
snippet, and comment and label them as conspiratorial or non-
conspiratorial, and then inputting the data into LR methods.
The suggested model was tested using the recommendation
videos after being trained on seed data.

Kennedy et al. [62] examined hate speech on the Gab
platform, conducting multi-classification on the GHC dataset
using SVMs and BERT algorithms. To feed the classifiers,
the authors used TF-IDF and LIWC as feature extraction
techniques.

Alomari et al. [56] compared the effectiveness of two
machine-learning systems for classifying extremist Arabic
tweets using an AJGT dataset. As feature extraction tech-
niques, they used Unigrams, Bigrams, Trigrams, and TF_IDF
to feed two SVM and NB classifiers, which then performed
binary classification. Alharbi et al. [57] used BOWandTf_Idf
to extract extremist features from the ASAD dataset and fed
them to LR for multi-classification.
Studies Using Deep Learning Techniques:
Online radicalization detection research typically uses

DL, a branch of machine learning that focuses on neural

networks. DL employed a variety of techniques to complete
its objective, including the usage of graph neural networks
and their varieties, such as GraphCNN for social network
analysis, CNN for computer vision applications, and LSTM
for natural language processing.. Different DL algorithms
were used in the literature. Some authors employed CNN for
the extraction of extremist features, while others employed
mixed models like LSTM-CNN in addition to a variety
of algorithms, including MLP, RoBERTa, and BERT, for
the classification of extremist content. Few researchers
incorporated ML and DL in their studies.

Batra et al. [21] built the CNN model in addition to
the LR algorithm to classify Twitter posts as extremist or
not. Aldera et al. [22] developed a pre-trained BERT model
to classify Arabic postings, in addition to ML classifiers.
Al-Zewairi et al. [90] used MLP to identify hateful material.

Kaur et al. [104] present an LSTM algorithm for per-
forming binary classification for data collected from various
online sources such as news and blog sites. They focused on
posts related to the India region, collected over 60k posts, and
annotated them as radical or non-radical based on predefined
features. Cohen’s Kappa was used as a label measurement for
different experts. The authors employed theWord2vec model
as a feature extraction method to feed the LSTM network,
which then performed the classification task. They evaluated
it with ML techniques to compare their performance with the
LSTM classifier. Similarly, Johnston et al. [105] performed
multi-classification of online propaganda of terrorist orga-
nizations. The authors collected articles from websites and
online forums that contain radicalized and neutral articles.
They developed LSTM models to categorize the articles into
several categories such as Islamic, Sovereign, and White
Supremacism.

Some researchers used combined DL algorithms for
the detection process. De Gibert et al. [83] employed a
combination of CNN and LSTM models to conduct a
binary classification of content related to hateful actions
associated with White Supremacy. They worked with a
dataset containing sentences collected from posts on white
supremacist websites like Stormfront and other forums. The
dataset was labeled as hate or non-hate based on sentence
content if it was a deliberate attack toward some group based
on their religious or identity, and as non-hate if it was a normal
sentence without an extremist meaning. In a similar vein,
Sofat et al. [106] employed a CNN_LSTM as a combined
model in their assessment of the radicalization score of users
in social networks. They collected articles and posts from
news articles and online blogs. The authors suggested a
framework in this study to detect radical content and measure
users’ radicalness score based on three features, with the total
score representing the sum of the scores for each feature. The
first feature is retrieved using the cosine similarity approach
between the content and a domain glossary comprising
radical terms. The second feature is sentiment analysis using
the TextBlob method, and the final feature is a classification
flag based on the CNN_LSTM model output.
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Ahmad et al. [25] employed sentiment analysis to detect
extremist tweets using the combined model. In this study,
the authors collected over 30k tweets and posts from Twitter
and the dark web using keywords such as #bomb and #ISIS.
They then conducted a sentiment analysis on the post text to
extract emotions such as anger, sorrow, happiness, and fear
as input, in addition to the tweet text. The authors employed
TF_IDF, n-grams, and BoW as feature extraction to transform
words into vector representation to feed the CNN_LSTM
classifier and perform binary classification. They compared
the performance of each one and its influences on the
classification model.

The influence of recommendation algorithms on YouTube
platforms was investigated by Albadi et al. [28] to study the
effect of personalization as viewing history on the suggested
video. The author collected metadata for over 350k Arabic
videos as well as their recommended videos. Word2vec
and TF_IDF techniques were utilized to extract features
from the video’s title, description, and tags to be used as
input for the CNN_LSTM classifier. Two experiments were
carried out in this study: first, the CNN_LSTM was trained
on seed data, and then the CNN_LSTM was trained on
non-personalized seed data and verified on a recommendation
video.

CNN algorithm was employed by Theodosiadou et al. [85]
to study the dynamics of opinions. They used the Ansar
dataset [84] in their work, which is a public dataset with
over 29k Arabic and English terrorist posts. The authors
only used the English dataset for their work. The authors
suggested a change point detection framework that consists
of two stages to detect the shifting point of users into extreme
viewpoints based on time series data. In the first stage, CNN
was employed to perform binary classification as terrorist or
not, and they used the embedding layer as feature extraction.
In the second stage, they employed the E-Divisive approach
to detect the change point based on time series that classified
as terrorist text.

In certain studies, the researchers employed pre-trained DL
models for extremism detection purposes. Gaikwad et al.
[107] classified tweets using the BERT and RoBERTa
models into three categories: propaganda, radicalization, and
recruiting. The authors’ work collected over 61k tweets
and posts using extremist hashtags from Twitter, articles,
and news websites, and labeled them into three categories
using Latent Dirichlet Allocation (LDA) and Word2Vec
approaches.

In the same context, Rajendran et al. [108] studied the US
Capitol riot during Trump’s presidency using the pre-trained
models BERT, RoBERTa, and DistilBERT. The authors uti-
lized newspaper keywords and hashtags such as Stopthesteal,
Donald, and Trump2020 to collect a dataset including around
90k tweets in order to perform a multi-classification of the
tweets. Instead of manually labeling the tweets, they utilized
the SVM model with around 1k seed data to categorize the
dataset into three extremism forms or non-extremism. They
then employed the TF_IDF, GloVe, FastText, and Word2Vec

approaches as feature extraction to feed the pre-trained
models.

The pre-trained Bert model and Bi_LSTM model were
employed by Alatawi et al. [79] to detect extremist content
on Twitter related to white supremacists. In this work, the
dataset was collected from combined platforms (Twitter
and Stormfront) using hashtags related to white supremacist
organizations. The collected dataset was labeled as white
supremacy or neutral based on Cohen’s kappa measurement
[109]. The author proposed two approaches for the detection
process: the first one based on word embedding by extracting
words from the dataset using Word2Vec and GloVe methods
to feed the Bi_LSTM classifier, and in the second one, they
deployed a pre-trained Bert model as a classifier.

Barachi et al. [110] proposed a system for detecting
online extremist activity utilizing NLP and data mining
tools. The authors of this study concentrated on far-right
activity in the United States during Trump’s presidency,
collecting around 250k tweets including neutral and extremist
statements. They used mood and emotion analysis to extract
extremist information from tweets and then built a K-means
algorithm to partition the dataset into groups based on
retrieved attributes.

c: ANALYSIS BASED APPROACH
The statistical approach entails examining and studying peo-
ple’s social characteristics and behaviors to understand the
factors that make them susceptible to extremism, ultimately
leading to terrorist acts. While there are common behaviors
that characterize all individuals, this procedure relies on the
unique characteristics of each individual [111].

Recently, researchers have shifted from a technical
perspective to a more psychological one. This approach
involves various techniques, such as conducting interviews
with vulnerable individuals and studying their relationships,
to gain a better understanding of how their personalities
and behaviors influence the phenomenon of radicalization.
Some researchers also use statistical models to study the
transition phase from moderate to extremist pathways in
individuals within social networks. Additionally, quantitative
and qualitative analyses of social media users from a
psychological perspective are used to determine the intensity
of their extremist views. These methods, among others, are
employed to gain a better understanding of the complex
phenomenon of radicalization.
Studies using analysis techniques: In addition to AI and

graph-based techniques, several researchers have employed
a variety of analytic techniques to detect and counter the
phenomenon of online radicalization in social networks.
Ottoni et al. [112] employed statistical analysis to investigate
the extremist content of RW organizations on YouTube.
They collected comments for over 17 million of 7k videos
on various extremist channels. The authors used three
approaches to analyze user comments: lexical analysis
(investigating the semantics of vocabulary used by users),
topic analysis (extracting the latent presence in texts), and

VOLUME 11, 2023 120479



O. Berjawi et al.: Comprehensive Survey of Detection and Prevention Approaches for Online Radicalization

TA
B

LE
6.

Su
m

m
ar

y
of

de
te

ct
io

n
m

et
ho

ds
:T

ec
hn

iq
ue

s
an

d
da

ta
se

ts
.

120480 VOLUME 11, 2023



O. Berjawi et al.: Comprehensive Survey of Detection and Prevention Approaches for Online Radicalization

implicit bias analysis (studying the presence of extrem-
ist content and comparing it to the moderate channel).
In the same context of extremist detection on YouTube,
Ledwich et al. [113] conducted a statistical investigation
of extremist detection on YouTube and investigated the
influence of recommendation systems. They gathered over
800 channels representing various ideologies and their
recommendations and classified them into 18 groups. The
authors examined the impression of recommendation chan-
nels by estimating the number of suggestions and views for
each seed channel, and comparing the number of views and
likes in each ideology type.

The influence of recommendation algorithms in moving
users from moderate videos toward radicalized videos was
investigated by Ribeiro et al. [67]. They conducted a study
of a dataset containing over 300k videos belonging to three
groups: one extremist and the other two moderate. The
authors used user activity, such as comments and views,
to determine the elevation of users’ interaction in various
communities and the intersections between them, such as user
remarks that shift over time from a moderate channel to an
extreme channel.

The relationship between the video producer and
video consumption of extremist material was studied in
Munger et al. [114]’s work in order to understand why
YouTube is seen as a different venue for extremist rights
content. The authors collected a dataset containing more
than 70 million videos from about 6k political channels.
They provided a Supply and Demand approach based on
quantitative analysis of video information such as views,
likes, and uploaded videos from right-wing sources. The
number of views and uploads are the two main measures
considered for supply and demand, respectively.

Hosseinmardi et al. [115] used a representative panel to
study far-right information consumption by analyzing user
browsing behaviors. The authors collected more than 300k
user behaviors that had at least one pageview. The proposed
framework examined the user’s session by estimating the
users’ view duration throughout a month to label the users
based on their ideological leanings, and then studied changes
in the consumption of users to understand their dynamics.

Schulze et al. [65] used longitudinal analysis and quantita-
tive analysis to study the dynamics of far-right organizations
in messaging applications. They collected a dataset contain-
ing more than 4k messages from nine extremist channels on
the Telegram platform. Based on the analysis results, it shows
that the extremist indicator in message content was increasing
over time.

Rekik et al. [116] proposed a recursive methodology
to detect extremist communities in social networks. They
collected extremist users’ profiles from Twitter and YouTube
platforms and annotated them using experts in this domain as
extremist or not. The authors measured the degree of danger
profiles after developing a radical vocabulary and comparing
the user content with it. Users with high-danger profiles were
considered radicalized users.

In Daniel’s study [117], the author employed the Grounded
Theory technique to investigate the function of the internet in
driving individuals into extremist beliefs in order to discover
online radicalization. The author conducted interviews with
eight people who are members of RW extremist organiza-
tions, four of whomwere members of extremist organizations
before the Internet and four of whom were members of
extremist organizations after the Internet.

Axelrod et al. [118] research examines the evolution of
ideological polarization. To determine how the positions
of these individuals were altered, the author conducted a
statistical analysis of the individual data generated using
an agent-based model, dividing the data into clusters and
assigning each individual a unique ideological variance. They
then measured the ideological variance of each individual
after exposure to various factors, such as tolerance and
extremist exposure. High polarization is represented by high
variance, and vice versa.

2) PREVENTION MECHANISM
Prevention mechanisms refer to building a solid foundation
in communities to assist individuals in dealing with extremist
and propaganda-like digital information. The use of preven-
tion mechanisms, as an integrated strategy with the detection
approach, has been employed to achieve the primary objective
of reducing the online radicalization pathway and the spread
of extremist ideologies on social networks. Despite the
importance of the detection mechanism in understanding the
phenomenon of extremism, the last decade has witnessed a
surge in interest from governments and researchers in the
prevention of online radicalization and polarization [119].
This has necessitated the implementation and development
of novel strategies and methods to keep users away from
the path of radicalization. The prevention mechanism cannot
be approached solely from a technical perspective; it is also
considered complementary to soft approaches that aim to
address and prevent this phenomenon from a psychological
standpoint in the long term. Examples of such soft approaches
include training programs for youth individuals in society
[120]. Therefore, the prevention mechanism is divided into
two approaches:

The hard approaches refer to the technical interventions
implemented by public and private companies in collabora-
tion with governments to forcefully prevent manifestations
of extremism. These approaches include technological tech-
niques such as content moderation, policy controls, and
link recommendation [121]. Content moderation involves
monitoring user content to ensure compliance with legislation
and the public. Governments and companies have widely
employed this technique to remove extremist content and ban
extremist accounts [122]. Link recommendation is another
technique used in the prevention mechanism. It is an AI
technique that involves suggesting or recommending new
connections to users by rewiring previous connections or
suggesting new ones. The aim is to reduce user polarization,
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TABLE 7. Summary of detection methods: Techniques and performance.
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TABLE 8. Summary of imbalances mitigation techniques.

and this technique is particularly effective when dealing with
social network recommendation systems.

On the other hand, soft approaches encompass psycho-
logical techniques implemented in the long term, such as
education about the dangers of radicalization, community
involvement, and training programs to raise awareness of
polarization and radicalization on social media. Education
is considered a cornerstone and fundamental preventive
measure against the radicalization mechanism. Its effective
strategies are employed by governments to reduce radical-
ization and polarization on social networks by spreading
knowledge and equipping individuals with the skills to
evaluate digital extremist information and resist its influence
[123]. Another significant component contributing to the
preventive mechanism is community participation. This
strategy relies on civil associations, educational institutions,

and local communities, which provide platforms for open
expression of opinions and beliefs, facilitating forums for
discussion and emotional support. As a result, a cultured
environment is created that reduces vulnerability to extremist
narratives and offers counterarguments to radicalization
[124]. In conclusion, the prevention mechanism is mul-
tifaceted and incorporates both soft and hard measures.
It encompasses the enforcement of legislation and regulations
while also educating people through intensive programs
and involving communities, thus reducing the radicalization
process and avoiding societal divisions based on culture or
religion.
Prevention studies: Several studies, in addition to govern-

ments, are focused on content moderation to prevent and
reduce the phenomenon of radicalization and polarization.
In 2019, the European Parliament passed two legislative
laws: the first addressed the spread of extremist material
online, and the second mandated companies to implement
filtering systems for content uploads to control and prevent
the upload of extremist content [125]. The Federal Bureau
of Investigation (FBI) [126] offers some soft suggestions
to help reduce online and offline radicalization, like being
aware of one’s surroundings. Avoid giving out too much
personal information and keep an eye out for any changes in
behavior that could indicate someone is about to use violence.
[44] shows how social network platforms utilized content
moderation. YouTube removed violent videos produced
by 278 ISIS accounts, Facebook deleted over 2 million
extremist comments, and Twitter banned more than 1 million
accounts linked to extremist organizations.

In the same context, Borelli et al. [127] proposed an
automated method based on hashing technology to remove
extremist information from social network sites. Similar
to copyright systems, this algorithm purges all variants of
content that have been previously identified as extreme by
tracking the fingerprints of that content. This technique was
also used in [128], [129], and [130]. Ganesh et al. [131]
suggested that social network platforms not only remove
extremist content but also consider deleted content as illegal
and implement algorithms to prevent the re-upload of deleted
content. The removal and suspension of extremist accounts
were proposed by [130], [131], and [129], who also suggested
implementing policies to force users to verify their identities
and reduce anonymity. Bilazarian et al. [132], in their
prevention framework, suggested implementing the redirect
technique, which involves redirecting online advertising for
users searching for radicalized content to moderate content.

Few studies have utilized AI techniques to prevent
radicalization and polarization. Fabbri et al. [68] focused on
reducing the risk of the YouTube recommendation system in
increasing the online radicalization pathway by rewiring the
recommendation graph. The authors worked with a dataset
of over 30,000 videos and their recommendations. They first
built a network to represent the recommended videos and
then used a greedy approach to determine the ideal number
of rewiring edges to reduce the issue of segregation.
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TABLE 9. Summary of prevention techniques.

FIGURE 9. Prevention techniques used by articles.

In the same context of mitigating the impact of the
recommendation system, Haroon et al. [69] developed an
intervention tool based on Reinforcement Learning to reduce
the extreme bias in recommendations. The authors worked
with a dataset including 100k YouTube sock puppets divided
into five groups, one of which was neutral and the other
four had distinct ideologies. The puppets were trained by
watching videos from different categories to analyze how
YouTube recommends videos to viewers. The authors first
conducted a statistical analysis of the recommendations
to identify radicalized recommendations and then applied
the Reinforcement Learning (RL) model as a mitigation
strategy by viewing supplementary videos to balance the user
diversity.

Garimella et al. [133] proposed a framework based on
a graph-based approach to decrease controversial debates
on social networks. In this study, they worked with various
datasets containing contentious tweets collected using hash-
tags such as #ukra and #guncontrol. The authors developed
an opinion graph to reflect user retweets and then utilized
the random walk approach to quantify the level of debate
in the user opinion graph on diverse topics. The controversy
score was decreased using the ROV-AP algorithm, which

is responsible for detecting connections between opposing
viewpoints.

Regarding the education approach, several studies con-
ducted by governments and researchers have suggested
different training programs to educate and raise awareness
among individuals about the impact of radicalization in order
to reduce this phenomenon. In 2020, the Radicalization
Awareness Network (RAN) [119] provided young people
with a novel platform for instructional activities focused on
the risks of radicalization online. References [129], [130],
[134], and [135] utilized educational training as a tool to
spread and raise individual awareness about this phenomenon
on social media.

Regarding the education approach, several studies per-
formed by governments and researchers suggested different
training programs to educate and spread awareness for
individuals about the impact of radicalization to reduce
this phenomenon. In 2020, the Radicalization Awareness
Network (RAN) [119] provided young people with a novel
platform for instructional activities centered on the risks of
radicalization online. References [129], [130], [134], and
[135] used education training as a tool to spread and raise
individual awareness about this phenomenon on social media.
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Ebers et al. [136] examined the influence of spreading
awareness films on the dangers of online radicalization
in the prevention process. The authors studied the impact
of this method by measuring the level of radicalization
through a survey including various questions before and after
individuals watched the film in the German region. This work
showed that this type of prevention method had a better
outcome for young individuals compared to adults. In the
same context, [125] proposed minimizing the exposure to
content from similar opinions and increasing exposure to
opinions from different backgrounds.

Some researchers have focused on creating spaces for indi-
viduals to share information and opinions. Stray et al. [137]
implemented a discussion platform as a space for dialogue
to encourage users to accept opposing opinions by exposing
them to diverse information from different backgrounds and
topics. Schulten et al. [138] focused on evaluating training
programs based on discussion platforms between individuals.
The authors studied the psychological aspect to determine
the impact of training programs on individual trainees and
whether they become more polarized or not.

Some studies have utilized spreading anti-radicalization
narratives as a tool in the prevention framework. Effendi et al.
[120] used social media as a preventionmethod in the Indone-
sia region by publishing and propagating anti-radicalization
narratives, including information about peace, acceptance of
diverse opinions, and media literacy. This technique was also
used by [128], [132], and in [135], they proposed contacting
users who display extremism to warn them and offer positive
narratives.

VI. ONLINE RADICALIZATION APPLICATIONS
According to the literature, a few applications have been
developed for the detection and prevention of online radical-
ization.

[139] Proposed a system called INSiGHT, a technology
to identify Islamic radicalization in online content. This
system was developed using graph algorithms, which match
patterns of behavior over time to find groupings connected to
extremist organizations.

The TTDF system has been proposed by [140] as a
real-time framework for analyzing and detecting terrorist
content on the Twitter platform. The proposed framework is
composed of the following phases: crawling, which gathers
real-time tweets, pre-processing, which eliminates stopwords
and useless hashtags, training, which employs machine
learning techniques, and classification, which determines
whether a tweet is terrorist or not.

NewsGuard application [141] is a score system for
identifying misinformation in news websites. Each website is
graded according to nine criteria, ranging from 0 to 100, this
application was accessible through a web browser extension
and mobile application.

A multilingual web service called Perspective API [142]
uses machine learning to score words and phrases in
relation to the impact they have on the text. It aims to

moderate content by reducing the harmful content on online
platforms. It receives input in the form of sentences and
outputs a score along one or more ‘‘attributes like Toxicity,
DENTITY_ATTACK, INSULT, and PROFANITY.

VII. DISCUSSION AND CHALLENGES
A comprehensive understanding of the existing literature
on online radicalization is provided by addressing the
research questions selected for this survey. The outcome is
a detailed picture of the literature studies available in this
area that provides a thorough grasp of how to deal with
this phenomenon, including works with the dataset, methods,
and current detection and preventive tactics. However, the
research process has presented certain challenges that need
to be addressed. These challenges will be discussed in the
upcoming section, shedding light on the complexities and
limitations encountered during the study.

A. DISCUSSION
RQ1: What are the various datasets that have been utilized in
the literature?
Studying thewidely used aspects of the dataset and its sources
in the investigation of the identification and prevention of
online radicalization is necessary to respond to this question.
As indicated in Table 5, the dataset used in the literature
was compiled from various sources, including websites,
magazines, and social media. The resulting analysis provides
information about the types, variety, and accessibility of
datasets utilized in earlier research, as depicted in Picture 5.
Various sources were employed to gather the data; nev-
ertheless, social media data is typically used in studies.
Twitter and YouTube were employed as the key data sources
in 51% and 36% of the studies, respectively. Given their
popularity and ease of use by users, it is obvious that
academics prefer to work with radicalization phenomena
on these two platforms. Furthermore, websites and forums
were employed as dataset sources in 16% of the studies,
and they were used for semantic and psychological analysis.
These datasets are divided into two types: Private and
public datasets, which signify whether the dataset is publicly
accessible or not. In addition to the sources and types of
datasets used in the literature, this research demonstrates
how researchers coped with the problem of data imbalance,
which accounts for around 80 % of all datasets used.
Essentially, three approaches were used by researchers to
mitigate its significant influence. Table 8 shows that 50%
of the researchers employed SMOTE, over-sampling, and
under-sampling methods to mitigate data imbalances,which
enables us to conclude that these techniques are considered
the effective course to reduce the impact of unbalanced
dataset. This study reveals that the majority of the datasets
were Private datasets collected depending on the researcher’s
aim, which led to a paucity of public datasets.

RQ2: What are the various approaches in online radical-
ization detection and prevention?
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It is crucial to note that there is no one right way to handle
the phenomena of internet radicalization. This research
identifies three strategies for the detection mechanism:
the network-based strategy, the content-based strategy, and
the analysis strategy. The majority of currently published
publications classified their content using a content-based
method. Researchers used the network approach to identify
radicalized communities based on user interaction, but most
studies that used the analysis approach sought to understand
how radicalized communities are evaluated and how attitudes
change. On the other hand, the researcher deals with two
approaches for the prevention mechanism: the soft approach,
which refers to raising awareness and providing information
about the risk of radicalization, was widely used in the
existing studies, and the hard approach, which refers to
technical interventions by blocking and removing radicalized
content, was used by fewer studies.

RQ3: What are the effective methods and techniques used
for detecting online radicalization?

Numerous efficient methods and techniques were
employed in the detection mechanism. Researchers employ
two ways to do classification: ML and DL. As shown in
Figure 8, machine learning (ML) is the most widely used
algorithm for study in conjunction with feature extraction
methods in order to train the model to recognize extremist
and hateful content. Figure 8 demonstrates that SVM, LR,
and RF were the most often employed algorithms in the
literature; they were the main classification methods in more
than 11 articles. The literature analyzed in this work reveals
that 11 works used LSTM, CNN, BERT, and RoBERTa
as their main detection algorithms. This is due to DL
characteristics in dealing with the problem and its lack of
requirement for feature extraction prior to training the model.
The results also show that most studies used the following
four metrics Accuracy, F1_score, Presecion, and Recall to
measure the performance of the classification models as seen
in Table 7. This research demonstrates that the studies that
employed the analysis strategy concentrated on statistical
analysis methods to examine the number of comments, likes,
views, and subscriptions in order to evaluate radicalized
communities. Techniques like quantitative and qualitative
analysis were rarely used in investigations. Few studies used
various graph detection techniques, including close graph,
Random Walk, and SALSA, in the network-based approach.
Some researchers employed graph algorithms as a means of
feature extraction in their study. Table 6 shows the summary
of detection strategies and methods used by previous studies.

RQ4: What are the existing strategies and interventions for
the prevention process?

Regarding prevention strategies, this survey reveals that
education programs and training to spread awareness and
content moderation strategies are the most widely used
methods by studies as seen in Figure 9. Some studies
depend on anti-radicalization narratives as effective tools to
spread and reduce radicalization. On the other hand, content
moderation techniques like removing extremist content, and

filtering uploads were the tools that were only used by social
media, and there are only three studies that used the graph
method as a prevention tool by studying the relation between
users and proving and monitoring new connections in order
to reduce radicalization. Table 9 shows the summary of
prevention strategies and methods used by previous studies.
The performance of the employed approaches is not explicitly
discussed in this table due to the complexity of assessing the
effectiveness of certain research techniques. This complexity
arises from researchers frequently utilizing a combination
of methods, making it particularly challenging to measure
performance, especially in areas like education.

B. CHALLENGES
This research reveals some of the critical challenges in online
radicalization studies described following.

Dataset misbalancing: The problem of misbalancing in
the dataset arises when the data distribution of categories
is severely skewed, which produces inaccurate results. The
majority of the dataset used in the reference literature is
unbalanced; the non-radicalized class is far more important
than the radicalized class, which affects the detection of
the radicalized content. The researchers in existing studies
used a variety of techniques to minimize the impact of this
issue, including oversampling, undersampling, and SMOTE
techniques.

Another significant challenge in the context of this survey
is the bias in the data. First, the data was biased as a
result of the collection process from different sources, such
as historical prejudices, sources of particular specialized
ideologies, or sampling techniques. Second, there is a lack
of the labeled data. Manual labeling based on expert opinion
runs the danger of introducing bias into the data and leading
to inaccurate results. This difficulty necessitates continual
attempts to create new equines for bias prevention, as well
as taking ethical standards into account when collecting data.
In the literature, most of the studies employed Cohen’s kappa
metrics as bias mitigation to measure different experts during
the data labeling process.

In terms of the detection and prevention methods, this
research found that the graph method failed to accurately
categorize new users as radicalized or not when the graph
was formed. However, the issue with the ML method is
that it depends on the effectiveness of feature extraction
or selection. The main finding is that the training program
for raising awareness may only be effective over a lengthy
period of time, requiring a significant amount of resources
and cooperation between social movements and the general
public.

VIII. LIMITATION
Although the goal of this survey is to provide a vision of
detecting detecting and preventing extremist ideologies, this
study has certain limitations affecting the scope and depth of
the investigation.
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First, the literature evaluation is only comprised of
68 publications that were published between 2017 and
2023. While this time period enables us to capture recent
breakthroughs in the area, it may unintentionally leave out
important insights from earlier research.

Second, the main limitation of this work is its exclusive
focus on classic terrorist organizations. This method helped
us comprehend these organizations in great detail, but it left
out other kinds of extreme organizations.

Lastly, the work was limited to the examination of textual
data; it ignored other sorts of data, such as videos and
photos. This restriction made it impossible to conduct a
thorough analysis of the additional computer vision and
image processing techniques that are employed in the
detection of online radicalization.

IX. CONCLUSION
In this work, a comprehensive overview of the detection and
prevention mechanisms of online radicalization is provided
by analyzing a large number of articles based on the research
questions. Different aspects such as datasets, methodological
approaches, and techniques used in the detection and preven-
tion mechanisms are covered. Initially, a thorough analysis
of existing surveys related to the objective in this field was
conducted. However, it was found that none of these surveys
addressed both the detection and prevention mechanisms
simultaneously. Consequently, a search methodology was
developed to gather relevant articles for the study. Searches
were conducted in article databases, and articles published
between 2017 and 2023 that aligned with specific criteria
were selected. As a result of this rigorous process, 68 papers
fulfilling the study objectives were identified.

A deep analysis of the datasets used in the selected articles
was conducted, identifying two main types: public datasets
that are publicly available and private datasets collected by
researchers. These datasets were sourced from a diverse
range of platforms, with Twitter and YouTube emerging as
primary sources due to their extensive user bases. Regarding
the methodologies employed in both mechanisms, various
approaches used by researchers to detect and prevent online
radicalization were presented. For the detection mechanism,
it was divided into three methodologies: the content-based
approach, the network-based approach, and the analysis
approach. On the other hand, the prevention mechanism
was divided into two approaches: the education approach
and the technical approach. In terms of techniques used in
each approach, the content-based approach was observed
as the most popular method employed by researchers.
Machine learning (ML) and deep learning (DL) techniques
in natural language processing (NLP), such as KNN, DT,
SVM, CNN, and LSTM, were implemented to perform tasks
like text classification and content analysis. Additionally,
NLP techniques like GloVe,Word2Vec, and word embedding
were used for sentiment analysis to study the emotions of
users presented in discussion posts. Some articles utilized
social network analysis (SNA) techniques like a close graph,

Random Walk, and SALSA to analyze user interactions and
detect radicalized communities within the social network.

For the prevention mechanism, the approaches were
divided into two categories: the soft approach and the hard
approach. The soft approach, which is the most commonly
used, involves education and training programs to raise
awareness about the dangers of online radicalization. Few
studies focused on the hard approach, which involves
technical interventions such as content moderation policies
and content filtering. Additionally, some works employed
graph models to address prevention strategies.

In conclusion, the work has provided a comprehensive
analysis of the detection and prevention mechanisms used
for online radicalization. The examination of dataset types,
sources, methodological approaches, and techniques used
highlights the complexity of studying this phenomenon.
While significant progress has been made, several challenges
are encountered. By leveraging the insights gained from
this survey, researchers, policymakers, and stakeholders can
collaborate to develop more advanced detection methods,
deepen the understanding of radicalization processes, and
establish effective prevention strategies. This collaborative
effort will contribute to creating a safer and more resilient
digital society, reducing the risks associated with online
radicalization, and fostering a culture of tolerance, inclusivity,
and democratic discourse.

X. FUTURE WORKS AND RESEARCH TRENDS
According to the findings of the survey, the number of
detection studies increased from 4 in 2017 to 14 in 2022,
as depicted in Figure 2. Prevention studies also witnessed
growth, rising from 1 in 2017 to 7 in 2021 (note that studies
conducted in 2023 were not considered due to data collection
ending in May 2023). These findings illustrate a growing
interest within the cybersecurity community in the field of
online radicalization detection and prevention. There is a
notable emphasis on leveraging advanced technologies such
as machine learning, natural language processing, and social
network analysis to identify and mitigate extremist content,
indicating ongoing developments in research trends related
to online radicalization detection.

Future research in this domain is expected to delve deeper
into various aspects, and thus, the following areas are
suggested for future study:

• In this research, the focus is on the strategies and
impacts of social media in the development of spreading
terrorism. In the future, it is necessary to broaden the
emphasis beyond established terrorist groups. There are
different radicalized groups that constitute an increasing
threat, such as conspiracy theories, extreme gender
ideologies, and anti-vaccination views.

• Future studies must focus on the role of social media
algorithms and investigate the relationship between
recommendation systems and the spread of extremist
ideologies. The research activities will also the potential
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methods to detect and mitigate the detrimental effects
of recommendation systems as well as to understand the
subtleties of how they contribute to the echo chambers
of radicalization.

• Future directions will be also dedicated to helping
researchers build balanced, multilingual, multi-sourced,
unbiased datasets that will not only aid in the identifica-
tion of new trends and threats but also make it easier to
develop proactive counter-extremism strategies.

• Again, in the future of research on online radicalization,
we suggest expanding the analytical approach beyond
text analysis, by considering other media resources, like
video, images, and so forth.

• This literature review highlights the predominant focus
on the soft approach in the prevention mechanism, with
limited attention given to the hard approach. Future
investigations should explore the utilization of both the
hard and soft approaches in conjunction to enhance their
effectiveness.

By addressing these recommendations in future research,
significant advancements can be made in understanding and
combating online radicalization, leading to more effective
detection and prevention strategies.
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