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ABSTRACT Despite recent advancements, the challenge of deep-dense tissue imaging with high resolution
and contrast persists in breast cancer diagnosis; however, photoacoustic tomography (PAT) imaging
addresses this issue by capturing both anatomical and functional information, including small masses as
tiny as 3mm. Compressive sensing coined with PAT allows for a faster reconstruction because it requires
fewer sensors and samples. Although CS-PAT algorithms are efficient they rely on application-specific
parameter tuning and system matrix modeling. This paper introduces a time-efficient approach of algorithm
unrolling, based on CS algorithms, to directly reconstruct high-resolution PAT images from sensor data,
eliminating the need for explicit parameter assignment and system matrix modeling. The study proposes
two unrolled deep learning networks based on split-Bregman total-variation and relaxed-basis-pursuit with
ADMM implementation, followed by a denoising network for further enhancement. Themodel-free unrolled
deep-learning approach successfully reconstructs high-resolution PAT images, even in the presence of noise,
with low validation root mean square error. An enhancer network based on U-Net improves image quality
to 0.91 and significantly reduces mean square error by 95%. Overall, the proposed algorithm unrolling
method demonstrates the promising potential for practical clinical applications, particularly in early disease
detection, offering rapid image reconstruction without explicit system matrix modeling or parameter tuning.
The inclusion of a U-Net denoising network enhances the approach’s resilience and adaptability, suggesting
possibilities for improved disease diagnosis and treatment outcomes, especially for early detection in dense
tissues like breasts.

INDEX TERMS Compressive sensing, deep learning, photoacoustic tomography, U-Net denoising, unrolled
networks.

I. INTRODUCTION
Over the past ten years, photoacoustic tomography (PAT)
has attracted a lot of attention. It has a wide range of uses
in biological (in vivo and ex vivo) imaging [1] such as the
detection of hemoglobin [2], functional brain imaging [3],
oxygen saturation monitoring [4], and pre-clinical cancer
diagnoses [5]. Industrial imaging [6], including imaging of
fractures, flaws [7] and lithium batteries [8] are just a few
of the fascinating imaging applications made feasible by
PAT imaging. The basis of PAT imaging is the photoacoustic
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phenomenon, whereby sound waves are detected as a result
of optical illumination. The advantages of traditional optical
and ultrasound imaging are available with PA imaging
without the severe disadvantages of either technique. PAT
imaging demonstrates that it is non-invasive and is capable
of obtaining high-resolution deep tissue images [9].

In 1800, Graham Bell discovered that a medium may
absorb electromagnetic waves, which led to the development
of the photoacoustic effect. Later, Gregor in [10] claimed
that generalizable electromagnetic energy of small duration
was regionally absorbed within a turbid and immensely
scattering medium, and photoacoustic echoes could be
captured with a high spatial resolution with shorter-duration
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radiation dose and higher-frequency transducer designs.
Then it was expanded to include the tissue tomography
approach, which allows for the imaging of blood vessels in
highly scattering substances and the determination of blood
concentrations [11]. Recently, this has extended the research
to the case of detection of breast cancer which is one of the
common cancers in women [12], [13]. The death rate shifts
towards more obvious higher grading and rises by an average
of 1.3% for every millimeter of tumor size at detection.
These data provide credence to the idea that prognosis
is significantly impacted by early identification [14]. The
literature review explores four noteworthy studies on breast
cancer detection and control [15], [16], [17], [18].
A novel sensing technique called compressive sensing

(CS) enables us to sample the signal much more slowly
than the Nyquist sampling rate. Donoho, Candes, Romberg,
and Tao introduced CS in 2004 [19]. It is mostly employed
for the acquisition of naturally sparse signals. The usage of
CS in a number of domains, including magnetic resonance
imaging, high-speed video collection, and ultra-wideband
communication, has sparked study interest as a result of this
feature [20], [21]. When employing the Nyquist criterion, the
sampling rate is determined by the signal’s highest frequency
component, but in CS, the signal sparsity determines the
sampling rate. The orthonormal basis of a signal is assumed
to be sparse and is the primary reason for the success of
standard compression tools [19] and it eliminates the need for
huge storage requirements and expedites transmission. Faster
acquisition times, fewer sensors, and hence lower costs are
further benefits of CS [22]. Because of the many well-liked
benefits of CS in medical imaging, it has been employed
alongside magnetic resonance imaging (MRI), X-ray, optical
coherence tomography (OCT), and PAT. Reduced data
requirements for image creation have been a major driving
force behind the advent of CS in MRI [23]. However, MRI
does not create deep tissue images and takes a long time,
and it requires the subject to be stationary. Similarly, CS is
advantageous for X-ray computed tomography (CT) imaging
due to the reduced X-ray dose because it requires fewer views
than the traditional approach, enabling quicker acquisition
and removing the need for the patient to remain still for
extended periods of time [24]. Nevertheless, ionizing X-rays
are mostly used to view bones. OCTs are not employed
for other imaging purposes and are primarily used to image
eyes [25]. In light of all the drawbacks and benefits we
seek, PAT answers the need for non-invasive, high-resolution
deep-tissue imaging. In comparison to conventional optical
modalities, PAT can provide substantially superior spatial
resolution at depths below the optical ballistic regime (1 mm
in the skin). This is the driving force behind adopting PAT,
which when used in conjunction with CS enables a faster
reconstruction.

Compressive sensing photoacoustic tomography (CS-PAT)
algorithms are widely used for localizing sparse signal
emitters and have found applications in various settings.

In general, they fall into the categories of greedy algo-
rithms [26], threshold type [27], combinational type [28],
convex [29] and non-convex optimization [30] formulations.
However, these algorithms often suffer from high compu-
tational costs, and their efficiency can vary significantly
depending on the employed techniques [33]. Moreover, when
dealing with uncertain imaging systems, optimization param-
eters may need to be modified, adding further complexity.
Additionally, the specialized design of CS-PAT algorithms
primarily focuses on leveraging sparsity, often neglecting
factors such as cell size and density. Iterative approaches
used in CS-PAT require the modeling of the system matrix
and may not account for important contextual information.
To overcome these limitations, a promising alternative
is to replace the iterative algorithms with trained neural
networks that perform the same mathematical operations.
This procedure is known as algorithm unrolling or unfolding.
For sparse recovery, this work was initially put forth by
Gregor and LeCun in 2010 [34]. The unrolled network is
built upon the architecture of traditional CS-PAT iterative
algorithms while offering several key advantages. In iterative
approaches, parameter tuning poses challenges, requiring
adjustments for different applications, and system matrix
modeling is time-consuming. However, the unrolled network
directly reconstructs images from pressure/sensor data,
sidestepping the need for explicit system matrix modeling,
and leading to more efficient reconstructions. By leveraging
neural networks, it considers crucial contextual factors
often overlooked by iterative methods, resulting in accurate
reconstructions without manual parameter tuning or sparsity
assumptions. Overall, the unrolled network combines the
interpretability of iterative approaches with the adaptability
and efficiency of learning methods, overcoming limitations,
and advancing image reconstruction in various settings.

This research article presents the development of an
unrolled network by concatenating the iteration block (IB)
of the present iteration to the IB of the next iteration. These
IBs are based solely on the algorithm’s architecture and
its augmented variables. Additionally, the classic iterative
algorithms’ stated parameters and coefficients are now
learned from the training data during backpropagation,
making it more generalizable. Furthermore, since iterative
algorithms only use a limited number of parameters or
coefficients, a smaller training set is required for rolling them
out. In image processing, image denoising and enhancement
techniques are widely applied to improve image quality by
reducing noise. Proxy images, which are degraded versions
of the expected output images, can be processed with these
techniques to enhance the accuracy and quality of the final
output images. Using denoising networks trained on proxy
images has become increasingly popular, especially in deep
learning-based image reconstruction methods, as they can
remove noise and artifacts, resulting in more precise images
suitable for further analysis. U-Net [35] is one of the deep
learning models used for image denoising and enhancement.
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Although other models such as convolutional neural net-
works (CNNs), autoencoders, and generative adversarial
networks (GANs) [36] also improve image quality, U-Net
is distinguished by its unique architecture that includes skip
connections. These connections allow U-Net to capture both
low-level and high-level features of an image and preserve
finer details during the reconstruction process.

This research proposes two novel unrolled networks, one
is based on split Bregman total variation (SBTV) and the
other is based on relaxed basis pursuit alternating direction
method of multipliers (rBP-ADMM). These networks can
effectively reconstruct an image from PAT sensor data, even
with a limited training set, and show improved image quality
compared to the learned iterative shrinkage thresholding
algorithm (LISTA) [34].

The significance of utilizing PAT with laser pulses for
tissue excitation lies in its ability to visualize deeper tissues,
surpassing conventional modalities commonly used for
breast cancer diagnosis, such as mammography, ultrasound,
MRI, and CT scans. The proposed image reconstruction
approach, combining the unrolling method with a U-net
based denoiser, directly produces high-contrast and high-
resolution images from sensor data. By eliminating the need
for a predefined measurement model, this method offers an
efficient and accurate way to visualize tissues. The findings
have substantial implications for breast cancer diagnosis and
early disease detection.

This paper is organized as follows. Initially, a brief
review of existing compressive sensing algorithms and
algorithm unrolling is provided in Section II, followed by
the proposed unrolled algorithms and their implementation
in Section III. Then, the comparison of the proposed unrolled
networks with an existing unrolled algorithm is provided in
Section IV. A comparative evaluation of CS algorithms and
unrolled-denoiser networks is discussed in SectionV. Finally,
Section VI provides a summary and a description of the
research’s future direction.

II. THEORY
When a region is heated there occurs a change in pressure
and as a result, acoustic waves are generated. The linear
approximation of the acoustic pressure obeys the wave
equation, and it is solved using Green’s function (GF)
approach. GF of a PA equation represents the response
(increase in pressure due to absorption of laser pulse) of a
point absorber to heating [37]. By evaluating the pressure
at different time instants for different sensor locations, the
system matrix can be formed. The computation is performed
over two grids; the inner grid and outer grid with equal grid
spacing d . The inner grid is used to define initial pressure
distribution with Nin × Nin grid points and the outer grid is
used for k-space computationwithNout×Nout grid points. For
all time instants (Nt ), the measurement of raw data is found
using the equation:

y =Mx, (1)

where y ∈ RNsNt×1 is the measurement vector obtained
with Ns is the number of sensors, M ∈ RNsNt×N 2

in is
the system matrix and x ∈ RN 2

in×1 is the image to be
reconstructed (in vectorized form) [38]. Thus, using the
resulting system matrix, CS algorithms may be created, and
their effectiveness can be assessed. The sparsity required
by CS to rebuild an image from fewer data is enforced by
applying a regularization parameter and prior knowledge.
Subsection II-A discusses some of the existing and commonly
used CS algorithms.

A. COMPRESSIVE SENSING ALGORITHMS
• l2-regularized least squares: The least squares (LS) is
an approach to mathematical regression that identifies
the line that fits a given collection of data the best. l2-
regularized LS also known as Tikhonov regularization
is formulated as

x∗ = min
x
∥y−Mx∥22 + λ ∥x∥22 , (2)

where λ is the regularization parameter. This type of
regularization causes the error to be distributed and is
computationally expensive [33], [39].

• Basis pursuit (BP): it solves an optimization problem of
the form

x∗ = argmin
x
∥x∥1 s.t. Mx = y. (3)

Although it has a high computational cost, the BP
approach [40] has the advantage of offering good
resolution. It takes substantially longer time to compute
with some of the current solvers, including CVX [41]
and l1-MAGIC [22], [42]. In this paper, an unrolled
relaxed-BP using ADMM is proposed and is presented
and found to produce superior outcomes than the use of
an iterative algorithm.

• Total variation (TV) regularized LS: The ability of
TV regularization to maintain image edges makes it a
preferred choice for image restoration and reconstruc-
tion [43], [44]. It is formulated as

xTV = min
x
∥Dx∥p s.t. Mx = y, (4)

where D is a difference matrix defined as:

D =


−1 1

− 1 1
. . . . . .

− 1

 . (5)

When p = 1, (4) is referred to as an anisotropic TV
problem and as isotropic-TV when p = 2 [45], [46],
[47]. In this study, a TV regularized LS problem is
formulated using an unrolled split-Bregman formula-
tion, which yields results that are similar to those of an
unrolled relaxed BP formulation.

The next subsection provides a brief theory about unrolled
networks and their implementation.
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FIGURE 1. U-ISTA DL network block diagram showing the output of first
three IBs.

B. ALGORITHM UNROLLING-BASICS
The first work of algorithm unrolling was done by Gregor
in [34] and the main focus of that paper and our work is
to increase the computational efficiency by using a trained
network for reconstruction. The efficient implementation
of iterative shrinkage thresholding algorithm (ISTA) using
the method of algorithm unrolling to obtain LISTA is also
demonstrated in [34]. The implementation of ISTA is shown
in Algorithm 1.

Algorithm 1 ISTA
Require: y,M, λ,L, kmax, tol.
Initialize: k = 0, NMSE =∞
while k < kmax or NMSE > tol do

xk+1← Sλ
L
(xk − 2LMT (Mxk − y))

NMSE←
∥xk+1−xk∥22
∥xk+1∥22

k ← k + 1
end while
x̂ = xk

Based on Algorithm 1, unrolled ISTA (U-ISTA) deep
learning (DL) network is constructed as follows. The update
of x at iteration k + 1 is

xk+1 = Sβk (Wkxk +W0ky), (6)

where k is the iteration index, Wk is the weight matrix
(resembles a fully connected network) withW0 = 0, x0 = 0,
Wk resembles (I − 2LMTM), and W0k resembles 2LMT .
In the unrolled network, each iteration is referred to as an IB.
Sβk (·) is the element-wise shrinkage operator and βk as the
learnable threshold value.

The shrinkage or soft thresholding operation is imple-
mented using two ReLU operations as

Sβ (x) = ReLU (x− β)− ReLU (−x− β), (7)

where β is the learnable threshold value of the shrinkage
operator. The block diagram of U-ISTA DL network imple-
mentation is shown in Fig. 1. In [34] it has been stated that
LISTA is twenty times faster than accelerated ISTA and uses
much fewer iterations.

III. PROPOSED WORK
In this section, two unrolled deep learning algorithms are
proposed. The first one is unrolled split Bregman (SB) TV
(U-SBTV) and the second one is unrolled relaxedBP-ADMM
(U-rBP-ADMM) DL network. The unrolled DL network
implementation using a deep neural network is discussed in
this section.

A. UNROLLED SBTV
A TV regularization is primarily chosen as it provides
a solution sparser than l1-regularization. It is essentially
the gradient of the l1 norm. Regularizations impose a
limit on the solution set and should be chosen such that
they maintain and enforce sparsity (as they allow for
fast computation and less memory storage). Since a TV
regularized optimization problem is non-convex, splitting
techniques must be used to divide the original optimization
problem into equivalent sub-problems rather than trying
to solve it as a single optimization problem. Iterative re-
weighted technique [48] and quadratic programming [49]
are some of the two methods that can be used to solve
a TV problem, but were primarily used for denoising and
restoration applications and are computationally expensive.
Split-Bregman TV (SBTV) algorithm is an iterative method
employed in image reconstruction, specifically for tasks such
as image denoising and deblurring. It extends the widely
recognized Bregman iteration technique and leverages total
variation (TV) regularization principles. An SBTV problem
can be formulated as

xTV = min
x
∥Dx∥1 +

β

2
∥Mx− y∥22. (8)

An auxiliary variable d = Dx, is introduced along with the
split Bregman parameter b. So, the SBTV problem can be
decoupled in terms of thex,d and b update as follows,

xk+1 = min
x

β

2
∥Mx− y∥22 +

γ

2

∥∥∥dk − Dx− bk
∥∥∥2
2
, (9)

bk+1 = bk + dk+1 − Dxk+1. (10)

The SBTV formulation allows for efficient decoupling of the
TV regularized optimization problem into smaller equivalent
sub-problems, enabling iterative exact minimization. This
feature makes it more efficient than conventional implemen-
tations. The SBTV algorithm, presented in Algorithm 2,
involves solving these sub-problems iteratively until the
convergence criteria are met.

An unrolled SBTV DL network is developed using the
architecture of Algorithm 2 as

xk+1 =W0ky+ γkW1kDT (dk − bk ), (11)

dk+1 = Sβk (Dx
k+1
+ bk ), (12)

and

bk+1 = bk + dk+1 − Dxk+1, (13)

where k is the number of iterations. Here W0k is a learnable
weighting matrix that resembles (MTM + γ

β
DTD)−1MT ,
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Algorithm 2 SBTV
Require: : β, γ > 0, tol, y,M, kmax.
Initialize: k = 0, NMSE =∞, d0 = b0 = 0
while k < kmax or NMSE > tol do

xk+1← (βMTM+γDTD)−1(βMT y+γDT (dk−bk ))
dk+1← S 2

γ
(Dxk+1 + bk )

bk+1← bk + dk+1 − Dxk+1

NMSE←
∥xk+1−xk∥22
∥xk+1∥22

k ← k + 1
end while
x̂ = xk

FIGURE 2. U-SBTV DL network block diagram showing the output of first
four iteration blocks.

for each iteration k . More flexibility is provided by learning
it separately for each IB rather than defining it the same
for all iterations. W1k is another learnable weighting matrix
that resembles (βMTM + γDTD)−1. The parameter γ is
designed as a learnable parameter γk . Matrix D is defined
as a non-learnable function matrix as in equation (5) and
its transpose is DT . The shrinkage operation in the d-update
with a threshold value of 2

γ
is implemented using a shrinkage

operation, as in equation (7), with a learnable threshold
βk for IB k . The threshold value is learned separately for
each IB rather than explicitly defining it the same for all
iterations.

The U-SBTV DL network is implemented in Fig. 2.
An IB is numbered based on the output of xk -updates for
kth iteration. Combining the IBs leads to the formation
of U-SBTV DL network. The number of IBs required is
determined after training using the required dataset.

B. UNROLLED rBP-ADMM
In BP-ADMM [50], the initial BP problem is broken down
into equivalent sub-problems that could be solved iteratively
to reconstruct a PAT image. However, this approach fails

to reconstruct a PAT image due to the high sensitivity to
system modeling errors. In this paper, to overcome this
problem, a relaxation factor is incorporated in the update of
the data vector x, such that it updates more gently than other
parameters. The modified BP-ADMM, called relaxed BP-
ADMM (rBP-ADMM), is able to recover the PAT image from
pressure measurements. The algorithm can also be employed
with an accelerated variation (similar work done in [31]
and [32]), in which the parameter γ is multiplied by an
acceleration factor, chosen to be less than 1. This adjustment
results in fewer iterations, thus reducing computation time,
all while preserving the algorithm’s performance. The value
of the parameter ρ is chosen as 1 but is still maintained for the
unrolled network to provide flexibility and interpretability.
Cholesky factorization can also be used in the algorithm to
execute the inverse faster. In [33], it is demonstrated that the
implementation of rBP-ADMM, which contains a relaxation
parameter and Cholesky factorization, is significantly more
effective than the implementation of the traditional BP-
ADMM. The implementation of rBP-ADMM is presented
in Algorithm 3. Based on Algorithm 3, the U-rBP-ADMM

Algorithm 3 rBP-ADMM
Require: ρ, α, γ , r , y,M, kmax, tol.
Initialize: k = 0, z0 = u0 = 0, NMSE =∞
while k < kmax or NMSE > tol do

xk+1←
(
ρI+ αMTM

)−1 (
ρzk + ruk + αMT y

)
zk+1← S γ

ρ

(
uk
ρ
+ xk+1

)
uk+1← uk + ρ

(
xk+1 − zk+1

)
NMSE←

∥xk+1−xk∥22
∥xk+1∥22

k ← k + 1
end while
x̂ = xk

DL network can be implemented using deep neural network
layers that perform similar updates as in the algorithm.

The updates at (k + 1)th IB of the U-rBP-ADMM DL
network are designed as follows.

xk+1 = C1kzk + C2kuk +W1ky, (14)

zk+1 = Sβk (ζku
k
+ xk+1), (15)

and

uk+1 = uk + τk (xk+1 − zk+1). (16)

Here C1k resembles (I+ α
ρ
MTM)−1, C2k resembles (ρI+

αMTM)−1r , and W1k resembles (ρ
α
I + MTM)−1MT . The

blocks C1k and C2k are designed as a learnable weighting
matrices. The constant 1

ρ
is designed using ζk , which is a

learnable parameter. The shrinkage operator with threshold
value γ

ρ
is implemented using the layer Sβk (·), with βk being

the learnable threshold value, learned separately for each IB.
The network implementation is shown in Fig. 3.
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FIGURE 3. U-rBP-ADMM block diagram showing the output of first three
blocks.

FIGURE 4. System implementation for handling significant differences
between test and training sensor data.

C. IMPROVING IMAGE RECONSTRUCTION IN UNROLLED
DEEP NETWORKS WITH DENOISING NETWORKS
Unrolled networks are a type of physics-free neural networks
that rely solely on data without any prior knowledge or
assumptions about the underlying physical principles that
govern it. However, the challenge with unrolled networks
is that they may struggle to accurately reconstruct images
when there are significant differences between the test and
the training sensor data. Such discrepancies can arise due
to changes in the environment, equipment, anomalies/errors,
or inherent noise, thereby limiting the network’s ability
to generalize well beyond the training data. An additional
significant challenge arose due to the scarcity of the
training set, significantly impacting the performance of the
networks. To address these issues, a denoising network can
be applied to the output image of the unrolled network.
The denoising network is trained on a set of proxy images
(which are degraded versions of the expected output images
produced by the unrolled network) as input and clean
high-resolution images as desired outputs. The utilization
of denoising networks in image reconstruction can provide
several benefits. Firstly, incomplete or noisy data utilized
for image reconstruction can lead to artifacts and noise that
negatively impact image quality. By applying a denoising
network, such artifacts, and noise can be reduced or removed,
resulting in a clearer and more precise image. Secondly,
a denoising network can enhance the visual appearance
of images, particularly in applications that rely on visual
interpretation such as medical imaging or remote sensing.

Overall, the need for a denoising network in an unrolled
deep network arises when the unrolled network is unable
to reconstruct a proper image due to the variability in
the input data. By applying a trained denoising network
to the proxy image, the denoising network can produce a
cleaner, more accurate image that is suitable for further
analysis or processing. Fig. 4 illustrates the implementation
process for improving image reconstruction in unrolled
deep networks using a denoising network. A U-Net based
denoising network, as described in Fig. 5, that accepts
an input image of size 64 by 64 with an encoder depth
of 3 has a total of 7 stages, which include 3 encoder
stages (ES), a bridge, and 3 decoder stages (DS). Each
encoder stage consists of a series of convolutional layers
with increasing feature maps, followed by a max-pooling
layer. The first encoder stage has the highest resolution,
with 64 feature maps, while subsequent encoder stages
have 128 and 256 feature maps, respectively. The bridge
connects the final encoder stage to the first decoder stage
and typically consists of a single convolutional layer. Each
decoder stage consists of a series of upsampling layers,
followed by a series of convolutional layers with decreasing
feature maps. The first decoder stage has 256 feature maps,
while the subsequent decoder stages have 128 and 64 feature
maps, respectively. Skip connections are used to connect
the corresponding encoder and decoder stages, allowing the
network to reconstruct fine details and textures. The output
of the final decoder stage is the denoised image with a size
of 64 by 64. During training, the U-Net based denoising
network is optimized to minimize the difference between
the noisy input and the clean output, typically using a mean
squared error loss function. Once the denoising network is
trained, it can be used to denoise new images by passing
them through that network. Thus starting with the sensor
data as input, the unrolled network produces a proxy image
which is then passed through a denoising network to generate
a denoised/clean image suitable for various purposes such
as visual interpretation, feature extraction, or any other
downstream analysis.

IV. RESULTS
In this section, the performance of the proposed U-rBP-
ADMMDL network and U-SBTVDL network with unrolled
ISTA is compared to their iterative implementations. The
performance and tolerance of the unrolled networks are
evaluated when images are reconstructed from noisy sensor
data, which is an important consideration for real-world
applications. Additionally, the effectiveness of a U-net-based
denoising network in enhancing the quality of reconstructed
PAT images is evaluated when the test sensor data exhibits
higher variability than the training data.

A. PERFORMANCE METRICS AND SYSTEM
REQUIREMENTS
The followingmeasures are used to evaluate the performance.
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FIGURE 5. U-Net based image denoising network.

1) Structural similarity index (SSIM) [51]: This metric
is used to assess the reconstructed image quality by
comparing it to a reference image. Its value ranges
from −1 to 1. When the reconstructed image closely
resembles the original image, its value is near 1, else
it will be close to 0 or less than 0. In this simulation,
SSIM is computed using Matlab® built-in functions.

2) Peak signal-to-noise ratio (PSNR): It is calculated as

PSNR = 10 · log10(
m2
i

MSE
), (17)

where mi is the maximum possible pixel value of the
image and MSE is the mean-squared error between the
vectorized reconstructed image (or the reconstructed
image from measurements) x̂ and the original image x.
The MSE is defined as

MSE =
||x− x̂||22

N 2
in

. (18)

A higher PSNR value denotes better image quality. It is
measured in decibels (dB).

3) Number of IBs: Neural network layers are added to
form an IB, which reflects the depth of the DL network
formed. The complexity of the network grows with the
network depth.

4) Validation root mean square error (RMSE): The
network’s validation RMSE is also considered to
measure the accuracy of the training process and hence
the trained network’s reconstruction capability. It is
acceptable when its value is close to zero [52], [53],
[54].

5) Computation time: The computation time is the amount
of time needed for an algorithm or network to
reconstruct an image from sensor data. The most
desirable value is less than 1 second, and it is typically
expressed in seconds.

B. SIMULATION SETUP
The motivation of this research is to create a network that
can reconstruct an image directly from the pressure data such
that the system is compatible with practical applications (such
as integration with existing ultrasound imaging devices).
In this sense, the simulation setup is divided into three
phases. In the first phase, the photoacoustic modeling toolbox
(k-Wave [55]) is used to obtain the pressure sensor data. In the
second phase, the proposed unrolled DL networks are trained
using the sensor data obtained from the first phase and their
corresponding output images (vectorized). In the third phase,
the output generated by the unrolled deep learning network
is enhanced using a U-Net, which serves as a denoising
network.

1) INITIAL SETUP
A computational grid, which performs the computation in
cartesian mesh, with an inner grid of size 64 × 64 and an
outer grid of size 160×160 with a grid spacing d = 0.1mm is
created using k-Wave Matlab® toolbox. A special boundary
layer called a perfectly matched layer (PML) is used to
absorb the acoustic waves that reach close to the edge of the
computational domain. Sound speed is chosen to be 1500m/s.
The highest frequency that the simulation grid can propagate
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TABLE 1. Unrolled ISTA DL network.

TABLE 2. Unrolled SBTV DL network.

FIGURE 6. Reconstructed images, from sensor data chosen within the training set, and their corresponding SSIM, when Unrolled ISTA,
SBTV, and rBP-ADMM networks are used, for iteration blocks 1 to 6 (starting from left).

depends on the grid spacing and sound speed, which is
calculated as fm = c

2d . Within the computational domain,
a binary sensor mask is defined for recording the pressure
field at each time step. Pressure data vector is acquired for
5µs at a rate of 15MHz which results in a total number of
75-time samples. The simulations use a total of 71 sensors,
which are arranged in a square grid around the object. The
processor used in the Matlab® simulation is Intel®CoreTM

i7-4790 CPU@3.60GHz.

2) DL NETWORK SETUP
Initially, the pressure data vector is obtained for 206 input
images using the simulation setup in the first phase.

The training data set is generated by pairing pressure data
vectors and image vectors. The unrolled DL network created

using the architecture of iterative algorithms is then trained
using Adam optimizer [56] with a learning rate of 0.001.
The validation frequency is chosen as 50 and the maximum
number of epochs is set to 500 with a mini-batch size of 32.

C. PERFORMANCE COMPARISON OF UNROLLED
NETWORKS
In this subsection, the numerical results of the performance
of the trained unrolled DL networks are discussed and
compared.

Tab. 1 shows the numerical results of the U-ISTA DL
network. First, we analyze the validation RMSE versus the
number of IBs. It is shown that the validation RMSE value is
minimum with 3 IBs. IBs less than 3, correspond to model
underfitting. Whereas, IBs of more than 3 correspond to
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TABLE 3. Unrolled rBP-ADMM DL net.

FIGURE 7. Reconstructed images, from sensor data chosen outside the training set, and their corresponding SSIM, when Unrolled ISTA,
SBTV, and rBP-ADMM networks are used, for iteration blocks 1 to 6 (starting from left).

TABLE 4. Noisy image reconstruction results - using test data from training set.

model overfitting. Likewise, the SSIM and PSNR metrics
are optimal or maximum; 0.9547 and 38.16 dB respectively,
with 3 IBs given the test data chosen from the training set.
However, the performance is slightly different, when the test
data is chosen from outside the training set, where the optimal
SSIM of 0.8615 is observed when the number of IBs is 2
(slightly better SSIM compared to when the number of IBs
is 3) though the optimal PSNR of 33.18 dB is observed when
the number of IBs is 3. Fig. 6(a-f) and Fig. 7(a-f) show the
reconstructed images that were obtained using a different
number of IBs.

The simulation results of the U-SBTV DL network are
shown in Tab. 2. The validation RMSE is seen to change
as the number of IBs goes from 1 to 6. The RMSE drops
from 1.8108 to 0.1302 when 4 IBs are used and rises to
0.6121 when 6 IBs are used. The SSIM is almost the same
for the number of IBs 3, 4, and 5, for both cases of test

data (0.999 and 0.951 respectively). In terms of PSNR, when
the test data is chosen from inside the training set, the best
performance is obtained at 5 IBs. Whereas for the case of test
data chosen from outside the training set, the performance
is the same for 3, 4, and 5 IBs (approximately 36 dB).
The reconstructed images produced using the U-SBTV DL
network when the number of IBs is increased from 1 to 6 are
shown in Fig. 6(m-r) and Fig. 7(m-r).

The results of the U-rBP-ADMM DL network analysis
are presented in Tab. 3. The validation RMSE is seen to
drop when the IBs are increased from 1 to 3, then increases
as the IBs are increased from 4 to 6. The use of three
IBs yields the lowest validation RMSE, with an optimal
result of SSIM 0.9980 and PSNR of 54.34 dB for an
image reconstructed using data from inside the training set.
Correspondingly, the use of three IBs yields the best results
for image reconstruction from data outside the training set,

VOLUME 11, 2023 117061



M. John, I. Barhumi: Advancing Sensor-Data Based PAT Image Reconstruction

with SSIM of 0.9522 and PSNR of 36.71 dB. Fig. 6(g-l)
and Fig. 7(g-l) show images that were obtained when U-rBP-
ADMM DL network is used for reconstruction for different
number of IBs.

When comparing the three developed unrolled networks,
it is observed that unrolled SBTV DL network exhibits
the lowest validation RMSE of 0.1305 when 4 IBs (38
layers) are used. Moreover, SBTV exhibits the highest SSIM
of 0.9998 and the highest PSNR value of 66.04 dB, for
reconstruction from test data inside the training set. The
superiority of the unrolled SBTV-DL network over the
unrolled rBP-ADMM network can be attributed to two key
factors: TV regularization and the split Bregman formula-
tion. Total variation regularization enables the network to
leverage sparsity, preserving essential structural information
while suppressing noise and artifacts. The split Bregman
formulation enhances the optimization process by decoupling
the problem into smaller subproblems, leading to faster
convergence and improved denoising performance. By com-
bining sparsity exploitation and efficient optimization, the
unrolled SBTV-DL network achieves superior denoising
results compared to the unrolled rBP-ADMM network,
providing higher overall performance in preserving image
structures and suppressing noise. However, the maximum
comparable performance is attained by U-rBP-ADMM DL
network for reconstruction when test data are chosen from
outside the training set, with an SSIM of 0.9522 and a PSNR
of 36.7 dB. Thus, U-SBTV and U-rBP-ADMMDL networks
can be used for PAT image reconstruction, where SBTV
unrolled network is considered at the cost of slightly higher
complexity because of the additional number of layers.

D. PERFORMANCE COMPARISON OF UNROLLED
NETWORKS WITH NOISY SENSOR DATA
When data is acquired using ultrasound sensors, thermal
noise is likely to be present. A fundamental noise model that
simulates the effects of several random processes that take
place in sensing is additive white Gaussian noise (AWGN).
In the following noisy pressure data is considered, where
WGN is added with a signal-to-noise ratio (SNR) = 10, 15,
and 20 dB. The noisy pressure data are used for image
reconstruction (not for training), where the same model is
used for testing with the original pressure data. The results
are presented in Tab. 4 and Tab. 5.
The SSIM and PSNR values are shown to increase as the

SNR increases. U-SBTV and U-rBP-ADMM DL networks
perform similarly for both sets of test data when SNR is
15 and 20 dB. However, U-rBP-ADMM performs somewhat
better in the scenario where the SNR=10 dB. Thus, both of the
unrolled networks that are proposed can be employed, albeit
U-rBP-ADMM may be preferred in low SNR scenarios.

E. PERFORMANCE COMPARISON OF UNROLLED
NETWORKS AND ITERATIVE ALGORITHMS
In this subsection, the performance of the proposed unrolled
DL networks is compared with the performance of the

iterative algorithms (Algorithms 1, 2, and 3 are also presented
in our earlier work [33]). In the implementation of ISTA,
the regularization parameter λ = 0.008 and the Lipschitz
constant L = 2. In the implementation of the SBTV
algorithm, the value of β = 1200 and γ = 40. For
rBP-ADMM algorithm implementation, ρ = 1, α = 1,
γ = 0.2, and the relaxation factor r = 0.001. The
algorithm stopping criteria is when the normalized mean
square error (NMSE) becomes less than the tolerance value
(set as 10−6) or when the maximum number of iterations is
reached (kmax = 150). Various values of r were investigated
for performance comparison, and it was observed that values
in the order of 10−3 yielded superior results. Furthermore,
an accelerated variant of the rBP-ADMM algorithm can
be adopted, wherein the value of γ is updated in each
iteration such that γ k+1 = µγ k with typical values of µ

in the range of [0.98, 0.99], for accelerated performance.
This adaptation accelerates the algorithm and concurrently
decreases computation time. When applying an acceleration
µ of 0.99 to γ , which is the soft thresholding limit value,
it improves the performance by increasing the SSIM from
0.9935 to 0.9941 (0.0604% increase) and PSNR from
48.61 to 50.00 (2.90% increase). More importantly, the
number of iterations reduced from 201 to 121 (39.80%
decrease) which thereby reduced the computation time from
35.47 to 21.13 seconds (40.43% decrease). Thus, employing
an acceleration to the parameter γ allowed to further exploit
the advantage of the rBP-ADMM algorithm for PAT image
reconstruction.

ISTA achieves an SSIM of 0.9326 with 120 iterations
and a computation time of more than 20 seconds, while
U-ISTA achieves SSIMs of 0.9547 and 0.8585 with 3 IBs,
respectively, for both cases of selecting the test data,
with reconstruction times of about 1 second (excluding
training time). With 11 iterations and a computation time
of 5 seconds, SBTV achieves an SSIM of 0.9900. U-SBTV
has an SSIM of 0.9997 and 0.9517 when using three IBs,
and selecting test data from both inside and outside the
training set, respectively, with a reconstruction time of
1 second. In comparison, the U-rBP-ADMM achieves SSIMs
of 0.9980 and 0.9522 at 3 IBs, and 1 second, for test data
chosen from inside the training set and outside it, respectively,
while the rBP-ADMM does so by using 50 iterations and a
computation time of 6 seconds to reach an SSIM of 0.9898.
Overall, it has been observed that ISTA performs much
worse for both iterative algorithms and unrolled networks.
Additionally, iterative ISTA requires more time and iterations
than SBTV and rBP-ADMM. The results are shown in Tab. 6.
Unrolled-I refers to testing images chosen from inside the
training set, while unrolled-O pertains to testing with images
from outside the training set. These distinctions allow us to
evaluate the model’s performance in familiar and unfamiliar
data scenarios, providing insights into its generalization
ability.

Although the performances of U-ISTA and U-rBP-ADMM
are practically identical to those of their iterative method
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TABLE 5. Noisy image reconstruction results - using test data outside training set.

FIGURE 8. Clean images ((a-f)), proxy images ((g-l) produced by an unrolled deep learning network) and the corresponding denoised
images ((m-r) produced by U-Net denoising network), with the corressponding MSE values.

TABLE 6. Comparison of SSIM, number of iteration (k) and computation
(comp.) time (approximately 1 second for unrolled networks) between
iterative algorithms and unrolled networks.

TABLE 7. Improvements in SSIM and MSE when a denoising network is
used on a proxy image.

implementation, the real-time computation time savings is
the advantage when comparing the unrolled algorithms for
both scenarios of selecting the test data. This is due to the
fact that iterative algorithms must do all computations in real-
time, but unrolled networks are trained offline and require
around 1 second for reconstruction. The substantial pre- and

post-processing associated with iterative techniques are
reduced when neural networks are used for reconstruction,
which is a notable benefit of the unrolled networks, and
is well reflected in the reconstruction time. The thresholds
are also implicitly learned rather than explicitly established,
allowing the network to be more adaptable to reconstruction
when pressure data from outside the training set are used to
produce an image.

F. IMPACT OF DENOISING NETWORKS ON IMAGE
RECONSTRUCTION ACCURACY OF UNROLLED NETWORKS
A series of experiments were conducted to evaluate the
effectiveness of denoising networks in improving image
reconstruction accuracy on a test dataset of degraded images
obtained from the unrolled deep network. The purpose of
these experiments is to determine whether the application of
denoising network could help mitigate the negative impact
of sensor data with high variability on image reconstruction
accuracy. The denoising effectiveness is specifically assessed
using SSIM, mean squared error (MSE), and the percentage
reductions of MSE and improvements in SSIM, before
and after denoising. In particular, we evaluated the image
reconstruction accuracy of unrolled deep networks with and
without denoising networks for test sensor data that exhibits
high variability and differs significantly from the training
sensor data. This issue is addressed using the proposed
denoising network based on a U-Net architecture with an
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encoder depth of three. The denoising network was trained
on a dataset of 190 images with a training:test:validation ratio
split of 0.7:0.15:0.15. Results presented in a Tab. 7 show
a significant improvement in the quality of the processed
images. The corresponding proxy images and their denoised
versions are displayed in Fig. 8, with the MSE values noted
below each image. For the first image, the SSIM metric
showed a 39.7% improvement, increasing from 0.6931 to
0.9685, while the MSE metric decreased from 0.0429 to
0.0014, indicating a 96.7% enhancement. Tab. 6 demonstrates
that the use of different training images resulted in SSIM
improvements ranging from 39 to 83 percent and a decrease
in MSE between 96 to 99 percent. On the other hand, for
test images, the SSIM improvement was between 30 to
72 percent, and the decrease in MSE ranged from 89 to
95 percent. Overall, the results suggest that the proposed
denoising network can consistently enhance the performance
of the unrolled deep learning network across different test
images, and thereby improve image reconstruction accuracy.
The use of denoising networks can be particularly useful in
scenarios where sensor data can differ significantly from the
training data due to changes in the environment, equipment,
anomalies/errors, or inherent noise.

V. COMPARATIVE EVALUATION AND PRACTICAL
APPLICATIONS
In this section, a detailed comparative evaluation of the
proposed unrolled-denoiser network with the traditional
iterative reconstruction approach is provided. The goal is
to assess their respective performances in the context of
more realistic images containing intricate features, such as
nerves or tissue layers. Additionally, we discuss the practical
applications and implications of our findings.

A. VISUAL COMPARISON
To begin the comparison, we selected a practical image
with a high level of complexity, representing a challenging
scenario for image reconstruction methods. Both the iterative
reconstruction approach and the unrolled-denoiser network
were applied to this image, and the reconstructed outputs
were visually compared. The results are presented in Fig. 9,
where the image reconstructions by both methods are shown,
along with the corresponding MSE values noted below each
image. Based on the MSE analysis, we can observe that
the iterative method using SBTV achieves the lowest MSE,
followed by rBP-ADMM and ISTA. Conversely, for the
unrolled-denoiser network, the best performance is achieved
with SBTV, followed by rBP-ADMM and ISTA.

To quantitatively measure the fidelity of the reconstructed
images, we employed the HaarPSI [57] metric, which
offers a perceptual assessment of the similarity between the
reconstructions and the ground-truth images. The HaarPSI
scores for the iterative reconstruction and unrolled-denoiser
network were calculated and analyzed. Notably, the iterative
method achieved an impressive HaarPSI score of 1, indicat-
ing a high-quality reconstruction. Meanwhile, the unrolled

FIGURE 9. Reconstructed images of iterative and unrolled-denoiser
implementations of ISTA, SBTV and rBP-ADMM with the corresponding
MSE values (specified below each image).

network obtained a slightly lower but still excellent score of
0.999, demonstrating its ability to faithfully reconstruct the
underlying features.

B. RECONSTRUCTION TIME AND PRACTICAL
APPLICABILITY
Beyond reconstruction quality, a critical consideration for
practical applications is the time and complexity involved
in implementing the respective methods. The proposed
unrolled-denoiser network has a clear advantage in this
regard, as it requires only a training phase for deployment.
On the other hand, the iterative reconstruction approach
demands meticulous parameter tuning, system matrix defi-
nition, and modeling, resulting in a significantly longer and
more resource-intensive implementation process.

C. IMPORTANCE AND APPLICATIONS OF THE
UNROLLED-DENOISER NETWORK
The unrolled-denoiser network presents a compelling choice
for real-world applications due to its visually pleasing
reconstructions and minimal parameter adjustments. Its com-
putational efficiency allows real-time image reconstruction,
benefiting quick decision-making duringmedical procedures.
Moreover, the data-driven approach enhances image quality,
enabling precise diagnoses and reducing radiation exposure.
The method’s adaptability to diverse sensor data also allows
integrationwith other imaging techniques, advancingmedical
research and patient care.

VI. CONCLUSION
In conclusion, this study proposed two efficient unrolled
deep learning networks for high-resolution photoacoustic
tomography image reconstruction from sensor data, which
demonstrated their potential for early disease detection,
particularly in breast cancer. The networks showed low
validation RMSE and high SSIM and offered significant
computational savings, flexibility, and adaptability compared
to iterative methods. The U-Net-based enhancer network
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further improved image quality for cases with high variability
between test and training sensor data. Future work can extend
this approach to detect and classify other types of tumors
using different deep-learning networks, exploring larger
datasets, and optimizing real-time applications for improved
diagnostic accuracy and clinical usability. Collaborating with
medical experts for validation studies and clinical trials would
be essential for potential clinical implementation, benefiting
breast cancer diagnosis and medical imaging practices.
Furthermore, the proposed approach holds potential for
real-time diagnosis and treatment monitoring in clinical
settings. Overall, the significance of this work lies in the
development of efficient and flexible deep-learning networks
for high-resolution PAT image reconstruction from sensor
data, which has the potential to improve early disease
detection and clinical decision-making.
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