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ABSTRACT  Accelerating the calculation of computer-generated holograms (CGHs) is an urgent
requirement for realizing practical electro-holography for three-dimensional (3D) displays. Although many
algorithms have been developed for fast CGH calculations, sufficient acceleration of the CGH calculations
is yet to be achieved. Simplifying CGH calculations using the redundancy of a hologram while recording
a 3D image is a promising way for CGH acceleration. That is, the feature that a hologram can reproduce
the 3D image almost correctly even if it was recorded with deviations originating from the approximation,
etc., can be used to perform the CGH calculations rapidly. Therefore, this study proposes an approximation
method for trigonometric functions, which have a heavy computational load and are heavily used in the
composition process of the wavefronts emitted from a virtual 3D object such as point-light sources. The
proposed method substitutes sin or cos functions with tiny logic operations that are expected to have lower
computational loads than the normal functions for fixed or floating precision numbers. Numerical and optical
experiments showed that the proposed method can calculate CGH 2.20 times faster on a central processing
unit (CPU) and 8.43 times faster on a graphics processing unit (GPU) than the normal implementation,
while maintaining sufficient image quality. The proposed method is not only effective in CPU and GPU
implementations but also is expected to make a significant contribution to future circuit implementations for
CGH-specific computers.

INDEX TERMS Computer-generated hologram, electro-holography, three-dimensional display.

I. INTRODUCTION because of many technological challenges. One of these chal-

Electro-holography is a promising technology for three-
dimensional (3D) display because it can replay 3D images
consistent with the visual cognitive principles of human
perception. Several notable advances were made in the field
of 3D displays with holographic technologies (e.g., near-
eye display [1], [2], [3], contact-lens-embedded display [4],
metasurface [5], [6]), practical 3D displays, namely, wide-
viewing, large, and colored, still have not been realized
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lenges is the extremely high requirement of computational
performance for calculating computer-generated holograms
(CGHs), which are a digital medium of 3D images in
electro-holography.

A CGH is calculated by simulating the light wave
propagating from a digital 3D object to be displayed. The
calculation of the light propagation is determined by the
minimum elements of the 3D objects, e.g., polygon [7], [8],
[9], wireframes [10], [11], and point-light source (PLSs) [12],
[13], [14]. Further, CGH is also generated from the wavefront
information obtained with special optics, e.g., a light-field
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camera [15], [16]. Among them, the PLS is one of the most
commonly used 3D models to generate CGH owing to the
simplicity of its calculations. The proposed method focuses
on CGH calculations from a 3D PLS object.

The PLS-based CGH calculation is a superposition of
spherical waves emanating from the PLSs; thus, the calcula-
tion includes many square-roots and trigonometric functions,
both of which are computationally more intensive than the
basic functions (e.g., addition and multiplication). To reduce
the computational load, approximations should made during
CGH calculations; for example, Fresnel approximation [17]
and recurrence relation [18], [19], [20] are both used
for square root calculation, and table look-up [21], [22]
and simple approximation [23], [24] are applied both
for sine and cosine functions. Those approximations are
employed in practical calculation systems such as dedicated
computers [25], [26], [27], [28] or graphics processing units
(GPUgs) [16], [29].

This study focused on simplifying the computation of
trigonometric functions in CGH calculation, considering
that future implementation will be performed in dedicated
circuits. Generally, holography is a method to record
3D information with high redundancy: it is robust to noise,
missing data, and the approximation used in the calculation
process. However, the scale of a parallel computation
on a dedicated computer depends on how dense is the
calculation unit implemented on a circuit chip (e.g., field
programmable gate arrays (FPGAs) and application-specific
integrated circuits); thus, designing a smaller calculation
unit is crucial to improve the performance of the dedicated
computer. Therefore, approximating the CGH calculation to
be calculated in the smaller steps and with shorter bit-width is
an important way to enhance the performance of the dedicated
computer.

This study proposes an approximation method of the sine
and cosine functions in CGH calculations mostly based
on a simple logical operations whose outputs are only
two bits in total. A CGH is obtained by accumulating the
two-bits outputs of the proposed method; thus, the proposed
method reduces not only the computational complexity of the
trigonometric functions but also the computational resources
required for the superposition of wavefronts.

Thus, the contributions of this study are as follows:

« We propose an effective approximation of the sine and

cosine functions for CGH calculation.

o We validated the computational efficiency of the pro-

posed method on a central processing unit (CPU) and
a GPU for validating the possibility of implementing a
dedicated circuit.

« We validated the image quality of proposed method via

numerical and optical experiments.

The purpose of this paper was to clarify both the
effectiveness and limitation of the proposed method in terms
of computational speed and image quality in a feasibility
study; thus, we only tested the proposed method on a CPU
and GPU. We did not design a dedicated computer with the
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proposed method. Since we validated the effectiveness of the
proposed method in this study, in future works, we will report
on the implementation of the proposed method in a dedicated
circuit.

The reminder of this paper is organized as follows:
Section II overviews the PLS-based CGH calculation,
and Section III describes the details of the proposed method.
Section IV presents and discusses the experimental results,
and Section V concludes this study.

Il. CGH CALCULATION FOR 3D PLS MIODEL
CGH calculation based on a 3D PLS model is described as

Nobj 2 2

2 xaj+yaj
U(xy, = ; — | — )i, 1
(Xars Ya) E a]exp[t 5 ( o (1)

J=1
Nobj

= Z ajexp (i270q;)) , )

j=1

where (x4, yy) are the coordinates of a hologram; U is a
complex amplitude; Nopj is the number of PLSs; i is an
imaginary unit; A\ is the wavelength of the light source;
(xj, yj» zj) is a coordinate of j-th PLS; x4j = x¢ — Xj, Yoj =
Ya — ¥j; and a; is the amplitude of j-th PLS. Taking a; = 1 for
simplicity, (2) can be regarded to be composed of the unit
vectors with argument 27 6,; on a complex plane. Ideally, the
PLS to be computed for each pixel is selective for prevent
aliasing noise; in other words, the PLS far from the pixels in
the x — y direction can be ignored. However, for simplicity,
this point is not considered in this study because the computer
architecture can be simplified if the number of PLS to be
computed is the same for all pixels.

Although (2) calculates the complex amplitude distribution
of a hologram, the current spatial light modulator (SLM),
which is a display device to modulate the incident light,
cannot physically replay U (xy, yo) directly. That is, the SLM
can modulate either the amplitude or phase of U(xy, yy)-
This study targets the CGH of phase-only modulation (the
kinoform [30]) since it can be used to reconstruct a clearer
3D image than amplitude-only modulation. The kinoform is
obtained using (2) as

m

(X, yo) = arg{U (xg, Ya)} - ol 3)

where arg{-} is an operator for obtaining the argument of the
complex wave, and m is the bit-depth of a CGH image. The
CGH is usually output as a digital image and displayed on
an SLM.

Considering (2), the composition of the complex wavefront
on (xy, yy) for all PLSs can be regarded as the composition of
unit vectors with argument 2776, on the complex field. That
is, obtaining c(x,, ) in (3) is equal to finding the quantized
argument of the synthesized vector. The CGH is robust to
approximations in the calculation process, implying that the
result obtained by using a rough estimate of the argument
or the position of the synthesized vector will be acceptable.
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FIGURE 1. Overview of the proposed method: (a) Approximating a unit
vector for a representative vector, and (b) an example of the
approximation of complex vectors (wave front) compositions.

Therefore, the proposed method approximates each unit
vector to four orthogonal vectors to obtain a trend that is
approximately equivalent to the direction of the synthesized
vector points.

lll. PROPOSED METHOD

Figure 1 provides an overview of the proposed method. First,
we define the representative vectors v, of each quadrant as
follows:

Bi=eF = (1, 1), @)
=T = (=1, 1), )
V= e T = (=1, —1), 6)
Ba= e = (1, —1). )

In the proposed method, all the unit vectors are approximated
to each representative vector. For example, a unit vector
(0.809, 0.588) (for 6, = 0.1 in (2)) is approximated to
V1 since it belongs in the first quadrant. Given Vg j is a
representative vector approximated from the unit vector of
J-th PLS, where ¢ is the quadrant, (2) can be approximated as
follows:

Nobj

Uxar o) X D V(g ®)

j=1

Finally, we can obtain the approximated CGH using (3).

We modified the above process as to obtain v, ;) from
0y easily. First, the representative vectors are redefined as
follows for ignoring negative values since the accumulation
of the negative values can be substituted by subtraction after
the synthesis is completed.

Vi=(1,1), )
Vs = (0, 1), (10)
V3 = (0,0), (11)
V4 = (1,0). (12)
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TABLE 1. Truth table of the bits in 0, (bg 5, bg.25) and the representative

’,
vector v (9.4)"

bos  boos | R(W(g;) S (45)
Istquad. (¢ = 1) 0 0 1 1
2nd quad. (¢ = 2) 0 1 0 1
3rd quad. (¢ = 3) 1 0 0 0
4th quad. (¢ = 4) 1 1 1 0
Then, we rewrite (8) as
Nobj
UXas Ya) =2 D Vigjy — Nobjs Novj)- ~ (13)
j=1

Next, we calculate \j/(q’j) from 6,; via simple logical
operations._Since 6y is multiplied by 27 in (2), we can
determine V(4 ;) by the range of the fractional part of 6; as
follows:

Vij) when 0.0 <8, < 0.25,

- Vg when 025 <8, < 0.50,

Vigp = *,( ) I (14)
Va3, when 0.50 <0y < 0.75,
V4 when 0.75 < 6,; < 1.00.

Equation (14) can be implemented without the branch and

floor operations but with simple logical operations. Given by 5

and b 5 are the bits in 6; that represents the bit flag of 2-1

and 2:2, we obtain the truth table between the elements of

each v/(, j) and those bits as summarized in Table 1.
Therefore, v/ (¢.j) 18 obtained as

N (q.)) = NOT(XOR(bo.25. bo.5) (15)
3(V(g.)) = NOT(bg 5) (16)

where 91(-) and J(-) describes the function of extracting the
real and imaginary parts; NOT(-) is the function of logical
negation; and XOR(-) is the function of exclusive disjunction.

Fractional values can be expressed mainly in two ways:
fixed-point and floating point. In the fixed-point approach,
bos and bp o5 are easily extracted since the length of both
the integer and fractional parts are fixed. In the floating-point
approach, considering IEEE754 [31], the positions of by 5 and
bo .25 are dynamically changed but can be determined by the
value of the exponential part. In other words, b 5 is located
at the (2°*P — b + [e + Is)-th bit from the most significant bit,
where exp is the recorded value of the exponent part; o is the
bias value; and /e and Is are the lengths of the exponent and
sign parts, respectively. In the case of 32-bit floating point,
b = 127,le = 8,Is = 1. Therefore, we obtain Vv'(4 ) by
simple logical operations.

In summary, the proposed method substitutes the accumu-
lation of the complex values that comprised sine and cosine
functions into simple computations based on few logical
operations.
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Top view

Front view

FIGURE 2. Three-dimensional (3D) model composed of point-light
sources (PLSs).

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

We investigated the validity of the proposed method w.r.t.
both the computational speed and reconstructed image
quality. Since the purpose of this study was to conduct an
initial investigation of the feasibility of the proposed method,
we implemented the method in a CPU and GPU. That is,
we did not implement the proposed method on a circuit
(e.g., FPGA); this implementation will be considered in a
future study. The results obtained by the proposed method
are compared to those of four reference methods used for
implementing sin/cos functions:

o Method using normal sin/cos functions

« Method using a look-up table (LUT) of sin/cos functions

e Method using a simple approximation of sin/cos
functions [23]

o Method using the built-in fastmath operation of sin/cos
function for a GPU

In the LUT method, we implemented the table on constant
memory, and the number of the elements in the table was
set as 256 for both the CPU and GPU because of the
memory limitation of the constant memory. Further, the
implementations out of the sin/cos functions were the same
for all methods.

The computational environment used in this study was
as follows: Microsoft Windows 11 Professional operating
system, Intel Core 19-12900KF 3.20 GHz, 64-GB DDR5-
38400 memory, Microsoft Visual C++ 2022 compiler, and
a NVIDIA GeForce 3090Ti with CUDA 11.8. The CGH
resolution was set to 4,096 x 2,400 pixels, corresponding to
the SLM we used. The program in the CPU is parallelized
with OpenMP, and the number of the active threads was 24,
the maximum value for the CPU we used. The computational
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TABLE 2. Results of calculation time.

CPU GPU
Time[s] | Ratio | Time[ms] | Ratio
Normal sin/cos 331.9 1.00 1252 1.00
Proposed 150.6 2.20 148.5 8.43
With [23] 213.6 1.55 147.9 8.46
LUT 339.8 0.977 2576 0.49
Fastmath - - 145.3 8.62

TABLE 3. Result of image quality assessment.

CPU GPU
PSNR | SSIM | PSNR | SSIM
Proposed 29.8 0.880 30.1 0.882
With [23] 454 0.992 45.0 0.983

LUT 33.1 0.803 35.2 0.816
Fastmath - - 67.8 1.000

precision used in the experiment is a 32-bit floating
point, whereas the proposed method partially used a 16-bit
integer in accumulating the complex value according
to (8).

We used a 3D object composed of 11,646 PLSs, as shown
in Fig. 2. The coordinates of all the PLSs were distributed
as follows: 0 [m] < x; < 4,096 x p[m],0[m] < y; <
2,400 x p [m],0.14 [m] < z; < 0.16 [m], where p is the
pixel pitch of SLM (3.74 [um] in this study).

A. COMPUTATIONAL SPEED

Table 2 presents a comparison of the calculation time
and speeding-up ratio with the CPU and GPU. Here, the
speeding-up ratio was calculated by setting the result of
normal sin/cos functions as a reference. The table shows that
the proposed method is the fastest for CPU implementation
and is 2.20 times faster than the reference method. However,
in GPU implementation, fastmath implementation is the
fastest, followed by the method reported in [23]; the proposed
method ranks the third in terms of the computational
speed. These results indicate that the proposed method can
reduce the computational complexity of the trigonometric
functions compared to the ordinal functions. Further, the
results of GPU implementation show that the proposed
method performs calculations at a speed only slightly lower
speed than that of [23] or built-in fastmath operations in
the NVIDIA GPU. This is because the proposed method
requires the use of logic operations for 32-bit integers or
floating point numbers, whereas the other two methods
can use specially designed high-speed arithmetic circuits.
In addition, additional processing such as reinterpretation of
bit strings and bit shifting is necessary when implement-
ing the bit operations included in the proposed method.
Because of these multiple factors, we assume that the
proposed method does not provide a large advantage in
GPU implementation, especially in terms of computation
speed. However, the proposed method is suitable for the
dedicated computer since the proposed method involves
only simple logic and arithmetic operations. Therefore, the
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Tail Leg Head Tail

(e) ()

FIGURE 3. Numerically reconstructed images: (a) normal sin/cos functions on a central processing unit (CPU), (b) normal sin/cos function on a graphics
processing unit (GPU), (c) the proposed method on the CPU, (d) the proposed method on the GPU, (e) the method of [23] on the CPU, and (f) the method

of [23] on the GPU.
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FIGURE 4. Numerically reconstructed images: (a) look-up table (LUT) of
the sin/cos functions on the CPU, (b) LUT of the sin/cos functions on the
GPU, (c) built-in fastmath operations on the GPU.

proposed method is expected to be advantageous regarding
computational speed and resource consumption compared to
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other calculation methods when implemented on a dedicated
computer.

B. IMAGE QUALITY

We investigated the image quality via numerical and optical
experiments. In the numerical experiment, we obtained the
image of the intensity distribution propagated from the
CGH using the angular spectrum method and calculated the
peak signal-to-noise ratio (PSNR) and structural similarity
(SSIM). Here, the bit depth of the reconstructed image
was 8 (grayscale). Further, the reconstructed image was
obtained from the intensity distributions of floating point
precision with a histogram-based threshold filter to avoid
the effect of peaky signals that does not affect visual
recognition. We obtained 100 images of the intensity
distribution over the distance from the CGH, equally divided
into 100 sections from the frontmost to the backmost of
zj. Table 3 summarizes the PSNR and SSIM results of the
proposed and reference methods; these results provide the
average values for 100 intensity images that were numerically
obtained. The PSNR and SSIM of the proposed method
are less than those of the reference method; however,
they exceeds the standard of fair quality images (PSNR
is 25 dB and SSIM is 0.88 higher) [32]. Thus, from
the quantitative results, we confirmed that the proposed
method can reconstruct the 3D images with sufficient image
quality.

Figures 3 and 4 provide examples of the numerically
reconstructed image from CGHs. The figures are cropped
according to Fig.2 to show the focusing performance of the
CGH. As seen clearly in the figures, all the reconstructed
images can focus light according to the original PLS model
with sufficient resolution, and there are no drastic differences
among the images reconstructed by all the methods and at
all depths; thus, these figures show the effectiveness of the
proposed method.

Figure 5 provides the image of the absolute error distribu-
tion between the numerically reconstructed images of each
method and the method with normal sin/cos functions run
with the CPU. The figures show that the proposed method’s
error degree is relatively high compared to the other methods,
and the error degree of the fastmath method is almost none.
These intuitive observations are consistent with the numerical
evaluation of PSNR and SSIM.

Lastly, we conducted the optical experiment. Figure 6
shows the optical system used in in this study. This system
comprises a phase-modulation type SLM (JD7714, Jasper
Display Corp.) with a resolution of 4,096 x 2,400 pixels
and a pixel pitch of 3.74 um, green laser with a wavelength
of 532 nm (CPS532-C2, Thorlabs Inc.), half-wave plate
(HWP) (WPH10M-523, Thorlabs Inc.), polarizer (WP25M-
VIS, Thorlabs Inc.), beam expander (GBE-10A, Thorlabs
Inc.), quarter-wave plate (QWP) (WPQ10M-532, Thorlabs
Inc.), polarized beam splitter (PBS) (CCMI1-PBS251/M,
Thorlabs Inc.), achromatic doublet lenses (AC254-150A-ML,
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Proposed Proposed With[23] With[23] LUT LUT Fastmath
(CPU) (GPU) (CPU) (GPU) (CPU) (GPU) (GPU)

Leg Tail
Middle Front Back Middle Front

Back

Head
Middle Front

Back

Small error mm— . [ arge error

FIGURE 5. Absolute error distribution of numerically reconstructed images.

Thorlabs Inc.), eyepiece (602416, MEADE), and a camera
(ILCE-6000, Sony). The images show that the we can obtain
the physically reconstructed 3D image that is almost identical
to the numerically obtained image.

Figure 7 provides examples of the optically reconstructed
CGH images created by the proposed method and by using

Achmmallc

SLM QWPl Pis L Joublet lens g the normal sin/cos functions on the CPU and with the built-in
FIGURE 6. Annotated photograph of the optical setup on which the fastmath OI_) eratl.ons on the GPU. As the pictures ShOV.V’ there
holographic image is shown. HWP: Half-wave plate; QWP: quarter-wave are no major differences between the methods, which are
plate; PBS: polarized beam splitter; and SLM: spatial light modulator. valid for all methods that are not depicted in the figure.
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Proposed (CPU)

Middle Front
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FIGURE 7. Example of optically reconstructed images.

Therefore, we conclude that the proposed method provides
satisfactory image quality.

V. CONCLUSION

This paper proposed an approximation method for the
wavefront composition of a CGH. The proposed method
substitutes the trigonometric functions, which are usually
required for calculating the complex amplitude of a wave-
front, by simple logical operations. This substitution reduces
the computational load greatly compared to the load of
ordinal trigonometric functions, at the cost of the image
quality of the reconstructed image. Although the proposed
method accelerates CGH computation, the acceleration factor
is limited, especially in the GPU implementation. This is
because we used the existing arithmetic calculation unit for
32-bit integer or floating point numbers unless the proposed
method only required two bits. Thus, the proposed method
will be more effective when implemented on a dedicated
circuit. This research direction will be considered in the
future.
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