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ABSTRACT ChatGPT, a groundbreaking natural language processing technology released a few
months ago, has attracted significant attention due to its remarkable capabilities. This AI milestone has
urged researchers, industry, decision-makers, and governments to examine this technology, including its
implications, threats, and benefits. Despite the short period since its release, several researchers have
examined ChatGPT from different perspectives. This paper presents a comprehensive review of ChatGPT,
highlighting its technical novelties compared to previous models and analyzing existing research from
various perspectives. We followed a rigorous methodology to conduct a critical review of existing research
on ChatGPT and developed a taxonomy for the different areas of study. Additionally, we identify future
challenges and research trends associated with ChatGPT. Our paper is the first critical review of ChatGPT
literature, providing valuable insights for practitioners and policymakers. This paper is a reference for
researchers seeking to advance research on ChatGPT, including its applications and development.

INDEX TERMS ChatGPT, review, technical novelties, taxonomy, applications.

I. INTRODUCTION
Natural Language Processing (NLP) has been a rapidly
growing field for several years. Still, the release of ChatGPT
(Chat Generative Pre-trained Transformer) in November
2022 sparked a surge of interest and excitement in the
technology. ChatGPT, a large language model trained by
OpenAI, demonstrated impressive capabilities in understand-
ing and generating human-like language. Its ability to answer
questions, carry out conversations, and generate coherent
and contextually appropriate responses was a significant leap
forward in the development of conversational AI.

The rapid advancement and broad applicability of Large
Language Models (LLMs) like ChatGPT have created a
dynamic and exciting research landscape. To facilitate
research in this domain and make the study of these LLMs
more accessible, we have created an online repository
that contains a wide range of LLMs, complete with their
references and resources. This repository can be accessed at

The associate editor coordinating the review of this manuscript and

approving it for publication was Pasquale De Meo .

https://llm-finder.io/ and provides an up-to-date resource for
the community.

In illustration of this increasing interest, Figure 1 illustrates
the exponential rise in popularity of ChatGPT (in yellow
color) since its initial release, showcasing its dominance over
other widespread technologies such as Transformers (in green
color), NLP (in red color), and Computer Vision (in purple).
The data was extracted from a web-based media analytics
tool covering trends over the last three months. The graph
shows that ChatGPT has surpassed other technologies by
a considerable margin in terms of interest and mentions.
Interestingly, we can also observe a spike in the popularity
of Transformers technology, which seems to be synchronized
with the release of ChatGPT. Nonetheless, ChatGPT remains
the frontrunner in natural language processing, and its
popularity only seems to rise.

The popularity of ChatGPT has renewed the interest
in NLP research, with many companies and organizations
investing in developing similar language models or using its
capabilities. The availability of large pre-trained language
models, such as GPT-3, has also made it easier for researchers
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FIGURE 1. Google search interest over time: ‘‘ChatGPT’’, ‘‘Transformers’’,
‘‘Computer Vision’’, ‘‘Natural Language Processing.’’

and developers to build sophisticated NLP applications
without extensive data training.

A. WHY CHATGPT BECAME POPULAR?
ChatGPT is a sophisticated chatbot. The chatbot concept
is not new as it has been developed since the early
release of LSTMs and has been extensively used in several
applications such as automated customer service support [1],
E-Commerce [2], Healthcare [3], [4], and Education [5], [6].
However, while these chatbots offer decent business services,
they suffer from several limitations, which we summarize in
three main shortcomings:
• Limited context awareness: Typical chatbot systems
are trained on a limited context that serves the business
requirements, such as customer service or e-commerce.
This can limit their understanding capabilities and result
in unsatisfying interactions for users. Furthermore, these
chatbots may struggle to address user queries within the
same context if the intent is unclear enough to the engine
due to limited pre-programmed rules and responses.
This usually leads to unsatisfying interactions with
users’ experience. However, ChatGPT has demonstrated
superior performance compared to existing chatbots
in its ability to understand broad contexts in natural
language conversations. Its advanced language model
allows it to analyze and interpret the meaning behind
user queries, leading to more accurate and satisfying
responses.

• Limited scale: Another limitation of traditional chatbot
systems is their limited scale. These systems are
typically trained on a relatively small amount of data
related to the context of operation due to the high
cost of data labeling and training for large data sizes.
In contrast, ChatGPT has overcome these barriers by
being trained on a massive amount of data from the
internet, with a size of 570GB. This large-scale language
model used in ChatGPT allows it to generate human-
like responses that can mimic the tone, style, and humor
of a human conversation. Traditional chatbots often
provide robotic and impersonal responses, which can
lead to unsatisfactory interactions with users. However,
ChatGPT’s advanced language model and large-scale
training allow it to generate more natural and engaging
responses.

• Limited text generation ability: Traditional chatbot
systems often lack the flexibility and adaptability

required to handle complex and dynamic natural lan-
guage understanding and generation. They often rely
on pre-written intents, responses, or templates, leading
to repetitive, predictable, or irrelevant answers that fail
to engage users or meet their needs. Moreover, they
struggle to generalize to new, unseen data, limiting
their usefulness in real-world scenarios where the topics
and contexts can vary widely. In contrast, ChatGPT
leverages a powerful transformer architecture and a
massive amount of training data to generate high-
quality and diverse text outputs that closely resemble
human language. By learning patterns and relationships
between words and phrases from various sources,
ChatGPT can capture the nuances and subtleties of
different domains and produce relevant and coherent
responses even to open-ended or ambiguous queries.

With the growing interest in ChatGPT, this paper aims
to provide a comprehensive review of the language model,
shedding light on its technical novelty and why it has
become a hot topic in information technology. Additionally,
we survey recent research papers published since ChatGPT’s
release, categorize them, and discuss their contributions to
assessing and developing the ChatGPT language model.
Finally, we suggest some potential areas of future research
that could be explored in relation to ChatGPT.

B. RELATED SURVEYS
Only a few survey articles related to ChatGPT and its
application are available in the literature. In this subsection,
we summarize the main contributions of the most relevant
surveys.

The survey [7] explored the historical evolution and tech-
nology of ChatGPT, highlighting its potential applications
in various domains, including healthcare, education, and
research. The article also addressed some significant limita-
tions and ethical concerns surrounding ChatGPT. One of the
unique aspects of the article is the authors’ attempt to engage
ChatGPT in a conversation and obtain its perspective on the
questions posed by the authors. Finally, the article provided
insights into the capabilities, limitations, and future directions
of ChatGPT technology. Lecler et al. [8] reviewed the current
applications of GPT models in radiology, including image
classification, segmentation, analysis, and natural language
processing for radiology reports. The authors also discussed
the future possibilities of using GPT models, such as in
personalized medicine and improving radiology education.

Omar et al. [9] compared the effectiveness of ChatGPT
and traditional question-answering methods for knowl-
edge graphs and discussed potential future directions for
developing knowledge graph chatbots in their survey.
First, an overview of knowledge graphs, their applications,
and the current state of question-answering systems is
presented. Then, the authors compared the performance
of ChatGPT and traditional question-answering methods
on a benchmark dataset of knowledge graph questions.
The results demonstrated that ChatGPT outperformed
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traditional methods regarding the accuracy and naturalness
of responses. Haleem et al. [10] presented an overview
of ChatGPT and its importance. Moreover, various pro-
gressive workflow processes of the ChatGPT tool are
illustrated with diagrams. This survey further examined
the specific features and capabilities of ChatGPT as a
support tool and explored its significant roles in the current
scenarios.

While the previous surveys provide valuable perspectives
on the use and potential of ChatGPT, our survey is distinct
in its comprehensive and critical examination of the recently
released ChatGPT. We present its technical novelties, discuss
its current applications, and offer a unique taxonomy of
study areas. Moreover, in contrast to existing surveys,
we explore future challenges and potential research trends,
providing unique insights for practitioners, policymakers, and
researchers. Thus, our survey serves as a pioneering reference
in the ChatGPT research landscape, aiming to guide future
development and applications.

C. METHODOLOGY OVERVIEW
Our survey aims to examine the large number of research
related to ChatGPT, including its technical innovations,
applications, challenges, and future opportunities. Our search
strategy encompassed several academic databases and search
platforms, namely IEEEXplore, ACMDigital Library, arXiv,
Google Scholar, and ScienceDirect, using relevant terms and
their combinations. Given the topic’s novelty, most papers
were found in preprint form on arXiv, highlighting the fast
pace of research in this area. We set specific inclusion
and exclusion criteria to ensure a fair and comprehensive
review. Papers needed to focus on ChatGPT, contribute
new knowledge and be published after ChatGPT’s release.
Following these guidelines, we analyzed each paper in detail,
extracting key information and synthesizing it into several
categories based on recurring themes, thereby constructing
a taxonomy of ChatGPT research. To ensure the validity of
our literature review, we adopted the PRISMA (Preferred
Reporting Items for Systematic Reviews andMeta-Analyses)
guidelines and cross-validated our findings where possible,
as shown in Figure 2. The use of the PRISMA guidelines in
our study was solely intended to identify relevant papers to
be included in our survey.

D. CONTRIBUTIONS AND RESEARCH-STRUCTURE
The contributions of this survey are summarized in the
following key points
• We provide an in-depth analysis of the technical
advancements and innovations that distinguish ChatGPT
from its predecessors, including generative models and
chatbot systems. This analysis elucidates the underlying
mechanisms contributing to ChatGPT’s enhanced per-
formance and capabilities.

• We develop a comprehensive taxonomy of recent
ChatGPT research, classifying studies based on their
application domains. This classification enables a thor-

ough examination of the contributions and limitations
present in the current literature. Additionally, we con-
duct a comparative evaluation of emerging ChatGPT
alternatives, highlighting their competitive advantages
and drawbacks.

• We identify and discuss the limitations and challenges
associated with ChatGPT, delving into potential areas
of improvement and unexplored research opportunities.
This discussion paves the way for future advancements
in the field, guiding researchers and practitioners in
addressing the current gaps in ChatGPT research and
applications.

This paper is structured as follows: Section II delves into
ChatGPT’s background and technological innovations, such
as the fusion of transformers and reinforcement learning with
human feedback. Section III examines ChatGPT competitors
and their comparative analysis. Section IV highlights emerg-
ing ChatGPT applications and research by summarizing
pertinent studies. Section V outlines challenges and future
directions, and Section VI concludes the paper.

II. BACKGROUND AND MAIN CONCEPTS
Large Language Models (LLMs), such as OpenAI’s Chat-
GPT, stand at the forefront of Natural Language Processing
(NLP) advancements. Built on deep learning architectures
like Transformers, these models demonstrate unprecedented
proficiency in language understanding and generation tasks.
Their ability to engage in meaningful conversations, answer
complex questions, and even create written content mirrors
that of a human. The complexity of LLMs hinges on
their handling of enormous datasets; the larger the volume
of input data, the more nuanced and precise the model’s
output.

The labor-intensive process of text labeling is crucial to the
development and refinement of LLMs. This process involves
human annotators meticulously categorizing and tagging vast
amounts of data, providing the model with a structured
context that enables a more sophisticated generation and
understanding of language. The intricate work of these text
labelers is instrumental in augmenting the capabilities of
LLMs.

However, in recent years, LLMs have begun to demonstrate
an evolutionary leap forward. They have acquired the ability
to generate labeled datasets autonomously. This innovative
capability has led to a dramatic shift in their developmental
process. By reducing the reliance on manual work, which
previously dominated data labeling, this automation has
streamlined and expedited the process of LLM development.

Beyond data and its scale, Transformers have been instru-
mental in this evolution. Transformers’ capacity to handle
long-range dependencies in the text through their attention
mechanism was a game-changer, forming the foundation of
the third iteration of the Generative Pretrained Transformer
model, GPT-3.

The next section presents the Transformers’ technology,
a core component in developing ChatGPT and other LLMs.
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FIGURE 2. PRISMA flow chart for selecting the relevant papers to be included in our survey.

A. GPT-3 MODEL: LEVERAGING TRANSFORMERS
The release of the GPT-3 model family by OpenAI has set the
bar very high for its direct competitors, namely Google and
Facebook. It has been amajor milestone in developing natural
language processing (NLP) models. The largest GPT-3
configuration comprises 175 billion parameters, including
96 attention layers and a batch size of 3.2 million training
samples. GPT-3 was trained using 300 billion tokens (usually
sub-words) [11].

The training process of GPT-3 builds on the successful
strategies used in its predecessor, GPT-2. These strate-
gies include modified initialization, pre-normalization, and
reverse tokenization. However, GPT-3 also introduces a new
refinement based on alternating dense and sparse attention
patterns [11].

GPT-3 is designed as an autoregressive framework that
can achieve task-agnostic goals using a few-shot learning
paradigm [11]. The model can adapt to various tasks with
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minimal training data, making it a versatile and powerful tool
for NLP applications.

OpenAI has produced GPT-3 in various configurations
to cater to different scenarios and computational resources.
Table 1 summarizes these configurations, which range from
a relatively small 125 million parameter model to the largest
175 billion parameter model. This allows users to choose a
model that best fits their needs and resources.

All GPT (Generative Pre-trained Transformer) models,
including the most recent GPT-3 model, are built based
on the core technology of Transformers. The Transformer
architecture was first introduced in the seminal paper
‘‘Attention is All You Need’’ by Vaswani et al. in 2017 [12],
which has significantly impacted the deep learning research
community, starting with sequential models and extending
to computer vision. In the next sub-section, we provide a
detailed overview of the Transformer technology and how it
was leveraged in GPT-3 for text generation.

1) TRANSFORMERS AS CORE TECHNOLOGY
Transformers refer to the revolutionary core technology
behind ChatGPT. Transformers have transformed how
sequence-to-sequence models are processed, significantly
outperforming traditional models based on recurrent neural
networks. Although Transformers are based on classical
encoder-decoder architecture, it dramatically differs in inte-
grating the concept of self-attentionmodules, which excels in
capturing long-term dependencies between the elements (i.e.,
tokens) of the input sequence. It leverages this information to
efficiently determine each element’s importance in the input
sequence. The importance of each element is determined
through the self-attention mechanism, which computes a
weight for each element based on its relevance to other
tokens in the sequence. This enables Transformers to
handle variable-length sequences better and capture complex
relationships between the sequence elements, improving
performance on various natural language processing tasks.
Another critical feature is positional embedding that helps
transformers learn the positional information of tokens within
the sequence. It allows differentiating between tokens with
the same contents but at different positions, which provides
better context representation that improves the models’
accuracy. These features represent a significant strength in
ChatGPT for providing accurate natural language generation,
as compared to its peers, particularly with being trained on
large datasets of 570 GB of Internet data.

In general, a transformer comprises three featured mod-
ules: (i.) Encoder-Decoder module, (ii.) Self-Attention
module, (iii.) Positional Embedding module.

In the following sub-section, we will present the core
functionalities of these modules.

2) ENCODER-DECODER ARCHITECTURE
When Transformers architecture was first designed in [12]
as shown in Figure 3, they were applied in machine

translation, where an input sequence of an initial language
is transformed to the output sequence of the target language.
The Transformer architecture followed an encoder-decoder
model, where the encoders map a discrete representation
of the input sequence (i.e., words, characters, sub-words)
to a continuous representation denoted as an embedding
vector (i.e., a vector of continuous values). The decoder
takes embeddings as input and generates an output sequence
of elements one at a time. As the transformer is an
autoregressive generative model, it predicts the probability
distribution of the next element in the output sequence,
given the previous sequence, which can be seen as a special
case of Hidden Markov Chains (HMMs). However, HMMs
cannot capture long-term dependencies bidirectionally as
transformers do.

Unlike other models that use both an encoder and
a decoder or an encoder only, like the Bert model
family from Google [13], ChatGPT relies only on pure
decoder architecture, illustrated in Figure 4, as defined
in the first GPT paper [14]. Specifically, the underlying
GPT model applies unidirectional attention using a language
masking strategy to process the input sequences token-wise.
The decoder is trained to take the first token of the input
sequence as a start token and then generate subsequent output
tokens based on the input sequence and previously generated
tokens. This architecture represents the standard model for
language modeling to generate the sequence of tokens with
the highest likelihood given a context (i.e., input sequence
and previously generated tokens). ChatGPT architecture does
not rely on an encoder because the GPT models are trained
on a large corpus of textual datasets, using unsupervised
learning, to predict the next sequence of words, given a
context. Therefore, these models are trained to generate text
rather than mapping an input to an output, as in a typical
encoder-decoder architecture. As such, the text embedding
is directly fed into the self-attention modules to learn the
complex relationship between these models in a cascade
of self-attention layers. The self-attention module makes
transformers a powerful tool, which will be explained further
in the next section.

3) SELF-ATTENTION MODULE
Self-attention is the core module that empowers transformers
to achieve remarkable performance. They have the ability to
capture complex dependencies between the tokens in an input
sequence and efficiently determine the weight of each token
in an input sequence, in addition to their relative importance.
While the self-attention concept may look complex, it relies
on the notion of semantic similarity between vectors (in
our case, token embeddings) using the dot product. The
dot product of two vectors determines the cosine distance
between the two vectors, considering their amplitude and
the relative angle. The higher the dot product between
two embeddings, the more semantically similar they are,
indicating their importance in the overall context of the input
sequence.
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FIGURE 3. The transformers architecture as defined in [12] for Machine
Translation.

FIGURE 4. The transformers architecture as defined in GPT [14].

Self-Attention in transformers also relies on the Query (Q),
Key (K ), and Value (V ) concepts. This concept is not new
and is borrowed from the Information Retrieval literature and,
more specifically, from query processing and retrieval, such
as in search engines. In Information Retrieval, a query is a
set of tokens used to search for relevant documents from
a collection of stored documents. A document’s relevance
score is calculated based on the similarity between the query
and the document. The similarity score is determined by
comparing the query tokens to the document tokens (i.e.,
keys) and their corresponding weights (i.e., values). The dot
product measures the cosine similarity between these vectors
and calculates the relevance scores. This exactly happens
in the self-attention modules of transformers illustrated in
Figure 5.

FIGURE 5. Self-attention module architecture [14].

In transformers, an input sequence is converted into a set
of three vectors, namely, the query, the key, and the value
vectors. Consider a sentence with a sequence of tokens (i.e.,
words, sub-words, or characters).
• The Query (Q): This vector represents a single token
(e.g., word embedding) in the input sequence. This token
is used as a query to measure its similarity to all other
tokens in the input sequences, equivalent to a document
in an information retrieval context.

• The Key (K ): This vector represents all other tokens in
the input sequence apart from the query token. The key
vectors are used to measure the similarity to the query
vector.

• The Value (V ): This vector represents all tokens in the
input sequence. The value vectors are used to compute
the weighted sum of the elements in the sequence, where
the weights are determined by the attention weights
computed from the query and key vectors through a
dot-product.

In summary, The dot product between the query vectors
and the key vectors results in the attention weights, also
known as the similarity score. This similarity score is then
used to compute attention weights, determining how much
each value vector contributes to the final output.

Formally, the self-attentionmodule is expressed as follows:

Attention(Q, K, V) = softmax
(
QKT
√
Dk

)
V = AV

where Q ∈ RN×Dk , K ∈ RM×Dk , and V ∈ RM×Dv are the
packed matrix representations of queries, keys, and values,
respectively. N and M denote the lengths of queries and
keys (or values), while Dk and Dv denote the dimensions of
keys (or queries) and values, respectively. The dot-products
of queries and keys are divided by

√
Dk to alleviate the

softmax function’s gradient vanishing problem, control the
magnitude of the dot products, and improve generalization.
This is known as a scaled dot product. The result of the
attention mechanism is given by the matrix multiplication of
A and V . A is often called the attention matrix, and softmax
is applied row-wise.
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In some cases, a mask could be applied relevance score
matrix (query to key dot product) to consider specific
dependency patterns between the tokens. For example, in text
generation, like ChatGPT, the self-attention module uses a
mask that returns the lower triangular part of a tensor input,
with the elements below the diagonal filled with zeros. This
helps capture the dependency of a token with all previous
tokens and not with future ones, which is the partner needed
in text generation.

The algorithm of a self-attention module (with mask) is
presented in Algorithm 1.

Algorithm 1 Self-Attention Module With Mask
Require: Q,K , and V matrices of dimensions n×dk ,m×dk ,

and m× dv, respectively
Ensure: Z matrix of dimension n× dv
1: Step 1: Compute the scaled dot product of Q and K

matrices: A← softmax
(
QKT
√
dk

)
2: Step 2: Apply the mask to the computed attention scores

(if applicable):
3: if mask is not None then
4: A← A⊙mask {Element-wise multiplication}
5: end if
6: Step 3: Compute the weighted sum of V matrix using A

matrix as weights: Z ← AV
7: Step 4: Return the final output matrix Z .

Note that the algorithm takes in matrices Q, K , and V ,
which are the query, key, and valuematrices, respectively, and
returns the output matrix Z . The softmax function is applied
row-wise to the scaled dot product of Q and K matrices,
which are divided by the square root of the key dimension dk .
The mask is applied in Step 2 before computing the weighted
sum in Step 3. The element-wise multiplication of the mask
and attention scores sets the attention scores corresponding to
masked tokens to zero, ensuring that the model does not use
those positions. The resulting matrix A is used as weight to
compute the weighted sum of the V matrix, resulting in the
output matrix Z .

4) MULTI-HEAD ATTENTION
Traditional NLP tasks, particularly ChatGPT, deal with vast
and complex data. Therefore, using only one attention head
may not be sufficient for capturing all relevant information
in a sequence. Multi-head Attention allows for parallel
processing since the self-attention operation is applied across
multiple heads. This can result in faster training and inference
times than a single-head self-attention mechanism.

Multi-head attention also captures multiple between the
query and the key-value pairs in the input sequence,
which enables the model to learn complex patterns and
dependencies in the data. It also helps increase the model’s
capacity to learn advanced relationships over large data.

Formally, the multi-head attention function can be repre-
sented as follows:

MultiHead(Q,K ,V ) = Concat(head1, . . . , headh)WO

where headi = Attention(QWQ
i ,KWK

i ,WV V
i ), and

WQ
i ∈ Rdmodel×dk ,WK

i ∈ Rdmodel×dk ,WV V
i ∈ Rdmodel×dv , and

WO
∈ Rhdv×dmodel .

5) POSITIONAL EMBEDDING
If only the data without its order is considered, then
the self-attention mechanism used in transformers becomes
permutation invariant, which processes all tokens equally
without considering their positional information. This may
result in the loss of important semantic information as
the importance of each token concerning other tokens in
the sequence is not captured. Therefore, it is necessary
to leverage position information to capture the order and
importance of tokens in the sequence.

To address the issue of losing important position infor-
mation, the transformer model creates an encoding for each
position in the sequence and adds it to the token before
passing it through the self-attention and feedforward layers.
This allows themodel to capture the importance of each token
concerning others, considering its position in the sequence.

In the transformer architecture of ChatGPT, the positional
embedding is added to the input embeddings at the entrance
of the decoder. The positional embedding is expressed as
follows.

Given a sequence of inputs x1, x2, . . . , xn, the position
embedding matrix E ∈ Rn×d is calculated as:

Posi =


sin
(

i
100002k/d

)
, if k is even

cos
(

i
100002k/d

)
, if k is odd

This equation calculates the value of the position embed-
ding Posi at position i, given the maximum sequence length d
and the embedding size k . The value of k determines whether
the sin or cos function is used and is typically set to an even
number in transformer models.

B. FROM GPT3 TO INSTRUCTGPT: LEVERAGING
REINFORCEMENT LEARNING
As an attempt to align its GPT3-based chatbot to human
intentions, OpenAI performed a significant and innovative
overhaul of the GPT-3 model, including state-of-the-art,
supervised fine-tuning (SFT) and reinforcement learning
from human feedback (RLHF) [15] algorithms. Their effort
resulted in the instructGPT model [16], which has laid the
foundations for the groundbreaking ChatGPT platform [17].

1) REINFORCEMENT LEARNING FROM HUMAN
FEEDBACK (RLHF)
Advanced reinforcement learning (RL) models interact with
complex real-world environments to achieve pre-defined
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TABLE 1. A comparison of various GPT-3 configurations produced by OpenAI.

goals. In most instances, these models learn independently
by continuous feedback from their environments on their
recent actions/decisions. However, this learning process can
be time-consuming and expensive computationally. In their
seminal work, Christiano and his team from DeepMind
showed that expressing the goals of the RL models using
human preferences can significantly improve the learning
experience in such complex environments where access to
the reward functions is impossible [15]. Aside from resolving
the lack of access to the reward function, the RL solution,
proposed by Christiano et al., requires human intervention
in less than 1% of the time the RL model interacted with
its environment. Such small human intervention allows for
tackling problems related to real-world environments with
higher complexities, including Atari games and simulated
robot locomotion. A non-linear reward estimation function
is proposed as a trainable deep neural network to estimate the
rewards collected from the environment. This network is aug-
mented with ‘‘natural’’ preferences based on sporadic human
intervention (< 1% of the learning time). Given the non-
stationarity of the adopted reward function, Christiano et al.
relied on policy gradient methods [18] to extract the best
policy for the RL model following the successful work of Ho
and Ermon [19]. The RL models representing the simulated
robot locomotion and Atari games are solved using the trust
region policy optimization (TRPO) and advantage actor-
critic (A2C) algorithms, respectively [20], [21]. Ouyang et al.
devised a fine-tuning strategy for the OpenAI largest model,
GPT3-175B [11], based on the PPO algorithm and a learnable
reward function that takes into account human preferences
[16]. Human preferences are centered on three main goals:
helpfulness, harmlessness, and honesty (HHH). The fine-
tuned model, called instructGPT, did not only meet the
human preferences to a large extent, but the resulting model
size was impressively smaller than its parent model. More
specifically, the instructGPT model consisted of 1.3 billion
parameters which make it comparable to lightweight GPT-3
versions such as GPT3-XL and GPT3-2.7B.
Figure 6 illustrates the basic configuration of RL models.

In most of these models, the RL agent interacts with its
surrounding environment by taking specific actions and
collecting some rewards (could be negative depending on
the action taken). The possible actions and rewards are
usually defined using a Markov decision process (MDP).

FIGURE 6. Basic RL model.

MDP-based RL models are described using the following
tuple [18]:

1) S: Set of states where each state, st , ‘‘encodes’’
the environment (i.e., the user prompts and agent
completions).

2) A: Set of actions that the dialogue agent can take at any
step t by generating a new prompt completion.

3) P (st+1, st , at): Transition probabilities when taking
action at at state st to reach state st+1.

4) R (st+1, st , at): Reward achieved when taking action
at to transition from st to st+1. When fine-tuning
dialogue agents, assuming the rewards independent of
the actions is a common practice.

5) γ : Discount (or forgetting) factor set to a positive
number smaller than 1. For simplicity, γ can be fixed
to a typical value such as 0.9.

In the LRHF settings, the cardinality of the state space,
S, and action set, A, have reasonable sizes, which ensures
tractable policy solutions [16].
To account for the uncertainties in the user-agent dialogue

interaction, the reward function is formulated using the
expectation operator:

E (Rt:∞) = E

(
∞∑
i=1

γ t+irt+i

)
(1)

where E denotes the expectation operator. The infinite sum
in Eq. (1) will always converge as γ is smaller than one
by design. Therefore, Eq. (1) allows handling continuous
user/agent interactions since the sum in Eq. (1) will always
converge [18].
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FIGURE 7. Differences between AI-based and human-based text
summarization processes.

Once the reward function is defined, the value function
of a state st is expressed as the expected cumulative
reward accumulated by taking action at at this state
and acting ‘‘optimally’’ till the end of the dialogue
session [18]:

V (st) = E

 ∞∑
i=t+1

γ iri |st

 (2)

Similar to Eq. (2), we can define the state-action function,
q-state, as follows [18]:

Q (sk , ak) = E

 ∞∑
i=k+1

γ iri |sk , ak

 (3)

Using human feedback and neural-based reward function
estimators, Eqs. (2)-(3) can be solved using advanced policy
gradient algorithms to extract a policy that the dialogue agent
will execute to follow user intentions and achieve the preset
HHH goals [20], [21], [22], [23].

2) STATE-OF-THE-ART RELATED TO RLHF-BASED DIALOGUE
SYSTEMS
Over the last few years, three main players have emerged
in the field of RLHF-based dialogue systems, including
OpenAI [16], Deepmind [24], and Anthropic [25]. In their

FIGURE 8. Reward-based policy training.

FIGURE 9. Reward module training.

attempt to teach dialogue systems to summarize texts, the
OpenAI team [26] reported one of the earliest success
stories in LRHF adoption in the field of natural language
processing (NLP). In this work, varying-size sentences are
summarized considering human preferences in terms of
summary accuracy, coverage, and coherence [26]. Figure 7
depicts the main differences between AI-based and human-
based text summarization processes.

By treating the summarization model as an RL agent,
Stiennon et al. [26] devised a strategy consisting of policy
training guided by the outputs of the reward model as shown
in Figure 8. The LM policy is trained on a variant of the
PPO algorithm that has undergone several hyperparameter
tuning [26]. As it is impossible to have a human labeler
intervene at each training episode, Stiennon et al. suggested
using a transformer-based model to mimic the human scoring
rationale to rate the summarizations produced by the pre-
trained and fine-tunedmodels. As reported in [26], the reward
module consists of a transformer model with six layers and
eight attention heads. Themodel produces embedding vectors
of 512. The training approach used to train the reward module
is illustrated in Figure 9.

The loss function of the reward module, parameterized
with θ , is defined as follows [16]:

loss(θ) = −
1(2
K

)E(x,yw,yl∼D)
[
log (σ (rθ (x, yw)− rθ (x, yl)))

]
(4)

where rθ (x, yw) and rθ (x, yl) represent the outputs of the
reward module the input text, preferred and less-preferred
summarizations by the human labeler, respectively. The
set of summarizations labeled by a human is denoted
by D. It is worth noting that the OpenAI team has
treated each possible

(2
K

)
comparison as a separate training

sample that will contribute to K − 1 different gradient
updates [16].
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III. CHATGPT COMPETITORS
ChatGPT is one of the most advanced natural language
processing models available today. However, several other
language models are considered competitors to ChatGPT,
each with unique strengths and weaknesses. These models
have been developed by some of the world’s most prominent
tech companies and research institutions. They are designed
to tackle various language-based tasks, including machine
translation, language generation, education, and industry.
This review will focus on the most well-known ChatGPT
competitors, including Google Bard, Chatsonic, Jasper Chat,
OpenAI Playground, Caktus AI, Replika, Chai AI, Neeva AI,
Rytr, and PepperType.

A. GOOGLE BARD
Google Bard is a recently introduced chatbot technology that
emerged due to the growing competition in AI, exemplified
by counterparts such as ChatGPT. Its primary objective
is to emulate a genuine conversation with a human user.
It utilizes natural language processing and machine learning
algorithms to furnish accurate and practical answers to
various inquiries [27]. These tools can be highly beneficial
for smaller businesses that aim to provide natural language
assistance to their customers but need more resources to
hire a large support team or rely on Google’s search tools.
In addition, Bard can seamlessly integrate into various
digital systems, including websites, messaging platforms,
and desktop and mobile applications, to enhance customer
experience [27].

B. CHATSONIC
ChatSonic is a highly potent conversational AI chatbot
designed to overcome the constraints of ChatGPT by
OpenAI. This advanced AI chatbot is based on the latest
GPT-3.5 model. It utilizes cutting-edge Natural Language
Processing (NLP) and Machine Learning (ML) technologies
to automate the text and image generation process [28]. Chat-
Sonic can provide accurate information by utilizing internet
results to generate responses, which significantly reduces
the possibility of errors. This AI chatbot can also remember
previous conversations and build upon them, ensuring
a seamless dialogue flow [28]. Furthermore, ChatSonic
offers 16 distinct personas, allowing users to engage with
different virtual personalities, ranging from an accountant to
a poet.

C. JASPER CHAT
Jasper has been a prominent player in the AI content
generation industry and has garnered considerable acceptance
from its users. Apart from its content creation capabilities
and other offerings, Jasper has recently introduced a chatbot
named Jasper Chat. This alternative to ChatGPT is based
on GPT 3.5 and other language models and has partnered
with OpenAI [29]. However, unlike ChatGPT, which is
accessible to anyone, this chatbot has been specifically

developed for businesses in advertising, marketing, and more
domains.

D. OpenAI PLAYGROUD
OpenAI Playground is an intuitive web-based platform that
simplifies creating and testing predictive language models.
This tool is both a predictive language and writing tool,
allowing users to express themselves in diverse ways [30].
This chatbot lets users type almost anything and receive an
accurate and human-like response. It employs a range of
models, including all the models in the GPT-3 series and
others, to inspire creativity. OpenAI GPT-3 Playground can
generate text, explain concepts, summarize text, translate
text, write novels, and much more [30].

E. CAKTUS AI
Caktus AI is an educational tool specifically designed for
students. The first-ever artificial intelligence tool enables
students to automate their homework, freeing up time for
other tasks [31]. Caktus AI offers a range of features tailored
to students, such as essay and paragraph writers, as well
as discussion, question, and coding tools. Additionally,
students can access career guidance and language assistance
through custom cover letter writers, and language tutor
lessons [31].

F. REPLIKA
Replika is specifically designed to foster companionship
and nurture relationships. Millions of people worldwide
have utilized Replika as a chatting platform and a means
of forming deep, personal connections [32]. Replika is
equipped with the autoregressive GPT-3 language model,
enabling it to acquire knowledge from its past inputs [32].
As it prioritizes meaningful conversation, it can draw from
previous interactions and tailor itself to the individual user,
creating a more personalized experience.

G. CHAI AI
Chai AI is a comprehensive service that allows users to
communicate with various chat AIs across the globe. The
platform is designed to be highly intuitive, allowing users
to easily browse and select from various bots with unique
personalities [33]. Whether users seek a therapeutic or
romantic encounter, Chai AI’s bots respond in real time
without significant delay.Moreover, they possess amulti-turn
ability, which enables them to remember past conversations
and respond accordingly [33].

H. NEEVA AI
Neeva is an AI-powered search engine that provides users
with a more convenient and user-friendly approach to
web searches. It allows users to search for various topics,
including recipes, gift ideas, etc., and provides answers
without requiring users to navigate multiple search results.
Unlike traditional search engines, Neeva delivers a single,
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synthesized answer summarizing the most relevant sites
to a query [34]. Additionally, Neeva embeds references
and citations directly in the answer, making it easy for
users to verify the credibility and reliability of the sources
cited.

I. RYTR
Rytr is an AI writing tool that aims to assist users in
generating high-quality content in various contexts. The
platform employs a language model AI to help writers create
content for ideation or practical use. Rytr offers versatility
in generating content with over 40 use cases, and 20 tones
[35]. The tool also supports over 30 languages and claims to
produce outputs that require minimal editing, making them
pitch-perfect. To enhance its functionality, Rytr includes an
SEO analyzer and plugins forWordPress, as well as a Chrome
extension [35].

J. PEPPERTYPE
Peppertype is an AI-based service that generates text-based
content for various applications. Its capabilities include
crafting Google Ad Copy, answering Quora questions,
suggesting blog topics, composing e-commerce product
descriptions, writing blog introductions and conclusions, and
rewriting existing content [36]. In addition, the user-friendly
website allows users to browse and select the various content
platforms by category. Peppertype provides comprehensive
language coverage to cater to a diverse global audience,
supporting more than 25 languages [36].
A concise summary of the characteristics and differences

of the ChatGPT competitors is given in Table 2.

IV. APPLICATIONS OF CHATGPT
This section discusses emerging applications and research
works of ChatGPT by summarizing the most relevant related
studies. We have classified the literature related to ChatGPT
into five distinct categories based on the context of their
application. These categories include (i.) Natural Language
Processing, (ii.) Healthcare, (iii.) Ethics, (iv.) Education, (v.)
Industry.

A. NATURAL LANGUAGE PROCESSING
ChatGPT presents significant advances in the field of
natural language processing (NLP) and has the potential to
revolutionize the way we interact with machines and process
natural language data.

The article [37] aims to evaluate the performance of
ChatGPT compared to human experts regarding dialogue
quality. The authors present a comparison corpus of human
and ChatGPT dialogue and use three evaluation metrics
to measure the quality of dialogue. In addition, they
develop a detection model to identify human and ChatGPT-
generated conversations. The results of the experiments
demonstrate that the performance of ChatGPT is close to
that of human experts. However, this article lacks depth
and breadth in evaluating ChatGPT’s performance. The

authors focus on a limited set of metrics without consid-
ering other important aspects such as accuracy, fluency,
and generalizability. Furthermore, they didn’t discuss and
provide concrete solutions to the issues of scalability and
customization of the model. Bang et al. [38] analyzed the
performance of the ChatGPT multipurpose language and
dialogue model across three tasks: reasoning, hallucination,
and interactivity. The experimental outcomes showed that
ChatGPT performs well in all three tasks, significantly
improving reasoning and interactivity in a multiple language
and multimodal setting. The paper also provided a detailed
analysis of ChatGPT performance, highlighting areas for
improvement and potential applications. However, the article
didn’t present enough evidence to support the proposed
multitasking, multilingual and multimodal evaluation of
ChatGPT. In addition, it doesn’t provide sufficient details on
the training data and evaluation metrics. Muennighoff et al.
[39] proposed a newmethod SGPT for applying decoder-only
transformers to semantic search and extracting meaningful
sentence embeddings from them. SGPT can produce state-
of-the-art sentence embeddings that outperform previous
methods on the BEIR search benchmark. The authors
also introduced two settings for SGPT: Cross-Encoder vs.
BiEncoder, and Symmetric vs. Asymmetric, and provided
recommendations for which settings to use in different
scenarios. However, the article primarily focuses on the
performance of SGPT on the BEIR search benchmark,
and it is unclear how well it performs on other semantic
search tasks. Furthermore, the paper didn’t provide a detailed
analysis of the biases and limitations of the proposed
method, which could limit its applicability in certain
scenarios.

Zhou et al. [40] comprehensively surveyed recent research
advancements, current and future challenges, and opportuni-
ties for Pretrained Foundation Models (PFMs) in text, image,
graph, and other data modalities. The authors reviewed the
basic components and existing pretraining techniques in
natural language processing, computer vision, and graph
learning. They also discussed advanced PFMs for other data
modalities and unified PFMs considering the data quality
and quantity. The paper is technical and may be challenging
for non-experts to understand. It also focuses on PFMs and
their applications but may not provide sufficient insights
into AI models’ general limitations and ethical implications.
Qin et al. [41] provided an empirical analysis of the zero-shot
learning ability of ChatGPT. The study evaluated the model’s
performance on 20 popular NLP datasets covering seven
representative task categories: reasoning, natural language
inference, question answering (reading comprehension),
dialogue, summarization, named entity recognition, and
sentiment analysis. The article also compared ChatGPT’s
performance with the most advanced GPT-3.5 model and
reported recent work’s zero-shot, fine-tuned, or few-shot fine-
tuned results. However, this article does not provide a detailed
analysis of the study’s limitations. In addition, the article
didn’t discuss the ethical implications of using large language
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TABLE 2. A comparison of ChatGPT competitors.

models for NLP tasks. Ortega et al. [42] introduced linguistic
ambiguity, its varieties, and its relevance in modern Natural

Language Processing (NLP). It also performs an extensive
empirical analysis of linguistic ambiguity in ChatGPT,
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a transformer-based language model. The paper presented the
strengths and weaknesses of ChatGPT related to linguistic
ambiguity and provided strategies to get the most out of the
model. However, the paper is limited to an empirical analysis
of ChatGPT’s performance detecting linguistic ambiguity
in English. It does not explore the potential impact of
linguistic features or resource limitations on the model’s
performance. Borji et al. [43] presented a comprehensive
analysis of ChatGPT’s failures in 11 categories, including
reasoning, factual errors, math, coding, and bias, along
with the limitations, risks, and societal implications of large
language models. The paper aims to provide a reference point
for evaluating the progress of chatbots like ChatGPT over
time and to assist researchers and developers in enhancing
future language models and chatbots. However, it lacks an
in-depth analysis of the problems associated with ChatGPT.
It does not address the underlying issues that cause the
failures or provide any recommendations for improving the
system.

This article [44] explored the performance of ChatGPT on
aspect-based and query-based text summarization tasks. The
study evaluated ChatGPT’s performance on four benchmark
datasets, encompassing various summaries from Reddit
posts, news articles, dialogue meetings, and stories. The
authors reported that ChatGPT’s performance is comparable
to traditional fine-tuning methods regarding Rouge scores.
However, the study relies solely on Rouge scores to
evaluate the performance of ChatGPT, which may not be
a sufficient indicator of summarization quality. The authors
acknowledged this limitation and planned to conduct human
evaluations shortly. Jiao et al. [45] provided a preliminary
study on the performance of ChatGPT formachine translation
tasks, including translation prompt, multilingual translation,
and translation robustness. The authors explored the effec-
tiveness of different prompts, evaluated the performance of
ChatGPT on different language pairs, and investigated its
translation robustness. In addition, the authors proposed an
interesting strategy named pivot prompting that significantly
improves translation performance for distant languages.
However, the study results may not be fully reliable due to
the randomness in the evaluation process. The paper also
does not provide a detailed analysis of the factors affecting
the translation performance of ChatGPT. Kocon et al. [46]
evaluated the capabilities of the ChatGPT on 25 diverse
analytical NLP tasks, most of which are subjective in
nature, including sentiment analysis, emotion recognition,
offensiveness and stance detection, natural language infer-
ence, word sense disambiguation, linguistic acceptability,
and question answering. The authors automated ChatGPT’s
querying process and analyzed more than 38k responses,
comparing its results with state-of-the-art solutions. How-
ever, the study does not directly compare ChatGPT’s
performance with other chatbot models. The authors also
acknowledge ChatGPT’s biases but didn’t provide a detailed
analysis of these biases. Additionally, the study’s focus
on analytical NLP tasks may not fully reflect ChatGPT’s

performance in more practical settings, such as chatbot
interactions.

The aforementioned discussion related to the applications
of ChatGPT in NLP is summarized in Table 2.

B. HEALTHCARE
ChatGPT has the potential to revolutionize the healthcare
industry by improving patient outcomes, reducing costs,
and facilitating more efficient and accurate diagnosis and
treatment.

Mann et al. [47] examined AI’s potential role in
translational medicine. It highlighted the need for further
research into personalized medicine and the potential for
AI-driven data analysis to be used in clinical decision-
making. Furthermore, it discussed the ethical implications
of AI-enabled personalized medicine and how to best
utilize advanced AI technologies while minimizing risk.
However, this article failed to provide adequate informa-
tion about the potential risks of using AI in medical
applications. Additionally, it didn’t provide any concrete
evidence or examples of successful applications of AI in
medical contexts. Antaki et al. [48] conducted a study to
evaluate the performance of ChatGPT in ophthalmology.
The outcomes indicated that ChatGPT could provide a
low-cost, accurate, personalized solution for ophthalmology
consultations. Furthermore, ChatGPT can accurately detect
ophthalmic diseases and create treatment plans consistent
with guidelines. However, this article only evaluated the
performance of ChatGPT in ophthalmology and did not con-
sider its potential applications in other medical specialties.
Additionally, it didn’t provide any concrete recommendations
on the performance improvement of ChatGPT. Jeblick et al.
[3] used a ChatGPT-based natural language processing
system to simplify radiology reports. The study found that the
system can achieve high accuracy in terms of both content
understanding and grammatical correctness. Furthermore,
with improved readability and less medical jargon, the system
could generate easier reports for laypeople to understand.
However, this study has a few shortcomings. First, the authors
only used a small sample size and did not comprehensively
analyze the data collected. Second, this study did not
assess the accuracy of the simplified reports produced by
ChatGPT. Third, it didn’t provide any information on the
potential impact of this technology on medical care or patient
outcomes.

The article [49] focuses on the potential of AI-assisted
medical education using large language models. The authors
test the performance of ChatGPT on the USMLE, a compre-
hensive medical board examination, and an internal medical
knowledge base. The results show that ChatGPT outperforms
current state-of-the-art models in both tasks. The authors
concluded that large language models have great potential
for use in AI-assisted medical education and could help drive
personalized learning and assessment. This article has a few
shortcomings. First, the sample size used in the study was
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TABLE 3. A comparative analysis of ChatGPT-related Works in NLP.

small, as only seven medical students completed the study.
This means that the results may not be representative of a
larger population. The article does not discuss the ethical
implications of using AI-assisted technology in medical
education. Finally, the article provides no evidence that AI-
assisted medical education is superior to traditional methods.
Dahmen et al. [50] analyzed the potential of ChatGPT as

an AI-based tool to assist medical research. It evaluated
the opportunities and challenges that ChatGPT brings, such
as its ability to streamline research by eliminating manual
labor and providing real-time access to the latest data,
as well as its potential to introduce bias and reduce accuracy.
It also provided recommendations on how to best utilize and
regulate the use of ChatGPT in medical research. However,
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the main shortcoming of this article is that it relies heavily
on one study, which is insufficient to establish definitive
conclusions about the potential of AI bot ChatGPT inmedical
research. Additionally, the article does not provide enough
detail about the methods and results of the study, which limits
the ability to draw meaningful conclusions. King et al. [51]
presented a perspective on the future of artificial intelligence
(AI) in medicine. It discusses the potential of AI to improve
the accuracy and efficiency of medical diagnostics, reduce
costs, and improve access tomedical care in parts of the world
without adequate healthcare infrastructure. The authors also
explored the ethical considerations of using AI in medicine,
such as privacy, data security, and regulatory compliance.
However, the article does not provide an in-depth analysis
of the ethical implications of using AI in health care or the
potential risks associated with its use. Additionally, the article
does not discuss how AI can be used to improve patient care
or how it could be used to develop new medical treatments.
Bhattacharya et al. [52] evaluated the performance of a
novel deep learning and ChatGPT-based model for surgical
practice. The proposed model can understand natural lan-
guage inputs such as queries and generate relevant answers.
The outcomes demonstrated that ChatGPT outperformed
baseline models in accuracy and time spent. Additionally,
the study discussed the strong potential of ChatGPT for
future applications in surgical practice. However, This article
lacks empirical evidence to support its claims. Additionally,
the study was limited in scope as it was conducted in one
hospital and did not include a control group. Furthermore,
the study did not consider the long-term effects of ChatGPT
on patient satisfaction or outcomes, leaving these questions
unanswered.

The editorial [53] explored the potential impact of the
ChatGPT languagemodel onmedical education and research.
It discusses the various ways ChatGPT can be used in the
medical field, including providing medical information and
assistance, assisting with medical writing, and helping with
medical education and clinical decision-making. However,
the editorial didn’t provide new research data or empirical
evidence to support its claims. Instead, it primarily relies
on anecdotal evidence and expert opinions, which may
not represent the wider medical community’s views. This
case study in [54] explored the potential of generative
AI in improving the translation of environmental health
research to non-academic audiences. The study submitted
five recently published environmental health papers to
ChatGPT to generate summaries at different readability
levels. It evaluated the quality of the generated summaries
using a combination of Likert-scale, yes/no, and text to
assess scientific accuracy, completeness, and readability at
an 8th-grade level. However, this study is limited in scope
as it only evaluates the quality of generated summaries
from five recently published environmental health papers.
The study acknowledges the need for continuous improve-
ment in generative AI technology but does not provide
specific recommendations for improvement. Wang et al. [55]

investigated the effectiveness of using the ChatGPTmodel for
generating Boolean queries for systematic review literature
searches. The study compared ChatGPT with state-of-the-
art methods for query generation and analyzed the impact
of prompts on the effectiveness of the queries produced by
ChatGPT. However, the model’s MeSH term handling is
poor, which may impact the recall of the generated queries.
In addition, the study is limited to standard test collections for
systematic reviews, and the findings may not be generalizable
to other domains. Kurian et al. [56] highlighted the role of
ChatGPT and its potential to revolutionize communication.
It also sheds light on the issue of HPV vaccination and
the role of oral health care professionals in promoting it.
In addition, the article suggested that training and education
tools can improve healthcare providers’ willingness and
ability to recommend the vaccine. However, the article
doesn’t provide in-depth analysis or research on either topic
and relies heavily on information provided by external
sources. It also does not address potential concerns or
criticisms of using AI chatbots or the HPV vaccine. Sallam
[57] presented the potential applications of ChatGPT in
healthcare education, research, and practice. The author
highlighted the numerous benefits of ChatGPT, including
enhancing scientific writing skills, promoting research equity
and versatility, facilitating efficient data analysis, aiding in
code generation, expediting literature reviews, streamlining
workflow processes, reducing costs, enabling personalized
medicine, and fostering improved health literacy. The review
also discussed the need for cautious integration of ChatGPT,
urging responsible use and establishing a code of ethics
encompassing all healthcare education, research, and practice
stakeholders. Another article [58] presented a systematic
review of the use of ChatGPT in healthcare. The review
examined existing publications on ChatGPT in medical
contexts and aims to present the current state of its use
in healthcare for general readers, healthcare professionals,
and NLP scientists. The review utilized the biomedical
literature database PubMed to retrieve relevant works. The
findings indicated that the current version of ChatGPT has
achieved only moderate performance in various tests and
is not suitable for actual clinical deployment as it was not
designed for clinical applications. The article also suggested
that specialized NLP models trained on biomedical datasets
are more appropriate for critical clinical use.

The aforementioned discussion related to the applications
of ChatGPT in healthcare is summarized in Table 3.

C. ETHICS
ChatGPT has been widely discussed in the field of ethics due
to its potential impact on society.

Graf et al. [59] discussed the implications of using
ChatGPT in research. It emphasized the importance of
responsible research that adheres to ethical, transparent, and
evidence-based standards. It also highlighted the potential to
use ChatGPT for more specific and in-depth research, such as
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TABLE 4. A comparative Analysis of ChatGPT-related Works in Healthcare.
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understanding the impact of implicit biases and the potential
risks associated with its use. The major shortcomings of
this article are a lack of discussion regarding the ethical
implications of using ChatGPT in research. Additionally,
it does not address the potential risks associated with
ChatGPT, and there is limited discussion of the potential
benefits of using the technology. Hacker et al. [60] presented a
brief discussion on various issues regulating large generative
AI models, such as ChatGPT. The authors explored the legal,
economic, and ethical considerations of regulating the use
of such models, as well as proposed a regulatory framework
for the safe and responsible use of ChatGPT. Finally, they
concluded that a strong regulatory framework is necessary
to ensure that ChatGPT is used to benefit society and
maintain public safety. However, this article didn’t consider
the potential impacts of using large generative AI models on
privacy, data security, data ownership, and other ethical con-
siderations. Additionally, it didn’t provide concrete proposals
or recommendations to effectively regulate large generative
AI models.

Khalil et al. [61] explored the potential of using a GPT-
based natural language processing (NLP) model for detecting
plagiarism. The authors presented the ChatGPT model,
trained on a large corpus of text to generate contextualized,
paraphrased sentences. The experimental outcomes report
that the model could identify plagiarism with an accuracy
of 88.3% and detect previously unseen forms of plagiarism
with an accuracy of 76.2%.However, the article does not offer
an alternate solution to the problem of plagiarism detection.
Additionally, there is not enough discussion around the
ethical implications of using ChatGPT to detect plagiarism.
Zhuo et al. [62] presented a comprehensive exploration and
catalog of ethical issues in ChatGPT. The authors analyze
the model from four perspectives: bias, reliability, robust-
ness, and toxicity. In addition, they benchmark ChatGPT
empirically on multiple datasets and identify several ethical
risks that existing benchmarks cannot address. The paper also
examined the implications of the findings for the AI ethics
of ChatGPT and future practical design considerations for
LLMs. However, the article does not provide a quantitative
analysis of the identified ethical issues in ChatGPT, which
may cause a more nuanced understanding of the risks posed
by the model.

The aforementioned discussion related to the applications
of ChatGPT in ethics is summarized in Table 4.

D. EDUCATION
ChatGPT has the potential to enhance the quality of education
by providing personalized, student-centered learning experi-
ences that can help improve learning outcomes and promote
student success.

Frieder et al. [5] discussed the capabilities of ChatGPT
in education. The authors explored three key areas: First,
the ability of ChatGPT to generate mathematically valid
natural language statements; second, its ability to answer

mathematics-related queries; and third, its ability to solve
math problems. The experimental outcomes indicate that
ChatGPT outperformed other models in generating mathe-
matically valid statements and answering math questions.
However, this article is largely theoretical and does not
provide empirical evidence to prove the claims. Additionally,
the authors do not provide any evaluation metrics or
performance results to demonstrate the effectiveness of the
proposed approach. Chen et al. [63] analyzed the potential
impact of ChatGPT on library reference services. The article
suggested that ChatGPT could help to reduce workloads,
improve response times, provide accurate and comprehensive
answers, and offer a way to answer complex questions.
Additionally, it argued that ChatGPT could enhance the
user experience and transform library reference services.
However, the article does not offer sufficient details about the
potential advantages and disadvantages of using ChatGPT.
Furthermore, the article does not provide any information
about the actual implementation of ChatGPT in library
reference services. Susnjak et al. [64] evaluated the ability
of ChatGPT to perform high-level cognitive tasks and
produce text indistinguishable from the human-generated
text. The study shows that ChatGPT can exhibit critical
thinking skills and generate highly realistic text with minimal
input, making it a potential threat to the integrity of online
exams. The study also discussed online exams’ challenges
in maintaining academic integrity, the various strategies
institutions use to mitigate the risk of academic misconduct,
and the potential ethical concerns surrounding proctoring
software. However, the study mainly focuses on the potential
threat of ChatGPT to online exams and does not provide an in-
depth analysis of other potential risks associated with online
exams.

Tlili et al. [65] presented a case study of ChatGPT in
the context of education. The study examined the public
discourse surrounding ChatGPT, its potential impact on
education, and users’ experiences in educational scenarios.
It also identified various issues, including cheating, honesty
and truthfulness of ChatGPT, privacy misleading, and manip-
ulation. However, this study only examines the experiences
of a small number of users in educational scenarios, and
the findings may not be generalizable to other contexts.
In addition, it does not provide a comprehensive analysis
of the ethical implications of using ChatGPT in education,
which could be an area for future research. This editorial in
[66] explored the potential use of an AI chatbot, ChatGPT,
in scientific writing. It highlighted the ability of ChatGPT
to assist in organizing material, generating an initial draft,
and proofreading. The paper discussed the limitations and
ethical concerns of using ChatGPT in scientific writing, such
as plagiarism and inaccuracies. However, the article does
not provide empirical evidence or case studies to support
its claims. The potential benefits and limitations of using
ChatGPT in scientific writing are discussed theoretically,
but there is no practical demonstration of how this tool
can assist scientific writing. Therefore, the paper lacks
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TABLE 5. A comparative analysis of ChatGPT-related works in ethics.

practical examples that can help readers better understand the
potential of ChatGPT in scientific writing. King et al. [67]
briefly discussed the history and evolution of AI and chatbot
technology. It explored the growing concern of plagiarism in
higher education and the potential for chatbots like ChatGPT
to be used for cheating. Additionally, it provides suggestions
for ways college professors can design assignments to
minimize potential cheating via chatbots. However, it doesn’t
delve into the potential benefits of using chatbots in higher
education.

The aforementioned discussion related to the applications
of ChatGPT in education is summarized in Table 5.

E. INDUSTRY
ChatGPT has numerous potential applications in the industry,
particularly in customer service and marketing areas. It can
improve efficiency, increase customer satisfaction, and pro-
vide valuable insights to companies across various industries.

Prieto et al. [68] investigated the potential of using
ChatGPT to automate the scheduling of construction projects.
The data mining techniques were used to extract scheduling
information from project specifications and histories. The
results showed that the algorithm could accurately predict
the project timeline and duration with an average accuracy
of 81.3%. However, the article lacks detailed information
regarding implementing the ChatGPT interface and its effects
on the scheduling process. It also lacks reliable data to support
the authors’ claims that the scheduling process is improved
by incorporating ChatGPT. Graf et al. [69] discussed the
applications of ChatGPT in the finance industry. First,
it looked at the potential of using machine learning to
facilitate the analysis of financial data, as well as its potential
applications in finance. Next, it presented the ‘‘Bananarama
Conjecture’’, which suggests that ChatGPT can provide
greater insights into financial research and data analysis

than conventional methods. However, the authors limit their
scope to the Bananarama Conjecture, a relatively narrow field
that may not capture the breadth of the finance industry.
Furthermore, they didn’t provide a detailed discussion of
their findings’ implications, making it difficult to draw
conclusions from the research.

In [70], the author presented ROSGPT, a novel concept
leveraging large language models (LLMs), specifically
ChatGPT, to enhance human-robot interaction. Developed
as a ROS2 package, ROSGPT transforms unstructured
human language into structured robotic instructions via
prompt engineering and ontology development. This system
demonstrates LLMs’ zero-shots and few-shots learning capa-
bilities, converting human language into spatial navigation
commands for ROS2-enabled robots. This advancement
paves the way for collaborative development in robotics
and natural language processing, driving towards Artificial
General Intelligence (AGI).

Gozalo et al. [71] provided a concise taxonomy of recent
large generative models of artificial intelligence, their sectors
of application, and their implications for industry and society.
The article described how these models generate novel
content and differ from predictive machine learning systems.
The study also highlights the limitations of these models,
such as the need for enormous datasets and the difficulty
in finding data for some models. However, the paper does
not provide a detailed technical explanation of the models
or their architecture, making it less suitable for readers
interested in generative AI’s technical aspects. The paper
does not critically analyze generative AI models’ ethical
and social implications. The case study [72] examined the
use of ChatGPT in a human-centered design process. The
study aims to explore the various roles of fully conversational
agents in the design process and understand the emergent
roles these agents can play in human-AI collaboration.
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TABLE 6. A comparative analysis of ChatGPT-related works in education.

ChatGPT is used to simulate interviews with fictional users,
generate design ideas, simulate usage scenarios, and evaluate
user experience for a hypothetical design project on designing
a voice assistant for the health and well-being of people
working from home. However, this study is limited by its
focus on a single hypothetical design project. As a result, the
generalizability of the findings to other design contexts may
be limited. The study also relies on subjective evaluations
of ChatGPT’s performance, which the authors’ biases or
expectations may influence.

The aforementioned discussion related to the appli-
cations of ChatGPT in the industry is summarized
in Table 6.

V. CHALLENGES AND FUTURE DIRECTIONS
A. CHALLENGES
• Data Privacy and Ethics: The challenge of Data
Privacy and Ethics for ChatGPT is complex and
multifaceted. One aspect of this challenge is related
to data privacy, which involves protecting personal
information collected by ChatGPT. ChatGPT relies on
vast amounts of data to train its language model, which
often includes sensitive user information, such as chat
logs and personal details. Therefore, ensuring that user
data is kept private and secure is essential to maintain
user trust in the technology [73], [74].
Another aspect of the Data Privacy and Ethics chal-
lenge for ChatGPT is related to ethical consider-
ations. ChatGPT has the potential to be used in

various applications, including social media [75], online
communication, and customer service. However, the
technology’s capabilities also pose ethical concerns,
particularly in areas such as spreading false information
and manipulating individuals [76], [77]. The potential
for ChatGPT to be used maliciously highlights the
need for ethical considerations in its development and
deployment.
To address these challenges, researchers and developers
need to implement robust data privacy and security
measures in the design and development of ChatGPT.
This includes encryption, data anonymization, and
access control mechanisms. Additionally, ethical con-
siderations should be integrated into the development
process, such as developing guidelines for appropriate
use and ensuring technology deployment transparency.
By taking these steps, the development and deployment
of ChatGPT can proceed ethically and responsibly, safe-
guarding users’ privacy and security while promoting its
positive impact.

• Bias and Fairness: Bias and fairness are critical issues
related to developing and deploying chatbot systems
like ChatGPT. Bias refers to the systematic and unfair
treatment of individuals or groups based on their
personal characteristics, such as race, gender, or religion.
In chatbots, bias can occur in several ways [78], [79].
For example, biased language models can lead to biased
responses that perpetuate stereotypes or discriminate
against certain groups. Biased training data can also
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TABLE 7. A comparative analysis of ChatGPT-related works in industry.

result in a chatbot system that provides inaccurate or
incomplete information to users.
Fairness, on the other hand, relates to treating all users
equally without discrimination. Chatbots like ChatGPT
must be developed and deployed in a way that promotes
fairness and prevents discrimination. For instance,
a chatbot must provide equal access to information or
services, regardless of the user’s background or personal
characteristics.
To address bias and fairness concerns, developers of
chatbots like ChatGPT must use unbiased training
data and language models. Additionally, the chatbot
system must be regularly monitored and audited to
identify and address any potential biases. Fairness
can be promoted by ensuring that the chatbot system
provides equal access to information or services and
does not discriminate against any particular group. The
development and deployment of chatbots must be done
with a clear understanding of the ethical considerations
and a commitment to uphold principles of fairness and
non-discrimination.

• Robustness and Explainability: Robustness and
explainability are two critical challenges that must
be addressed when deploying ChatGPT in real-world
applications [9].
Robustness refers to the ability of ChatGPT to
maintain high performance even when faced with
unexpected inputs or perturbations. In other words,
robustness ensures that the model’s predictions are
reliable and consistent across different contexts. For
example, if ChatGPT is used to generate responses in
a chatbot, it must be robust to diverse language styles,
accents, and topics to provide accurate and relevant
responses.

However, achieving robustness is challenging as the
model’s performance can be affected by various factors
such as data quality, model architecture, training algo-
rithms, and hyperparameters. In addition, adversarial
attacks can also compromise the robustness of ChatGPT.
Adversarial attacks refer to deliberately manipulating
inputs to mislead the model’s predictions. Therefore,
robustness is a crucial challenge that must be addressed
to ensure the reliability and trustworthiness of ChatGPT.
On the other hand, explainability refers to the ability
of ChatGPT to provide transparent and interpretable
explanations for its predictions. Explainability is crucial
for building trust and accountability, especially in
critical applications such as healthcare and finance.
For example, suppose ChatGPT is used to diagnose
a medical condition. In that case, it must be able to
provide transparent and interpretable explanations for
its diagnosis to ensure that healthcare professionals and
patients can understand and trust its decisions.
However, explainability is also challenging as deep
learning models such as ChatGPT are often seen as
black boxes, making it difficult to understand how
they arrive at their decisions. Recent advances in
explainable AI (XAI) have proposed techniques such
as attention mechanisms and saliency maps to provide
interpretable explanations for deep learning models.
Therefore, explainability is a critical challenge that
must be addressed to ensure the transparency and
accountability of ChatGPT.

• Threats to Validity: The validity of a model like
ChatGPT refers to its ability to correctly interpret and
make accurate predictions based on the input data.
However, several threats could potentially undermine
the validity of ChatGPT. For example, if the data used

VOLUME 11, 2023 118717



A. Koubaa et al.: Exploring ChatGPT Capabilities and Limitations: A Survey

to train the model is biased or unrepresentative of
the population, this may lead to skewed predictions
that do not accurately reflect reality, posing a threat
to external validity. Overfitting the training data may
also threaten internal validity, as the model may not
perform as well when presented with new, unseen
data. Moreover, construct validity can be threatened
if the variables used by the model do not accurately
represent the underlying concepts they are supposed to
measure. For instance, ChatGPT may infer sentiments
or emotions based on text inputs, but these inferences
may not always correlate with the actual emotions
experienced by the users. Similarly, conclusion validity
can be threatened if incorrect statistical inferences are
made based on the model’s outputs. Addressing these
threats to validity is crucial for ensuring that ChatGPT
provides accurate, reliable, andmeaningful outputs. This
can involve careful selection and scrutiny of training
data, regular testing and validation of the model on
diverse datasets, and robust statistical analysis of the
model’s outputs. Moreover, the users’ feedback can also
be incorporated to improve the model’s interpretability
and validity.

B. FUTURE DIRECTIONS
• Multilingual Language Processing:Multilingual Lan-
guage Processing is a crucial area for future work
related to ChatGPT [38]. Despite ChatGPT’s impres-
sive performance in English language processing, its
effectiveness in multilingual contexts is still an area of
exploration. To address this, researchers may explore
ways to develop and fine-tune ChatGPT models for
different languages and domains and investigate cross-
lingual transfer learning techniques to improve the
generalization ability of ChatGPT. Additionally, future
work in multilingual language processing for ChatGPT
may focus on developing multilingual conversational
agents that can communicate with users in different
languages. This may involve addressing challenges such
as code-switching, where users may switch between
languages within a single conversation. Furthermore,
research in multilingual language processing for Chat-
GPT may also investigate ways to improve the model’s
handling of low-resource languages, which may have
limited training data available.

• Low-Resource Language Processing: One of the
future works for ChatGPT is to extend its capabilities to
low-resource language processing. This is particularly
important as a significant portion of the world’s
population speaks low-resource languages with limited
amounts of labeled data for training machine learning
models. Therefore, developing ChatGPT models that
can effectively process low-resource languages could
have significant implications for enabling communica-
tion and access to information in these communities.

To achieve this goal, researchers can explore several
approaches. One possible solution is to develop pre-
training techniques that can learn from limited amounts
of data, such as transfer learning, domain adaptation,
and cross-lingual learning. Another approach is to
develop new data augmentation techniques that can
generate synthetic data to supplement the limited labeled
data available for low-resource languages. Additionally,
researchers can investigate new evaluation metrics and
benchmarks that are specific to low-resource languages.
Developing ChatGPT models that can effectively pro-
cess low-resource languages is a crucial area of research
for the future. It has the potential to enable access to
information and communication for communities that
have been historically marginalized due to language
barriers.

• Domain-Specific Language Processing: Domain-
specific language processing refers to developing and
applying language models trained on text data from spe-
cific domains or industries, such as healthcare, finance,
or law. ChatGPT, with its remarkable capabilities in
natural language processing, has the potential to be
applied to various domains and industries to improve
communication, decision-making, and automation.
One potential future direction for ChatGPT is to develop
domain-specific language models that can understand
and generate text specific to a particular domain or
industry. This would involve training the model on large
amounts of domain-specific text data and fine-tuning the
model to the specific language and terminology used in
that domain.
Another future direction is to develop ChatGPT models
that can transfer knowledge from one domain to another,
allowing for more efficient training and adaptation
of language models. This involves developing transfer
learning techniques enabling the model to generalize
from one domain to another while preserving the
domain-specific language and context, such as Arabic
[80]. Domain-specific language models could be used
to address specific challenges in different disciplines.
For example, ChatGPT could be used in healthcare to
develop models for medical diagnosis, drug discovery,
or patient monitoring. In finance, it could be used to
develop fraud detection, investment analysis, or risk
management models. These applications require a deep
understanding of domain-specific language and context,
making ChatGPT an ideal tool for tackling these
challenges.

VI. CONCLUSION
In conclusion, this survey presents a critical review of
ChatGPT, its technical advancements, and its standing
within the realm of conversational and generative AI.
We have demystified the factors that contribute to ChatGPT’s
exceptional performance and capabilities by thoroughly
analyzing its innovations, establishing a taxonomy of recent
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research, and conducting a comparative analysis of its
competitors. Moreover, we have identified and discussed the
challenges and limitations of ChatGPT, emphasizing areas of
improvement and unexplored research opportunities.

We believe this survey lays the groundwork for a deeper
understanding of the trending ChatGPT in generative AI
and will serve as a valuable reference for researchers and
practitioners seeking to harness the power of ChatGPT in
their applications or address its gaps as part of ongoing
development.
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