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ABSTRACT Trajectory data generated in location-based service environments contain highly sensitive
personal information, making them a prime target for privacy attacks. At the same time, however, valuable
statistical information can be obtained from such private data. Optimizing this tradeoff between utility and
privacy presents a challenge. This study introduces a novel method for partially anonymizing sensitive
areas using a conditional generative adversarial network. The proposed method enables the learning of
complex spatial, temporal, and categorical features of the selected sensitive area through the utilization
of our condition label structure and loss function. In this study, we evaluate and analyze the contents
by considering the spatial-temporal characteristics and dividing them into spatial usability and temporal
usability. The experimental results demonstrate that the proposed method outperforms related models that
employ generative adversarial networks. We achieved high scores in a majority of spatial evaluation items
while also discussing the aspects that obtained relatively low scores.

INDEX TERMS Generative adversarial network, privacy protection, trajectory data, generating data,
exceptional conditional.

I. INTRODUCTION
Users in location-based service (LBS) on social networking
services (SNSs), such as Twitter and Foursquare, typically
share their location using the global positioning system (GPS)
[1], [2]. However, such sharing inevitably exposes sensitive
personal information [3], [4]. Location data disclosed by
users may cause personal privacy concerns regardless of the
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frequency of exposure [5]. The infringement of personal pri-
vacy in sensitive locations such as hospitals and residential
areas is a concern as the data could be targeted by mali-
cious attackers. By contrast, location information for public
facilities, such as large marts and schools, which have low
privacy levels, is crucial. Location information can be useful
for research and statistics. For example, such information
can be used to monitor the spread of infectious diseases,
such as COVID-19, by tracking the infection trajectory of
infected people, classifying the visited dangerous areas [6],
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or investigating the impact of the movement trajectory
between urban areas on the spread of infectious diseases
[7], [8]. However, the exposure of sensitive information
results in personal privacy concerns.

Information deletion can easily hide sensitive informa-
tion. For instance, deleting an identifier that can identify
an individual. However, even if the remaining attributes are
combined, there is some scope for identification of the indi-
vidual. Consequentially, data modification for anonymity is
inevitable for attributes other than identifiers. The more prop-
erties you change, the higher the probability of anonymity.
As a result, data usability is also reduced. Similarly, high-
quality data can be obtained if data that are almost identical
to the original are generated while maintaining usability.
However, data that are not much different from the original
increase the probability of identifying an individual, resulting
in a decrease in anonymity.

The k-anonymity, l-diversity, and t-closeness form the
basis of data anonymization methods [9], [10], [11]. The
k-anonymity guarantees anonymity by modulating data so
that all records have at least k identical quasi-identifier prop-
erties. For example, if k is 5 and the quasi-identifier attribute
consists of gender and age in a table with 10 records, then
5-anonymity is guaranteed by changing the gender of at least
five records to ∗ and the age to 23–31. However, if all five
records have the same sensitive attribute value, privacy is
exposed even if k-anonymity is guaranteed if the records
fall under the corresponding class. L-diversity is designed
to protect privacy by securing at least L values of sensitive
attributes in one class. For example, 3-diversity is guaranteed
if three or more distinct sensitive properties exist in one class.
In K-anonymity and l-diversity, quasi-identifiers are com-
bined to protect individual records from identity exposure
and from attribute exposure resulting from the same sensitive
attribute value in an equivalence class. Moreover, a skewness
attack exists wherein the distribution of sensitivity values in
an equivalence class differs considerably, and a similarity
attack occurs wherein the sensitivity values in an equivalence
class are similar to each other. To defend against these attacks,
in t-closeness, the relationship between sensitive attribute
values within an equivalence class is considered.

Various other anonymization methods, including those
that supplement the existing anonymization methods such as
k-anonymity, l-diversity, and t-closeness, have been stud-
ied. Temuujin et al. [12] proposed a method for applying
l-diversity based on the characteristic that records in a table
are dynamically inserted and deleted. Jeon et al. [13] con-
ducted a study to guarantee the privacy of individuals in
public information by applying l-diversity to the dynamically
changing resource description framework (RDF). Various
anonymization studies are conducted in these scenarios,
and differential privacy has been used as an anonymization
method in these situations.

Differential privacy is a mathematically verifiable method
that is used in various fields where data are used, as well

as in deep learning [14], [15], [16]. In differential privacy,
anonymity is ensured regardless of the inclusion of personal
information in the data. If a person’s information is deleted
or inserted into data that change dynamically, the amount of
information in the entire data changes considerably. There-
fore, the amount of deleted or inserted personal information
can be tracked, which may result in an attack on personal
privacy. Differential privacy is used to prevent privacy attacks
by correcting the entire data mathematically. Kang et al.
[17] mathematically defined the privacy level of approxi-
mate data generated by the conditional generative adversarial
network (cGAN) by applying differential privacy to the
cGAN.

The GAN is a powerful generative model, which has been
widely adopted in many fields in recent years [18]. The input
data used for learning to imitate generate fake data that are
difficult to distinguish from real data. A hypothetical result
that resembles real data but does not actually exist can be
thought of as being anonymized. Therefore, it is useful not
only for image generation but also for problemswith applying
anonymity.

The main disadvantage of the original GAN it cannot
directly intervene in the output. Therefore, many studies have
continued to develop derivative GAN models to intervene in
outputs. Typically, there is a cGAN that gives additional con-
ditions to the GAN so that an output that fits the label desired
by the user is generated [19]. In the case of a dataset with
labels in one set of data, the output can be learned to produce
a specific label, resulting in the desired result by the user. This
allows users to directly intervene in the GAN model, which
mimics the entire learning data. If the original GAN is used
to anonymize all information that exists in the database, all
information can be anonymizedwith similar intensity. That is,
information that need not be anonymized may be converted,
or sensitive information may be less protected. Path data have
different sensitivity levels for each visit point, and thus, all
need not be anonymized with the same intensity. Therefore,
less sensitive branches (e.g., restaurants, marts, etc.) should
be close to the original, and sensitive branches (e.g., hos-
pitals, police stations, etc.) should be strongly anonymized.
To implement this, we devised a method to apply cGAN so
that sensitive labels can be intensively hidden.

The major contributions of this study are as follows:
– The results of synthetic trajectory generation using the

GAN confirmed that the method cannot be directly used
in the output. Therefore, the method cannot distinguish
between a sensitive area and a less sensitive area.

– In the cGAN, a specific condition label is assigned
to specific data to obtain the output indicated by the
label value assigned to the condition. Thus, only a spe-
cific point of the trajectory can be selected and hidden.
Therefore, the trajectory selective partial anonymization
(TrajSPA) method was proposed to select a partial area
and reflect it in the output to create trajectory data similar
to the original.
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– SPALoss, which is suitable for cGAN, was designed by
modifying the condition label structure and the existing
loss formula of trajectory data, namely, spatial, tempo-
ral, and categorical complex data.

– Evaluating the anonymity and spatial and temporal util-
ity of the approximate data generated by learning the
shape of the original data revealed that the proposed
model retained the distribution and characteristics of the
original data. Consequently, the limitations caused by
using the GAN can be overcome.

The remainder of the paper is structured as follows.
In Section II, we discuss related research and the background
for this study. Section III outlines the functioning of TrajSPA,
a model that ingeniously combines cGAN and LSTM net-
works. In section IV, we present the experimental results of
TrajSPA in comparisonwith the outcomes of prior studies and
other models adopting similar approaches. Finally, Section V
presents the conclusion of this study.

II. RELATED WORK
In terms of sensitive information, the medical field stands out
as a significant domain where the privacy-utility balance has
been the main subject of study. Numerous research efforts
have sought solutions using data from this field. For instance,
Yoon et al. [20] developed the anonymization through data
synthesis–GAN framework, which facilitates the generation
of synthetic data approximations for sharing patient data.
Indhumathi and Devi [21] devised the healthcare Cramér
GAN for generating synthetic medical data and compared its
performancewith theWasserstein GAN. Piacentino et al. [22]
proposed a GAN-based method for synthetic ECG generation
to anonymize user information in distributed data.

In addition to the medical field, GAN frameworks have
been employed in other domains, such as video creation and
distribution, including social networking services (SNS) and
autonomous vehicles. For example, Tieu et al. [23] intro-
duced the spatial transformer-GAN to generate images for
safeguarding the identities of individuals in videos shared
on social media. Similarly, Xiong et al. [24] developed an
anomaly detection GAN to prevent personal information
leakage through videos recorded by autonomous vehicles.

In the context of trajectory data, the GAN framework
has also been utilized in prior studies. Rao et al. [25] pro-
posed the long short-term memory (LSTM)-TrajGAN, which
employs an LSTM layer to learn the traffic data charac-
teristics. Shin et al. [26], on the other hand, addressed the
limitations of the GAN model by introducing a class-level
trajectory data generation model using the auxiliary classifier
GAN (AC GAN). Kim et al. [27] proposed an adversarial
autoencoder (AEE) for applying differential privacy. Simi-
larly, Zhang et al. [28] introduced LGAN-DP using a GAN
framework with differential privacy. Additional information
related these studies can be found in Table 1.
In our research, we aimed to build optimal solutions to

overcome the limitations identified in Table 1. To achieve
this, we utilized cGAN to generate trajectory data with

TABLE 1. Summary of existing studies using trajectory data and GAN.

complex properties, which helped intervene in the generated
data. Furthermore, we sought to incorporate temporal usabil-
ity analysis in our trajectory data study. By adopting these
approaches, we aimed to enhance the comprehensiveness and
effectiveness of our model.

III. METHODOLOGY
In this section, explain the methodology of TrajSPA proposed
in this study. We explain the overall functioning of the model,
starting from how the data used by the model are processed
to the model’s structure and the Loss function.

A. DATA PROCESSING
Preprocessing is necessary for trajectory data to be used
in model training. The raw data may contain unnecessarily
large values or values that are difficult to be comprehended.
Preprocessing is essential as it involves the transformation of
the data to facilitate model training without losing informa-
tion. In this section, we describe preprocessing, including the
condition labels to be used for exception handling.

1) TRAJECTORY DATA PREPROCESSING
In this study, the NYC check-in data provided by Foursquare
[29] was used. Regarding the trajectory data, as displayed
in Fig. 1, the temporal, spatial, and category information of
the points visited by a user was grouped into a trajectory
on a weekly basis. The temporal information of the visit
point consists of weekday and hour information. When this
information is learned, it is one-hot encoded in a vector
that matches the size of the property and has a size of
seven because a week has seven values from Monday to
Sunday. For example, a value for Wednesday is expressed
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FIGURE 1. Original trajectory data and preprocessing.

as [0, 0, 1, 0, 0, 0, 0]. Because the hour, minute, and second
values of the original data exist together, the attribute size
becomes large. Thus, the size occupies an unnecessarily large
space when expressed in a one-hot format. Therefore, the
minute and second values were deleted from the hour attribute
to ensure that only the values from 0 to 23 were expressed as
a vector of size 24. Spatial information consists of latitude
and longitude, and when the actual location was outside New
York City, it was removed from the dataset. Before training,
the data were standardized based on the central point among
all latitude and longitude values to facilitate training. For the
category attribute, 10 types of large categories provided by
Foursquare were used. The spatial information was used for
training by one-hot encoding as a vector of size 10, similar to
the temporal information.

2) CONDITIONAL DATA
In the cGAN, the given condition with input data represents
the data. Because data have only one condition, the data
with the desired condition value can be generated as an
output by applying the condition. Thus, if the condition value
expressing the data is replaced by another value, then the
data are learned by changing the value based on the replaced
condition.

Because trajectory data have spatiotemporal character-
istics, we used conditions by grouping them by latitude,
longitude, hour, and category, which exhibit the same prop-
erties as the data. The location information to be hidden
can be expressed with the same category value, such as
‘‘hospital’’ and ‘‘personal place.’’ Therefore, the category
attribute was used to select sensitive information to be hid-
den. Fig. 2 illustrates an example of how to condition the
data when the category of the sensitive data is set to 1. For
data with a category other than the selected value (top of

FIGURE 2. Conditions of non-sensitive and sensitive data.

the figure), we use the original data. However, if the category
matches the selected value (bottom of the figure), we employ
a pre-determined mean value. To introduce variability in
conditions, we assigned a value between 0 and 9 to the
category attribute within the sensitive areas. The category
attribute had the same value in sensitive areas, and thus,
a value between 0 and 9 was selected to obtain various con-
ditions. The condition was applied to data corresponding to
the selected category value by replacing it with a pre-defined
value. In data other than the selected category value, the
latitude, longitude, hour, and category values of the data were
used as the condition without changing them. The replace-
ment condition value was the mean value of the data with
the corresponding category value. The data that contained
sensitive areas were trained and changed based on the median
value of values in the same category. Thus, the values can
retain the distribution of the entire data.

B. FRAMEWORK
Fig. 3 displays the structure of the TrajSPAmodel. Thismodel
can be broadly categorized into generator and discriminator.
The generator is trained by receiving preprocessed actual
trajectory data as the input, and the discriminator receives
synthetic trajectory data generated by the generator as the
input. The generator and discriminator are trained by having
them compete and increase their own performance to deceive
their opponents. The GAN is a representative deep learning
mini-max algorithm.

1) GENERATOR OF TrajSPA
The objective of the generator is to generate fake data that
appear as identical as possible to the input data. The generated
fake data are passed to the discriminator, and the weight
is adjusted such that the discriminator cannot distinguish
whether it is real or fake. The input of the generator is real
data, and noise is added to ensure that the result becomes as
similar as possible rather than copying the real data as they
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FIGURE 3. TrajSPA model.

are. The real data are transferred to the hidden layer of the
generator by adding the conditions described in Section 2.2.
The hidden layer proceeds to the next step by embedding
the trajectory data in 100 dimensions. The trajectory data,
which are spatiotemporal data with both spatial and temporal
properties, pass through the LSTM [30] layer, where temporal
characteristics can be learned well. This result was imple-
mented as a many-to-many LSTM layer. The input data are
learned, and output data of the same size are obtained accord-
ingly. Therefore, the LSTM layer sequentially receives the
points present in each trajectory and subsequently generates
trajectory data while maintaining temporal characteristics.
The data that pass through the LSTM layer are decoded and
converted into trajectory data for publication.

2) DISCRIMINATOR OF TrajSPA
The objective of the discriminator is to accurately determine
whether the input trajectory data are real or fake. Unlike the
generator, in the discriminator, trajectory is not used as an
output value. However, it indicates whether the input data are
a real trajectory with a value between zero and one.Moreover,
the discriminator goes through two training sessions inside
the TrajSPA model. First, the discriminator learns the differ-
ence between real and fake data by receiving the original data
as input and inputting the data generated by the generator.

The discriminator also has a similar structure to the generator,
as displayed in Fig. 4. The input trajectory data are pre-
processed to ensure that the model can be trained with them
and they are embedded in 100 dimensions. The LSTM layer
of the discriminator is implemented in a many-to-one format.
This format is suitable for determining whether the input
trajectory data are real or fake. The data that pass through the
LSTM layer are the prediction result of the data received by
the discriminator. Therefore, the result is displayed as a value
between 0 and 1 using the sigmoid activation function. The
corresponding value is used to train the generator again, and
the generator is trained so that this value approaches zero.

3) TrajSPA G-LOSS AND D-LOSS
In deep learning models, the loss in every learning cycle is
minimized during the learning process, and finally, optimiza-
tion is performed to minimize the overall cost of the model.
The objective function defines the optimization task of such
a model as a function, which indicates the direction wherein
the model is trained. The GAN and cGAN are identical
except that cGAN adds a label to the input. Therefore, these
models have similar objective functions, which are expressed
as follows:

min
G

max
D

V (D,G) = Term1 + Term2 (1)

Term1 = Ex∼pdata(x) [logD (x)] (1a)

Term2 = Ez∼pz(z) [log (1 − D (G (z)))] (1b)

min
G

max
D

V (D,G) = cTerm1 + cTerm2 (2)

cTerm1 = Ex∼pdata(x) [logD (x | y)] (2a)

cTerm2 = Ez∼pz(z) [log (1 − D (G (z | y)))] (2b)

The objective functions of GAN and cGAN are Eqs. (1)
and (2). Term1, Term2, cTerm1, and cTerm2 briefly expressed
in equations (1) and (2) may be expressed as (1a), (1b),
(2a), and (2b), respectively. Both equations have the same
form except for y and perform the same operation. The x ∼

pdata (x), which is commonly used in both equations, repre-
sents data sampled from a probability distribution of the real
data, andD (x) distinguishes the real data by using real data x
as input. z ∼ pz (z) indicates that the data were sampled from
random noise using a Gaussian distribution. G (z) generates
fake data using z as the input, and D(G (z)) classifies the data
as fake data. Here, E represents the expected value. Thus,
Ex∼pdata(x)[f ] and Ez∼pz(z)[f ] represents expected values to
be obtained by inputting samples of the real data and noise
into the function defined in each [f ]. Therefore, the gener-
ator should ensure that the objective function V (D,G) is
minimized such thatD(G (z)) becomes 1. Conversely, the dis-
criminator should maximize the objective function V (D,G).
Thus, the discriminator should make D (x) equal to 1 and
D(G (z)) equal to zero. Eventually, the two collide with each
other, which causes the minimax problem. Eq. (2) has a
difference that x and y are given the label y corresponding
to the condition.
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According to the objective function V (D,G) defined in
Eq. (2), the discriminator appears as a value between 0 and 1.
Thus, binary cross entropy (BCE) loss is used. However,
because the data used are trajectory data wherein spatial, tem-
poral, and categorical values are combined, the loss function
should be modified [25]. The TrajLoss proposed by Rao et al.
is as follows [25]:

TrajLoss
(
yr , yp, tr , ts

)
= LoB + Los + Lot + Loc (3)

LoB = αLBCE
(
yr , yp

)
(3a)

Los = βLs
(
tr , ts

)
(3b)

Lot = γLt
(
tr , ts

)
(3c)

Loc = cLc
(
tr , ts

)
(3d)

TrajLoss receives four values as input, yr and yp repre-
sent the ground truth label and the result predicted by the
discriminator, respectively. Furthermore, tr and ts represent
real and synthetic trajectories, respectively. Each of these four
inputs is categorized into four again, calculated according
to its characteristics, and then added. Here, α, β, γ , and c
multiplied before each loss have distinct weight values. Here,
LBCE is a BCE loss function, and Ls, Lt , and Lc are functions
for calculating the loss for spatial, temporal, and categorical
properties, respectively. Spatial loss is calculated using the
least square error (LSE), and temporal and categorical loss
are calculated using Softmax Cross Entropy (SCE). Thus,
such a configuration of TrajLoss is suitable for use in the
LSTM-TrajGAN model implemented based on the original
GAN. However, because the proposed TrajSPA is imple-
mented based on the cGAN, the loss for the condition label
is calculated as follows:

SPALoss
(
Y ,T , lr , ls

)
= TLo+ Lols + Lolt + Lolc (4)

TLo = TrajLoss (Y ,T ) (4a)

Lols = τLls
(
lr , ls

)
(4b)

Lolt = ϕLlt
(
lr , ls

)
(4c)

Lolc = ωLlc
(
lr , ls

)
(4d)

where Y and T denote yr , yp, and tr , ts, respectively, and
TrajLoss performs the same role as in Eq. (3). Here, lr and
ls represent the actual label and the label generated together
with the synthetic trajectory, respectively. Furthermore, τ ,
ϕ, and ω denote weights for controlling various label loss
results. TrajSPA may be confused with the trajectory input
by the generator and discriminator because the data given as
a condition are spatial, temporal, and categorical. Therefore,
the weights τ , ϕ, and ω are assigned higher values than the
weights β, γ , and c so that the model can focus on the given
condition label. If the weight of the input data is 1 and the
weight of the label is 8, the calculated value of the label loss
becomes larger than the input data. Therefore, we focused on
the label loss to reduce the total calculated value of SPALoss.
Consequently, the trajectory of the input data may result
in a change in the spatial, temporal, and categorical values
included in the label given as a condition. Here, Lls, Llt , and
Llc represent spatial, temporal, and categorical label losses,

respectively. Furthermore, Lls is calculated using LSE, and
Llt and Llc are calculated using SCE.

IV. EXPERIMENTAL RESULTS
The experimental results were compared based on the
LSTM-TrajGAN model [25] using the original GAN. For
comparative evaluation, the anonymity and usefulness of the
generated trajectory data were evaluated.

A. DATASETS AND EXPERIMENT DESIGN
The dataset was created by collecting check-in records
in New York City (NYC) and Tokyo for approximately
10 months, from April 12, 2012, to February 16, 2013,
on Foursquare [29]. To consider only actual NYC data,
the data were removed if the latitude and longitude were
not those of NYC. Attributes included in the dataset con-
sisted of userID, trajectoryID, latitude, longitude, temporal
information (weekday, hour), and category (Food, Travel &
Transport, Residence, Professional & Other Places, Shop &
Service, Outdoors & Recreation, Collate & University, Arts
& Entertainment, Nightlife Spot, Event). In actual training,
the userID and trajectoryID attributes were not used. The
dataset was divided into training and testing datasets in a
2:1 ratio. The number of users in the training dataset was
193, that of trajectories was 2,052, and the total number of
points was 44,809. Similarly, the number of users, trajectory,
and points in the testing dataset were 193, 1,027, and 22,153,
respectively. In the dataset provided by Foursquare, data with
values of latitude and longitude outside of the actual NYC
location and trajectory lengths of less than 10 were removed.

TABLE 2. Attributes and details of the dataset used.

Each attribute value was pre-processed to make learning
easy and was then learned as a vector. The information to
be transmitted as a condition was learned by assigning the
remaining nine category labels to each point of data except for
the category to be hidden. To learn the trajectory data, which
are spatio-temporal data, the generator and discriminator can
consider the continuity of point information according to the
time of the trajectory data using the LSTM model. Label
No. 1 (Travel & Transport) was selected for experimenta-
tion. Label No. 1 was selected arbitrarily for the experiment,
although it was not a sensitive place. Table 2 explains each
attribute in detail.
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The training conditions of the LSTM–TrajGAN model
were set the same to train it under the same conditions as the
existing models. The full training of each model was repeated
2,000 times. The batch size was 256, the learning rate was
0.001, and the Adam optimizer was used as the optimizer.

B. RESULTS
The anonymity test was performed using the trajectory user
linking (TUL) method for linking trajectory and user infor-
mation, and the data usefulness test was conducted separately
for spatial and temporal data. In the case of spatial informa-
tion, the score of TrajSPAwas similar to or higher than that of
other models. In terms of temporal information, the score of
othermodels was calculated to be higher than that of TrajSPA.
The TrajSPAmodel performed better than the existingmodels
in terms of data usability and anonymity.

TABLE 3. Comparison of anonymization score test results by model.

1) ANONYMIZATION RESULTS
The TUL score is a test of whether the user who generated
the trajectory can be connected. Because the accuracy score
is typically an indicator of the performance of the model, it is
expressed as a value between zero and one. The closer the
value to one, the better the performance of the model; that
is, the higher the accuracy. The TUL evaluation is a test of
whether the user is well connected based on the trajectory
data. The closer the value to one, the lower the anonymity,
which indicates that if data are disclosed, the privacy of
the user who generated the trajectory data is not protected.
Therefore, the closer the score is to zero, the more difficult it
is to find users using only the generated trajectory data. This
phenomenon indicates that anonymization was performed
satisfactorily. Table 3 summarizes the test results. The rela-
tive difference from the LSTM-TrajGAN score is presented
at the right to TrajSPA scores. When five accuracy scores
(Top-1 Accuracy, Top-5 Accuracy, Macro-F1, Macro-P, and
Macro-R) were calculated, the anonymization score of the
TrajSPA model was calculated to be higher than that of
other models. This phenomenon suggests that the data in the
selected category were distorted.

TABLE 4. Comparison of spatial data usability test results.

2) SPATIAL INFORMATION RESULTS
Spatial information was evaluated based on a comparison of
the distance values of latitude and longitude of the original
trajectory data with those of the synthetic trajectory data.
The trajectory data on the coordinate plane are expressed as
a single graph that connects points representing locations.
Two graph distances can be obtained through the average
Hausdorff distance [31], [32] test. Another method is to deter-
mine the linear distance between each point in one trajectory
and evaluate it with the calculated Manhattan and Euclidean
distances. Table 4 provides a summary of the results for
evaluating spatial information, showcasing scores for both
the base model and TrajSPA. Notably, the TrajSPA model
achieved the highest score in all indicators for the Manhattan
and Euclidean methods, except for MAX in the Hausdorff
method, where it still performed significantly well.

Fig. 4 displays the data generated by the TrajSPA and
LSTM-TrajGAN models. The black dots represent the orig-
inal data, and the red dots represent the data generated by
TrajSPA. The black and red dots are displayed on (a) of Fig. 4
for comparison between the distribution of the original data
and generated data. Similarly, the blue dots represent data
generated by the LSTM-TrajGAN model, and they are dis-
played together with black dots representing the original data
on (b). The data (blue dots) generated by LSTM-TrajGAN
((b) in Fig. 4) were skewed to the right compared with the
original data (black dots). The data (red) generated by the
TrajSPA ((a) in Fig. 4) model were more consistent with
the location of the original data than the LSTM-TrajGAN.
Both models simulate the distribution of the original data
well, but the LSTM–TrajGAN replicates the original data
more clearly. Because TrajSPA was trained by transforming
point data with sensitive areas into other categories, it appears
to spread slightly from the center under the impact of data
with sensitive areas. This feature simulates places that many
people visit publicly, such as dense areas or public places.
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FIGURE 4. Plot comparing generated data and latitude and longitude of
original data with dots on the NYC map.

However, places that are far from the center or should be
protected are displayed as distinct points by widening the
dispersion.

3) TEMPORAL INFORMATION RESULTS
Temporal information was used to evaluate the similarity
between weekday and hour properties. One trajectory runs
consecutively in time from Monday to Sunday. For example,
23 o’clock on Tuesday is a consecutive number that differs
from 0 o’clock on Wednesday by 1 h. However, because
weekday and hour are stored separately as integer values of
0 to 6 and 0 to 23, respectively, combining the two properties
into one value becomes critical. By using a simple method,

the weekday value of each point is multiplied by 24, and
subsequently, it is added by the hour. Therefore, 23 o’clock
on Monday is expressed as 23, and 23 o’clock on Tuesday is
expressed as 47. Using this method, 23 o’clock on Tuesday
and 0 o’clock on Wednesday have the values of 47 and 48,
respectively. Thus, successive temporal information can be
expressed to evaluate similarity.

TABLE 5. Comparison of temporal data usability test results by model.

Table 5 presents a summary of the results of evaluating
temporal information using cosine similarity. As displayed
in this table, the LSTM-TrajGAN model has the best simi-
larity, whereas the TrajSPA was calculated with a low score.
However, with the exception of the 3% difference in the MIN
index, all models achieve more than 99% performance, and
TrajSPA exhibits comparable performance.

TABLE 6. Comparison of temporal data usability test results by model.

The trajectory showing a similarity of 94.2% in Table 5
can be confirmed in Table 6. The data in Table 6 express
Weekday and Hour of one trajectory with ID 409 among the
entire dataset. The original in the first column indicates that
the original data set was imported, and LSTM-TrajGAN and
TrajSPA denote that the trajectory information corresponding
to the ID of 409 is obtained from the route data generated
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by each model. The TrajSPA generated the Hour value at
points 1–3 as 21 and the Hour value at point 15 as 11. These
values differ considerably compared to those of the LSTM-
TrajGAN model, wherein the Hour at point 15 was changed
to 22. However, the original value of points 1–3 is 0, which
denotes midnight. The difference between 21:00 and 0:00 is
only 3 h, not 21 h. Moreover, because the original data were
sorted in ascending order based on the temporal data, the
synthetic data should be rearranged based on the Weekday
and Hour data. Trajectory 409 after sorting can be found in
the TrajSPA (sort) row in Table 6. Again, the Hour values of
more points than before sorting did not match the original
data, but the error between the points decreased.

C. DISCUSSION
From TABLE 4, it was observed that evaluating spatial data
usability, TrajSPA scored lower on one item, specifically
the Hausdorff evaluation method. This method compares
distances between all points of two graphs to obtain the
average distance from the nearest point at each location.
If one trajectory includes a large number of sensitive points,
it can significantly alter the generated trajectory. Thus, with
Hausdorff, the longer the trajectory, the greater the potential
difference. We acknowledge that longer trajectories provide
more information and increase the risk of individual identifi-
cation, making it more challenging to protect sensitive points.
In future studies on spatial data usability of long trajectories,
we will attempt to address this issue.

Regarding temporal usefulness, TrajSPA has a lower score
compared to the existing model, LSTM–TrajGAN. However,
as mentioned previously, higher similarity with the original
data leads to reduced anonymity. In the anonymity test over
time, the TrajSPA model ensures superior anonymity despite
the lower temporal usefulness score.

V. CONCLUSION
The cGAN model was adopted to generate similar trajectory
data using the trajectory dataset of Foursquare users. Further-
more, the condition was used as input data during training to
change the generated result data. The trajectory data exhibit
distinct sensitivity depending on whether the classification of
the visited place is a public facility used by many people or
a place that an individual visits for a special purpose. There-
fore, a performance comparable to the existing model can be
obtained, and anonymity can be increased by intentionally
hiding specific point information that can identify individuals
while simultaneously preserving insensitive data from which
significant statistical information can be obtained. In partic-
ular, the proposed model differs from existing models in that
it can affect the output by selecting only the desired part to
hide the sensitive locations. In Section II, we summarized
relevant studies to confirm the necessity and distinctiveness
of this research. In Section III, we discussed the methodology
of the TrajSPAmodel. We explained the preprocessing of tra-
jectory data and the structure of the model for its utilization.
Additionally, we proposed a new Loss function and explained

the principle of applying exception handling conditions to
the model. The performance of the proposed model in this
study is summarized in Section IV. We study the anonymiza-
tion, spatial usability, and temporal usability of the data to
verify the model’s performance. Barring some indicators of
anonymization and spatial usability, TrajSPA demonstrated
performance similar to or better than the base model. There
was a slight difference in temporal usability, emphasizing the
need to understand the continuity of time.

In future works, we will address certain limitations by
considering the following points. First, we will expand the
scope of data used beyond labeled data to include trajectory
data without category labels. This will enable conditional
generation of trajectory data without labels. Second, recog-
nizing that longer trajectories may contain more useful and
sensitive information, we will implement conditions during
trajectory creation to enhance data usability. Last, to improve
temporal data usability, we will focus on data preprocessing
and learning approaches that take temporal characteristics
into account. These measures will aid in overcoming the
identified limitations and enhance the overall effectiveness of
our study.
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