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ABSTRACT Detection of Tumor-Infiltrating Lymphocytes (TILs) has a high prognostic value in cancer
diagnosis due to their ability to identify and kill cancer cells. However, this task is non-trivial due to their
diverse morphology, overlapping boundaries, and presence of artifacts. Vision Transformers (ViTs) have
the ability to capture long-range relationships, but they lack local correlation in the images and require
large training datasets. In this work, we propose a Channel Boosted Hybrid Vision Transformer (CB-
HVT) to detect lymphocytes in histopathological images. The proposed network constitutes: 1) channel
generation module; 2) channel exploitation module; 3) channel merging module; 4) region-aware module;
and 5) detection and segmentation head. The proposed CB-HVT exploits the learning capacity of both
CNN and ViT-based architectures to capture lymphocytic diverse morphology. In addition, we developed a
feature fusion block to systematically and gradually merge the diverse feature maps to improve the learning
capability of the network. The attention mechanism in the fusion block retains the most contributing features.
We evaluated the effectiveness of the proposed CB-HVT on two publicly available datasets for lymphocyte
detection in histopathological images. The proposed network showed good results as compared to the
existing architectures in terms of F-Score (LYSTO: 0.88 and NuClick: 0.82). In addition, the performance
of the proposed CB-HVT on an unseen test set reveals its significance as a valuable tool for pathologists for
real-time lymphocyte detection.

INDEX TERMS Attention, channel boosting, channel generation, CNNs, feature fusion, lymphocyte
detection, transfer learning, vision transformers.

I. INTRODUCTION

Cancer is one of the deadliest diseases worldwide, causing
millions of people to die each year [1], [2]. The tumor
microenvironment (TME) contains specialized immune cells,
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known as, tumor-infiltrating lymphocytes (TILs) that play
an important role in killing the cancer cells [3]. Therefore,
these cells have a high clinical importance and are consid-
ered an important prognostic measure for cancer analysis
[4]. Several studies have revealed the importance of TILs
evaluation for the analysis of cancer progression and the
therapeutic efficacy of treatments such as chemotherapy or
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FIGURE 1. High-level pattern diversity in IHC-stained histopathological
images from LYSTO (1st row), and NuClick (2nd row) datasets. Panel A
shows normally distributed lymphocytes, panel B shows the artifact
regions and panel C shows regions with overlapping lymphocytes.
Additionally, images from panel B (Artifacts) and panel C (crowded
lymphocytes) show a high resemblance which makes lymphocyte
detection challenging.

surgery [5]. Consequently, their detection and quantification
are important to measure the extent of immune response in
patients during the cancer diagnosis [6].

However, in a clinical workflow, tissue slides are observed
manually which is very tedious, prone to errors, and may suf-
fer from inter- and intra-observer variability among patholo-
gists [7]. Therefore, an accurate automated diagnostic system
for lymphocyte detection can help pathologists perform accu-
rate cancer diagnosis and devise treatment plans [8].

However, automated lymphocyte detection poses a number
of challenges, including their complex morphology, presence
of noise, overlapping cells, unclear boundaries, and a limited
amount of pathologist-labeled datasets [9]. In addition, these
tissue samples exhibit a high level of pattern diversity espe-
cially between the regions with overlapping instances and
artifacts (Figure 1).

Recent advancements in deep learning have revolution-
ized computer vision and facilitated the development of
computer-aided diagnostic systems [10]. Convolutional Neu-
ral Network (CNN) based automated systems have been
developed for various tasks, including tumor classification
[11], nuclei segmentation [12], COVID detection [13], and
cancer analysis [14], because of their ability to learn dis-
criminant features automatically from images [15]. However,
CNNs have the limitation of focusing only on local aspects
of images, which means they fail to capture the global
perspective of images [16]. The small receptive fields of
convolution filters (usually 3 x 3 or 5 x 5) usually cap-
ture local correlations in the images but they may fail to
capture global-level information. Although many approaches
have utilized dilated convolutions, large filters, and attention
mechanisms to increase the receptive field, they still fall
short of capturing the global perspective of images [17], [18].
Therefore, CNN-based systems that solely emphasize local
patterns may demonstrate inadequate performance due to the
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presence of intricate multi-level complex patterns dispersed
globally within the medical images [19].

Recently, vision transformers (ViTs) have gained popu-
larity due to their ability to model long-range dependencies
in the images by utilizing their multi-head self-attention
mechanism and positional embeddings [20], [21], [22].
However, the poor image-related inductive bias of ViTs,
high memory consumption due to multi-head attention, and
fixed-sized image tokens may limit their performance for
medical images [23], [24], [25]. In addition, ViT-based
networks assume identical distributions for both training
and test sets, however, in medical images, varying stain-
ing techniques, data acquisition methods, and scanners
can introduce a domain shift, which may lead to poor
generalization [20], [26], [27].

Therefore, in this study, we present a hybrid approach
that leverages the benefits of both CNNs and ViTs for
histopathological images. The proposed Channel Boosted
Hybrid Vision Transformer network “CB-HVT Net” utilizes
three main modules to learn highly correlated and domain-
specific features, including a) the channel generator module,
b) the channel exploitation module, and c) the channel
merging module. In the channel generation module, we use
three different channel generators to learn diverse channels
from images, with each generator specialized in learning
different types of features. By combining the knowledge
space of all these generators, we achieve a boosted channel
space, which undergoes effective channel exploitation and
systematic channel fusion in the channel exploitation, and
the channel merging modules, respectively. Later the pro-
posed CB-HVT Net utilizes its region aware module and
detection and segmentation head to generate the final output.
In this regard, the proposed approach “CB-HVT” enables a
more reliable and efficient automated evaluation of lympho-
cytes, ultimately leading to better diagnosis and treatments
for patients. Figure 2 shows the detailed workflow of the
proposed framework.

The significant contributions of the proposed CB-HVT Net
are listed below:

o The proposed Channel Boosted Hybrid Vision Trans-
former Network “CB-HVT Net” integrates CNNs and
ViT-based channel generators using the idea of channel-
boosting. The generated diverse channels approach in
the channel generation module effectively captures both
local and global features, leading to more enriched fea-
ture representations and better learning outcomes.

o The channel merging module employs a novel fusion
block to extract highly discriminant and domain-relevant
features from multiple channel generators. This innova-
tive approach contributes significantly to enhancing the
accuracy and performance of the proposed method.

o The proposed technique has shown promising results on
benchmark datasets, thereby providing evidence of its
potential to be implemented as an effective diagnostic
tool for lymphocyte assessment in histology images.
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FIGURE 2. Overall and detailed workflow of the proposed CB-HVT Net.
The training and testing phases of the proposed approach are also
elaborated.

The remaining contents are arranged as follows: Related
works are briefly summarized in Section II. Section III
presents the methodology of the developed CB-HVT Net in
detail. We present the experimental results and discuss their
implications in Section IV. In Section V we discuss the main
findings and finally, Section VI concludes the paper.

Il. RELATED WORK

In medical diagnosis, accurate object detection is of utmost
importance for precise diagnosis and treatment. Various deep
learning architectures have been developed for this purpose,
with CNNs and transformers emerging as significant methods
for object detection. Taking advantage of their ability to
extract features from images and recognize patterns, CNNs,
and transformers have been successfully used in medical
imaging. Despite their different approaches to image data
handling, both CNNs and transformers have shown great
potential in medical image analysis.

A. CNN-BASED METHODS
A considerable amount of research has been done using
traditional image processing and machine learning-based
algorithms for cell identification and detection in digital
histopathology slides [28], [29] including region growth [30],
morphological operations [31], [32] and hand-crafted feature
analysis [33], [34]. However, recent developments in deep
learning have revolutionized the field of computer vision,
enabling algorithms to learn complex representations from
raw data [35]. As aresult, deep learning algorithms have been
applied to medical image analysis and have demonstrated the
ability to perform at levels comparable to and, in some cases,
surpassing those of human experts [12], [36], [37], [38]
Janowczyk et al. carried out a study to perform lympho-
cyte detection in histopathological images of cancer patients.
In their work, they proposed a deep learning-based technique
to classify lymphocytic and non-lymphocytic patches [39].
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Rijthoven et al. carried out lymphocyte detection in breast,
colon, and prostate immunohistochemistry cancer images
using a YOLO v3-based architecture [40]. Linder et al.
proposed a two-stage classification strategy to discriminate
lymphocytic WSIs. The first step involved the rough identi-
fication of a lymphocytic area, which was then subjected to
the second stage to obtain more accurate cell detection results
[41]. Swiderska-Chadaj et al. conducted a study to locate
lymphocytes in IHC-stained images [42]. In their work, they
analyzed the performance of several deep learning models in
different lymphocyte containing regions, including artifact,
regular, and clustered regions.

Region-based CNNs [43], [44] have shown great perfor-
mance in detecting complex objects, including lymphocytes
[45], [46]. These models exploit a smaller network as a region
proposal network (RPN) to identify the probable regions
that may contain the object [47]. These selected regions are
subsequently analyzed to determine the precise location and
nature of the object. Zhang et al. exploited Mask RCNN to
develop a unified framework for panoptic segmentation in
histology images [48]. Liu et al. carried out cell instance
segmentation by incorporating a new module in the seg-
mentation head of Mask RCNN [49]. They also proposed a
feature map combination method to integrate the local and
global level feature learning. Their findings from experiments
demonstrated that integrating this additional module into the
model enhanced the precision of cell instance segmentation.
Kutlu et al. introduced a computer-aided automated approach
that quickly identified and detected different types of WBC
in blood images [50]. Zafar et al. proposed a two-phase
approach to identify tumor-infiltrating lymphocytes (TILs)
in multiple cancer images [51]. Zhang et al. developed
a novel architecture to evaluate TILs in hematoxylin and
eosin-stained images of breast cancer [52]. Rauf et al. carried
out lymphocyte detection using deep CNN-based technique.
Their method exploited two different architectures to effec-
tively analyze lymphocytes both at cellular and tissue level in
histopathological images [9].

B. TRANSFORMER-BASED METHODS

Transformers, on the other hand, are a newer architecture
and have shown significant contributions in object detection
tasks specifically in medical imaging [53], [54]. Obeid et al.
performed nucleus detection in histopathological images
using a transformer [55]. Chen et al. employed transform-
ers for the analysis of gastric histopathological images [56].
They developed two CNN-based modules, named Global
Information Module (GIM) and Local Information Module
(LIM) for feature extraction. Additionally, they incorpo-
rated the Inception-V3 architecture to acquire multi-scale
local representations. Although ViT-based methods tackle the
limitations of CNN, poor inductive bias and high compu-
tation make them unsuitable for many real-time problems,
including medical diagnosis [57], [58]. Recently, researchers
have come up with the idea of merging both CNNs and
transformers to get the benefits of both methods [59], [60],
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[61]. In this regard, Srinivas et al., introduced BoTNet where
they modified the last three blocks of ResNet and signif-
icantly modified the ViT’s self-attention mechanism [62].
Guo et al. introduced a transformer architecture in which
they added pointwise and depthwise convolution before the
self-attention module [63]. Similarly, Chen et al, proposed
the first hybrid transformer, TransUNet by combining trans-
former and UNet for medical image segmentation [20].
Cao et al. introduced Swin-UNet in their work, in which
they exploited the Swin attention module for medical image
segmentation [64]. Gao et al. utilized UNet architecture for
medical image segmentation but replaced the last convolution
block with the transformer block to incorporate the attention
mechanism [65].

Despite their effectiveness, the above-described methods
have their limitations. A major concern is their high com-
putational complexity, which may make them impractical
for medical diagnosis in laboratories. Furthermore, some of
these methods might not be able to fully capture the relevant
information at each stage of the architecture, which could
affect their overall performance.

lll. METHOD

Automated assessment of lymphocytes in histology images
is challenging due to the complex nature of tissue represen-
tation. Such complexity often leads to a high percentage of
false positives, as well as difficulties in detecting lympho-
cytes that appear in clusters or exhibit different morphologies
[66]. To address these challenges, we have developed a
novel framework for lymphocyte assessment. The detailed
workflow of the proposed CB-HVT Net is depicted in
Figure 3. CB-HVT Net consists of five main modules, named:
a) channel generation module, b) channel exploitation mod-
ule, ¢) channel merging module, d) region-aware module, and
e) classification and detection head. Details of each module
are elaborated upon in the following sections.

A. PROPOSED CHANNEL BOOSTED HYBRID VISION
TRANSFORMER NETWORK “CB-HVT NET”

The proposed CB-HVT Net begins by employing its chan-
nel generation module to generate boosted channels for a
given input image, utilizing transfer learning to produce high-
dimensional features. These boosted channels are then passed
to the channel exploitation and channel merging modules
for channel fusion and reduction, where domain-relevant and
discriminant features are re-weighted to enhance their con-
tributions. In the region-aware module, CB-HVT Net uses a
Region Proposal Network (RPN) to extract objects containing
probable regions. Finally, the classification and detection
head generate the final output. Details of each module are
described below.

1) CHANNEL GENERATION MODULE

Given the complex patterns of medical images and high-level
pattern variations at both tissue and cellular levels, we utilized
the idea of channel boosting to generate diverse boosted
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FIGURE 3. Detailed workflow of the proposed architecture CB-HVT Net
which has five main modules. In CB-HVT Net three backbone
architectures are used which are PVT, ResNet-CBAM, and ResNet. These
backbone architectures extract useful features from the images which are
then passed to attention blocks in the channel exploitation module
where weights are assigned to the features and important features based
on higher weight are given greater priority. Channel merging module
receivers a dense feature space which is passed through the fusion block,
and it reduces the size of the feature space and only gives the most
relevant features as output.

channels. The proposed CB-HVT Net employs three het-
erogeneous architectures based on the concepts of vision
transformer, spatial and channel attention, and residual
connection to capture multi-level variations. The learned
multi-variate feature maps from each architecture are added
to attain a boosted feature space that not only captures the
global level context but also the local image representations
in the images (Eq. 1).
N
BFS = zFextractor(IMxN) (1)
i=1
where in Eq. 1, Iy;xv is the input image taken by each feature
extractor (represented as Fxrracror ), and Brs is the generated
boosted feature space.

Our channel boosting approach involves domain adaptation-
based transfer learning to extract channels from diverse archi-
tectures based on their unique learning abilities. To achieve
this, we employed two pre-trained CNN-based networks and
a transformer-based network.

115743



IEEE Access

M. L. Ali et al.: CB-HVT Net for Lymphocyte Detection in Histopathological Images

Foaml

FIGURE 4. Shrinking pyramid structure of PVT model. From the input
image, PVT extracts maximum amount of information and keeps on
reducing it, based on attention mechanism of transformers, while moving
towards the top of pyramid.
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FIGURE 5. Residual network-based channel generator which employs the
idea of residual learning to incorporate reference-based learning.
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FIGURE 6. Attention-based channel generator which employs the idea of
attention with residual connection.

For the transformer-based learner, we utilized the Pyramid
Vision Transformer (PVT) to learn long-range dependencies
and global-level contextual information [67]. In PVT, a group
of convolutional layers initially processes the input image to
extract low-level features. Then, the multi-scale transformer
module processes these features to extract relevant informa-
tion at different scales. The output of the transformer is then
passed through a set of fully connected layers to produce the
final output. The shrinking pyramid-like structure of PVT is
shown in Figure 4.

The second channel generator in the CB-HVT Net is a
pre-trained 50-layered Residual Network (ResNet-50), which
has demonstrated excellent performance in various medical
image tasks (Figure 5) [68]. The main idea behind the residual
connection is to enable the network to obtain the residual
relationship between the input and output of a layer instead
of directly learning the underlying mapping (Eq. 2). It utilizes
residual connections to enable reference-based learning and
solve the problem of dead neurons.

Output = Input + F (Input) 2

In Eq. 2, the input is denoted by “Input”’, while “F”
represents the residual function. The output of the residual
block is computed by adding the input and the output of the
residual function, which helps to create a shortcut connection
between the input and output.
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FIGURE 7. Feature merging block used to merge the output of channel
generators. The idea of bottleneck is employed in this merging block to
obtain the most relevant features as output.

Moreover, to capture class-specific features at both
the channel and spatial levels, attention-based ResNet is
employed. The architecture of the attention-based Channel
Generator is shown in Figure 6. Egs. 3 and 4 illustrate the
concept of spatial and channel attention, respectively.

F'=Mc (F)®F) 3
F// _ MS (F/) ®F/) (4)

here, the symbol ® denotes element-wise multiplication,
while Mg(F) and M.(F) represent spatial attention and
channel attention, respectively. The input feature map is rep-
resented by F. To refine the feature map, we perform an
element-wise multiplication between the channel attention
and the input feature map, resulting in a refined feature
map F’. This refined feature map is then used in another
element-wise multiplication with the spatial attention, result-
ing in the refined output feature map F”’. This process helps
to enhance the feature map representation and improve the
model’s performance.

The utilization of these three diverse channel generators in
HVT-CB Net resulted in the creation of a diverse and boosted
feature space, which improves the ability to discriminate and
identify objects with distinct boundaries, variable sizes, and
shapes.

2) CHANNEL EXPLOITATION MODULE

The learned diverse and boosted channels from the channel
generation module are exploited in the channel exploitation
module to figure out the domain-relevant channels (Eq. 5).
The boosted feature maps from diverse learners are analyzed
using the attention mechanism (Egs. 3 and 4) to allow the
network to focus on the most relevant channels while ignoring
the ones with redundant information.

Rps = CEmodule(BFS) (5)

In Eq. 5, CE ip4ule s the channel exploitation module that
takes Brs) as input and generates a refined feature space,
expressed by RFrs.

3) CHANNEL MERGING MODULE

The proposed CB-HVT Net employs a novel feature merg-
ing block to systematically reduce the channel dimension
while retaining the most relevant features from the aggre-
gated feature space. This block improves the accuracy and
representation capacity of the proposed approach. Figure 7
illustrates the design of this feature merging block, which
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applies several sets of transformations, such as 3 x 3 and
1 x 1 convolutions, to the outputs of various channel genera-
tors. Additionally, a feature pyramid network is also utilized
in this module to extract feature maps at multiple levels
of abstraction. This enables the model to capture high-level
morphological and textural variations in lymphocytes. The
channel merging module is expressed mathematically in
Eq. 6.

Mps = FPN(FB (RFs)) Q)

where, FB is the fusion block, and Mg is the merged feature
space, output of the channel merger module.

4) REGION AWARE MODULE

The region-aware module of the proposed CB-HVT employs
a Region Proposal Network (RPN) to identify probable
regions that may contain lymphocytes. The selected region
proposals are then passed to the ROI Align layer, which
resizes all the feature maps to align them with their respec-
tive proposal region. It utilizes bilinear interpolation for the
accurate sampling of fixed-size feature maps without com-
promising the spatial resolution of the original feature maps.

5) DETECTION AND SEGMENTATION HEAD

These fixed-sized feature maps are fed to the detection and
segmentation head to detect and localize the lymphocytes
[69]. The detection head produces a set of bounding boxes for
possible lymphocytic objects and their corresponding object-
ness scores, whereas the segmentation head produces a binary
mask for each lymphocyte, indicating its precise location in
the image.

B. ERROR FUNCTION OF THE PROPOSED CB-HVT NET
The error function of the proposed approach is a combined
loss for each of its detection and segmentation heads, given
in Eq. 7, where L is the Cross-Entropy Loss, Ly is L1 Loss,
and Lp is the Binary Cross Entropy Loss.

Lep—pvi =Lc + L + Lp @)

The detection head employs two loss functions, the
Cross-Entropy and L1 loss for the prediction of the bounding
box and class label, respectively (Eq. 8 and Eq. 9). The
segmentation head of the proposed CB-HVT Net is the Binary
Cross Entropy loss to predict the binary mask for each object
in the image (Eq. 10).

Le = —log(p_jly_j) ®)
SUM|t; — i
L - %) )
—1
Ly = —  sum (vj *log (pj) + (1 — ;) *log (1—p)))
(10)

The cross-entropy loss and L1 loss are represented in Eqgs. (8
& 9), p_j in Eq. 8 is the likelihood. j is the anchor and y is
the actual and predicted class labels. In Eq. 9 #; is the actual
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TABLE 1. Details of LYSTO and NuClick datasets are presented below.

Dataset LYSTO dataset NuClick dataset
details
Image size 267 x 267 pixels 256x256 pixels
Staining Immunohistochemistry ~ Immunohistochemistry
Train set 9000 471
Val.set 3000 99
Testset 3000 300

bounding box coordinates of the j;; anchor while #*_j is the
predicted bounding box coordinate. In Eq.10, y; is the true
label and p; is the probability of the predicted class.

C. COMPARATIVE STUDY WITH EXISTING METHODS

For a fair comparison, we compared our proposed CB-HVT
Net with other existing models for lymphocyte assessment.
In this regard, we selected MaskRCNN as the state-of-the-art
two-stage detector, YOLO and SC-Net as the latest single-
stage detectors, and Unet as a semantic segmentation model.
We evaluated our proposed CB-HVT Net against these exist-
ing models on the test sets of the LYSTO and NuClick
datasets to determine its effectiveness.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. DATASETS

In this study, we utilized two datasets for the training of
the proposed method and three datasets for the testing of
the proposed “CB-HVT Net”. Training sets included image
samples from the LYSTO and the NuClick datasets, and
for testing we utilized test sets of LYSTO, NuClick and
LYON datasets. The LYSTO dataset was released by the
Lymphocyte Assessment and Hackathon (LYSTO) challenge
organizers [70]. It consists of 43 patients for breast colon and
prostate cancer and released a total of 20k images. Among
these, we selected 19 patients for training, 9 patients for
validation, and 6 patients for testing. In contrast, the NuClick
dataset was introduced by Koohbanani et al. and contained
871 images from 440 WSIs [71]. Keeping in consideration,
the slide number we selected 471 images for training, 99 for
validation, and 300 for testing of our model. The datasets
were divided based on the WSIs count for different types of
cancers. The training and testing sets were prepared to mimic
the real-time diagnosis and to avoid the tissue slide mixing
across the patient ID. Details of these datasets are depicted in
Table 1.

B. TRAINING AND IMPLEMENTATION DETAILS

All the experiments of this work were conducted on an
NVIDIA GTX machine with 1070 GPU and 8GB of memory,
using an open-source PyTorch. Moreover, an open-source
toolbox OpenMMLab was employed for the implementation
of all the proposed and comparative models. The rest of the
libraries and their versions are listed in Table 2, whereas
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TABLE 2. The details of libraries and their version.

Libraries Versions
Pytorch 1.12.1
Numpy 1.23.1

O pencv-python 4.6.0.66
CUDA version 11.8

TABLE 3. Details of the selected hyperparameters for the proposed and
comparative models.

Configuration Value
Epochs 30
Learning Rate 0.0025
Weight Decay 0.0001
Momentum 0.9
Optimizer SGD
Batch size 4

Table 3 lists the hyper-parameters for all the models. These
hyper-parameters were optimized using the validation set.

C. PERFORMANCE METRICS

F-Score and recall were used as the performance metrics to
analyze the performance of the proposed model and the com-
parison models. The F-Score, which is the harmonic mean
of precision and recall, is an unbiased and reliable measure,
to evaluate the representation learning ability of the model
especially when the data is imbalanced. The model’s Recall
indicates its ability to reliably identify true predictions. The
formulas for F-Score and recall are shown in Eq. 11 and Eq.
12, respectively.

2 (Precision * Recall)

F — score = — (11)
Precision + Recall

TruePositive
Recall = — - (12)
(True Positive + False Negative)

D. QUANTITATIVE RESULTS OF THE PROPOSED CB-HVT
NET COMPARED TO THE EXISTING ARCHITECTURES

The quantitative results of the proposed CB-HVT Net and
the comparative models are shown in Table 4. These models
are evaluated based on F-Score and recall. The proposed
CB-HVT Net outperformed Mask RCNN, SC-Net, and
YOLO with an F-Score of 0.88 and 0.82 on LYSTO and
NuClick datasets, respectively. In terms of recall, SC-Net
performed well on the LYSTO dataset as compared to Mask
RCNN and YOLO, whereas YOLO showed an improved
recall when evaluated on the NuClick dataset. The results are
presented in Table 4.

E. QUALITATIVE RESULTS OF THE PROPOSED CB-HVT NET
To further understand the effectiveness of the proposed CB-
HVT Net, a qualitative analysis was conducted in addition
to the quantitative evaluation. The outcomes of our model
while evaluating lymphocytes in the LYSTO and NuClick
datasets are shown in Figure 8. The findings clearly show
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TABLE 4. Comparison of the proposed CB-HVNet on LYSTO and NuClick
with state-of-the-art models.

Technique LYSTO NuClick
F-Score Recall F-Score Recall
Proposed CB- 0.88 0.93 0.82 0.99
HVT Net
Mask-RCNN 0.80 0.73 0.78 0.67
SC-Net 0.85 0.82 0.80 0.84
YOLO 0.80 0.69 0.76 0.86

Original Image

Original Image

Ou(plll Image Ou(plu Image

FIGURE 8. Results of the proposed CB-HVT Net on LYSTO and NuCl|ck
datasets (Legend: green: TP, red: FP, yellow: FN).

that our proposed CB-HVT Net performs better not only in
terms of quantitative evaluation but also in terms of visual
interpretation.

F. ABLATION STUDY

We carried out extensive experiments to assess the efficacy of
our proposed architecture design. Specifically, we performed
various experiments to identify the optimal combination of
channel generators in the channel generation module and
the fusion block in the channel merging module. Different
configurations of these models are referred to as comparison
models 1-6.

1) CHANNEL GENERATION MODULE

This section describes the channel generation module, which
consists of several channel generators used to generate
boosted channels. We experimented with different combina-
tions of architectures to identify the best-performing model.
Specifically, we employed ResNet50, ResNet50 with CBAM,
Autoencoder, and PVT backbone, with various combinations.
Table 5 summarizes the different architecture combinations
used for channel generation.

2) CHANNEL MERGING MODULE

Experiments with different combinations of fusion blocks
are done to identify the most optimal method for merging
the generated diverse boosted channels. Table 6 presents the
architecture of these channel mergers, and Table 7 reports
their results in terms of F-Score and recall. The results
presented in Table 7 are all self-implemented models that
have different channel generation and merging blocks and
were used to compare the results with the proposed CB-HVT
Net. Results show that the combination of Channel Merger-6
with Channel Generator-6 performed better than the other

VOLUME 11, 2023



M. L. Ali et al.: CB-HVT Net for Lymphocyte Detection in Histopathological Images

IEEE Access

TABLE 5. Architectural details for different channel generators.

Model Description
ResNet, PVT

ResNet-50, ResNet-CBAM, PVT,

Channel Generator-1
Channel Generator-2
Convolutional Autoencoder

Channel Generator-3 ResNet-50, ResNet-CBAM, ConvAutoencoder

ResNet-50, ResNet-CBAM, PVT, ResNet-101
ResNet-50, ResNet-CBAM, ResNext, ResNet-
101
ResNet-CBAM, ResNext

Channel Generator-4

Channel Generator-5

Channel Generator-6

TABLE 6. Architectural details of several fusion blocks utilized in the
feature merger module.

Model Fusion Block Architectures
Channel 5x5 conv, Batch Norm, ReLU, 3x3 conv, Batch
Merger-1 Norm, ReLU, 1x1 conv, BatchNorm, ReLU,

Pooling
Channel 5x5 conv, Batch Norm, ReLU, 3x3 conv, Batch
Merger-2 Norm, ReLU, 1x1 conv, BatchNorm, ReLU,
Pooling
Channel 5x5 conv, Batch Norm, ReLU, 3x3 conv, Batch
Merger-3 Norm, ReLU, 1x1 conv, BatchNorm, ReLU,
Pooling
Channel 7x7 conv, Batch Norm, ReLU, 5x5 conv, Batch
Merger-4 Norm, ReLU, 1x1 conv, Batch Norm, ReL U,
Pooling
Channel 3x3 conv, Batch Norm, ReLU, 3x3 conv, Batch
Merger-5 Norm, ReLU, 1x1 conv, BatchNorm, ReLU,
Pooling
Channel 5x5 conv, Batch Norm, ReLU, 3x3 conv, Batch
Merger-6 Norm, ReLU, 1x1 conv, BatchNorm, ReLU,

Pooling

TABLE 7. Comparison of various settings for the proposed “CB-HVT Net.”

Backbone LYSTO NuClick
F-Score  Recall ~ F-Score  Recall
Comparison Model-1 86.60 92.12 85.00 99.78
(Ch. Gen-1+Ch. M-1)

Comparison Model-2 86.54 91.35 83.48 99.89
(Ch.Gen-2+Ch. M-2)

Comparison Model-3 82.54 89.25 81.72 98.05
(Ch. Gen-3+Ch. M-3)

Comparison Model-4 85.45 90.11 80.65 99.43
(Ch. Gen4+Ch. M-4)

Comparison Model-5 87.54 91.12 80.49 99.64
(Ch.Gen-5+Ch. M-5)

Comparison Model-6 88.19 93.56 82.14 99.64
(Ch. Gen-6+Ch. M-6)

combinations, but the proposed CB-HVT Net performed
better in comparison with all six in-house built comparison
architectures.

3) GENERALIZATION ANALYSIS

We also evaluated the performance of our proposed CB-HVT
Net on an unseen test set, which was released as part of
the LYON’19 challenge. We tested the performance of our
proposed model on the LYON dataset as a supplementary
study as the challenge organizers did not provide any training
set for the test images. However, we were able to evaluate our
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pre-trained model on the provided 441 ROI images. While
the test labels were kept hidden by the challenge organizers,
we obtained the results from the leaderboard. The results
indicate that the proposed CB-HVT Net achieved an F-Score
of 0.70 and arecall of 0.64 in identifying lymphocytes in these
images (Figures 7 and 8).

V. DISCUSSION

In this work, we have developed a deep learning-based
approach “CB-HVT Net” to identify lymphocytes in
multi-cancer histopathological images. Automated lympho-
cyte detection can assist physicians and reduce their burden
while counting lymphocytes manually and performing dis-
ease diagnosis.

The proposed CB-HVT Net is developed as a hybrid
model by utilizing both CNNs and ViTs as feature extractors.
Exploitation of the idea of channel boosting in the proposed
approach helped in dealing with the heterogeneous morphol-
ogy of lymphocytes.

This study also demonstrates that by combining the learn-
ing capabilities of diverse architectures we can achieve a
boosted and diverse feature space that can deal with the diver-
sity at both tissue and cellular levels. In addition, utilization
of the proposed novel feature fusion block retained the most
relevant features by re-weighting the feature maps using the
spatial and channel attention mechanisms.

Deep learning models require large amounts of train-
ing data and medical images often face the issue of the
unavailability of pathologist labeled datasets. In this work,
we utilized domain adaptation-based transfer learning by
fine-tuning the pre-trained feature extractors. This approach
implies that deep models trained on other domains can be
transferred to medical images with some fine tuning.

The study further demonstrates that by employing FPN
and RPN lymphocytes can be effectively captured even in the
presence of regions with artifacts and the issue of clustered
lymphocytes can be tackled. The generalization capacity of
the proposed CB-HVT Net was evaluated on an unseen test
set where it demonstrated notable performance. Additionally,
the better performance of the developed model as compared
to other existing architectures shows its significance as an
assistance tool for pathologists. The proposed CB-HVT Net
still has some margin for improvement. In the future, more
optimal configurations of the feature extractors and the merg-
ing strategy can be found by extensive experimentation with
different deep fusion block combinations. Such efforts would
enhance the performance of the model and increase its appli-
cability in medical image analysis.

VI. CONCLUSION

Accurate and automated lymphocyte assessment plays an
important role in cancer analysis, offering significant prog-
nostic value. Due to varied appearance of lymphocytes,
unavailability of pathologist labeled datasets, presence of
artifacts and the clustered presence of lymphocytes, its detec-
tion is very challenging. In this work, a Channel Boosted
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Hybrid Vision Transformer “CB-HVT” is proposed to iden-
tify lymphocytes in IHC-stained histology images. In the
proposed approach, channel generation, channel exploitation,
and channel merging modules are utilized to increase the
model’s representation learning ability. The channel gener-
ator module of the proposed CB-HVT Net exploits both
CNN-based and transformer-based architectures to gener-
ate informative channels, enabling robust feature extraction.
These channels are then systematically merged and fused
using a novel channel merging branch, facilitating the inte-
gration of the most domain-relevant feature maps.

The proposed CB-HVT Net detected lymphocytes even
in the existence of significant intra-class resemblance,
occlusion, and artifacts due to the flaws in the lens and
blurring effects. The proposed technique also employed a
region-aware module to initially identify the probable lym-
phocytic regions, which were later processed by the detection
and segmentation head to detect lymphocytes. We evaluated
the performance of CB-HVT Net by comparing it with
various state-of-the-art architectures. The results indicate that
the proposed approach outperforms other existing models in
terms of F-Score and recall. The superior performance of the
CB-HVT Net is attributed to its effective channel generation
and merging techniques, as well as its utilization of channel
boosting and transfer learning. The proposed CB-HVT Net
holds great potential for enhancing the efficacy and accuracy
of cancer diagnosis and treatment planning by providing
pathologists with an assistance tool that can act as a second
opinion.
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