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ABSTRACT This paper compares various performance metrics of the conventional direct digital frequency
synthesis (DDFS) with DDFS introducing the quarter method, which is most commonly used among
ROM-based DDFS. The evaluation is implemented at the register-transfer level (RTL) in the low-power
and general-purpose 65 nm CMOS technologies, and 180 nm CMOS technology. We have observed that
phase-to-amplitude converter (PAC) becomes a key building block that mainly determines the performance
of DDFS. At a 12-bit resolution, the PAC of the conventional DDFS occupies about 97% of the total cell
area and accounts for approximately 83% of the total power consumption. On the other hand, the PAC of
DDFS with the quarter method applied occupies about 80% of the total cell area and uses about 45% of
the total power consumption. In addition, because the quarter method requires additional decoding logic to
map the phase to the corresponding amplitude, this method has area and power consumption disadvantages
at relatively small resolution targets below 10-bit. However, at relatively high-resolution targets beyond
11-bit, the quarter method has significant benefits in terms of various performance metrics (e.g., area, power
consumption, and speed). Then, the quarter method has advantages at resolutions exceeding 7 bits based on
figure of merit (FoM). Based on FoM, a similar pattern is evaluated despite changing the CMOS technology.
As a result, the quarter method is the crucial structure in DDFS architecture. The designed DDFS is verified
in implementation results using a field programmable gate array (FPGA) in 65 nm CMOS technology.

INDEX TERMS Direct digital frequency synthesis, ROM-based direct digital frequency synthesis, quarter
method, benchmark.

I. INTRODUCTION
The scaling down of technology significantly contributes to
reducing both power consumption and silicon area require-
ments. Specifically, digital integrated circuits enhance the
operating speed, thus triggering more research opportunities
in the field of high-performance processor systems (e.g.,
hardware accelerators, in-memory computing, and edge
computing engines). Also, a design strategy that is robust to
process, voltage, and temperature (PVT) variations is highly
desired, and a methodology that reduces some analog circuits
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and adopts more digital circuits has become a preferred
solution.

Direct digital frequency synthesis (DDFS), which is used
as a frequency synthesizer, has an appropriate structure for the
scaling-down of technology, as a significant part including
the core driving block is in the digital domain. Additionally,
DDFS has the advantages of frequency switching and good
accuracy, because, unlike a phase-looked loop (PLL) inwhich
the reference frequency is stabilized through a feedback
loop, the output frequency is immediately converted, and the
accuracy of DDFS is mainly determined by the resolution that
is easy to manipulate [1], [2]. Therefore, DDFS is adopted in
high-performance applications [3], [4], [5], [6].
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There have been multiple studies of DDFS to highlight the
structural benefits. Various approaches have utilized a digital-
to-analog converter (DAC) [7], [8], [9], [10], [11], [12], [13]
as well as a phase-to-amplitude converter (PAC). Specifically,
ROM-based DDFS, which uses ROM as a look-up table
(LUT) to store all phase and amplitude data of the sine
waveform, has been greatly improved in studies involving
the use of PACs. Although ROM-based DDFS has been
adopted due to its simple structure, this type of DDFS has
a significant limit due to the size of the LUT. Also, a large
size of the LUT results in significant power consumption.
Therefore, various approaches using mathematical methods
(e.g., trigonometric function and polynomial approximation)
have been introduced to reduce the size of the LUT [14], [15],
[16], [17], [18], [19], [20]. In another case, an angular rotation
based method that utilizes the CORDIC (coordinate rotation
digital computer) algorithm is introduced to realize a high
spurious-free dynamic range (SFDR) [21], [22], [23], [24],
[25], [26].

Circuit designs without guidelines are challenging and
time-consuming. In particular, circuit designers have diffi-
culty determining the power consumption, area, and speeds.
In detail, the heat generated due to high power consumption
can trigger unwanted side effects, as one characteristic
of a MOSFET is its dependency on the temperature
[27]. Active area limits can be another issue. Also, the
priorities of the performance metrics can differ depending
on the purpose of the system. Accordingly, benchmark is
required because this can provide designers the guidelines
that quantitatively take into account specifications and
constraints.

The main contribution of this brief is to benchmark
the performance of DDFS in a wide range by comparing the
conventional architecture with an architecture that applies the
quarter method, which is commonly used as a ROM-based
DDFS architecture. In other words, this research provides
benchmarks through a quantitative analysis of the area, power
consumption, and speeds. To definitely compare the benefits
of DDFS with the quarter method applied, the figure of merit
(FoM) is introduced. The performance metrics are evaluated
at the register-transfer level (RTL) based on the 65 nmCMOS
technology. We also check the physical design level and
verify the implementation results using a field programmable
gate array (FPGA).

The rest of the paper is organized as follows. The
conventional DDFS and DDFS with the quarter method
applied are summarized in Section II. Section III analyzes
the cell area, power consumption, time constraints, and
FoM according to the resolution on the conventional
DDFS and DDFS with the quarter method applied, and
compares performance metrics between the two described
DDFS architectures. Section IV verifies the design and
the evaluation of the conventional DDFS and DDFS with
the quarter method applied, followed by the conclusion in
Section V.

FIGURE 1. Architecture of the conventional DDFS.

FIGURE 2. Architecture of DDFS with the quarter method applied.

II. DIRECT DIGITAL FREQUENCY SYNTHESIS
A. CONVENTIONAL DDFS
The architecture of DDFS as proposed by Tierney et al.
[28] (shown in Fig. 1) consists of a phase accumulator
(PA), PAC, and DAC, where n is the phase resolution and
l is the amplitude resolution. The conventional DDFS can
be divided into two parts: a digital part consisting of PA
and PAC, and an analog part consisting of DAC. First, the
PA serves to accumulate the phase by means of frequency
tuning word (FTW) units and generates the n-bit phase.
Next, the PAC is used to translate appropriately the phase
to the corresponding amplitude on the sine waveform and to
generate the l-bit amplitude. The DAC is employed to change
the output of the digital block to an analog sine waveform.
The converted sine waveform frequency can be formulated
as

fOUT =
FTW × fCLK

2n
, (1)

where fOUT is the output frequency, and fCLK is clock
frequency [29]. The output frequency can be bounded as

0 ≤ fOUT ≤
fCLK
2

. (2)
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FIGURE 3. Waveform-restoring sequence in the quarter method.

The output frequency is limited by half of the clock
frequency due to the discrete-time characteristics of the
DDFS [30].

The PAC adopted from the ROM-based DDFS memorizes
all relevant phase and amplitude pairs of a full-cycle sine
waveform. The number of the phase and amplitude pairs
increases when increasing the resolution of the phase and
amplitude. Therefore, the PAC strongly depends on the
resolutions of the phase and amplitude. The size of the LUT
is mathematically determined by the resolutions of phase and
amplitude, and the phase and amplitude resolutions regulate
the size of the LUT in different manners. In the case of
the phase resolution, increase of one bit resolution generates
exponential changes on the size of the LUT, specifically
doubling per bit. However, increase of one bit amplitude
resolution generates linear changes on the size of the LUT.
Therefore, especially in terms of the area, the exponential
increase of the size due to the phase resolution becomes a
large burden. To mitigate the challenge, the quarter method,
which is implemented with simple digital decoding logic,
is widely applied to the ROM-based DDFS architecture [13],
[14], [15], [16], [17], [18].

B. QUARTER METHOD
The quarter method is a quite effective ROM-based DDFS
architecture that reduces the LUT size by a quarter, using the
characteristics of the sinusoidal waveform (e.g., symmetry
and periodicity) [22]. As shown in Fig. 2, DDFS with the
quarter method applied consists of PA, PAC, DAC, and
the additional logic. The PA and DAC have the same role
and structure as the conventional DDFS. Different from the
conventional DDFS, the PAC only stores the phase and
amplitude pairs corresponding to a quarter cycle of the sine
wave. Accordingly, the additional logic is utilized to decode
the reduced the LUT.

The waveform-restoring sequence is implemented by
flipping the first quadrant of the sine waveform vertically
or horizontally, as shown in Fig. 3. In other words, the
waveform-restoring sequence is closely related to the reading
order of the LUT. The second quadrant is reconstructed
by reading backward, the third quadrant is reconstructed
by reading forward before flipping the amplitude, and the
fourth quadrant is reconstructed by reading backward before
flipping the amplitude. The flipping process is performed by

FIGURE 4. Architectures of the PAC on the conventional DDFS and DDFS
with the quarter method applied.

FIGURE 5. Cell area ratio of the PAC.

FIGURE 6. Proportion of the PAC cell area.

the complementer. As a result, DDFSwith the quarter method
applied has a significant advantage on the size of the LUT
without any functional constraints.

A phase region detector (PRD) is employed to resolve
the data size discrepancy between the PA and the PAC.
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FIGURE 7. (a) Cell area, and (b) cell area ratio of the conventional DDFS and DDFS with the quarter method applied.

FIGURE 8. Distribution of (a) the cell area, and (b) the power consumption.

The PRD generates an indicator (referred to in Fig. 2 as a
quadrant indicator) that signals which part corresponds to
the point where the sine wave is equally divided into four
parts. The quadrant indicator is made by using the 2-bit
most-significant bits (MSB). Also, the PRD manipulates the
phase to reconstruct appropriately by using the quadrant
indicator, and it is implemented by flipping the phase on
the second and fourth parts divided. To reconstruct the sine
waveform, a complementer flips the amplitude by using the
quadrant indicator when the quadrant indicator represents
the third and fourth parts. The flipping process in the
PRD and the complementer is performed by a bitwise not
operator.

III. ANALYSIS
We analyze the constraints and advantages of DDFS with the
quarter method applied in terms of performance metrics in

this section. Additionally, we target the amplitude resolution
region from 7 bits to 15 bits, a commonly used [1], [2], [3],
[4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16].
The evaluation is performed at the RTL based on the low-
power 65 nm CMOS technology.

A. CELL AREA
The digital design starts with a standard cell library. Thus,
the cell area derives the overall area. Fig. 4 presents the
architecture of the PAC block. Both the conventional DDFS
and DDFS with the quarter method applied consist of a PAC
controller and a LUT. The PAC controller serves to access
the LUT appropriately. Also, the area of the LUT for DDFS
with the quarter method applied is just a quarter compared to
that of the conventional DDFS. On the other hand, it is hard
to figure out the size of the PAC controller, unlike the size
of the LUT. Accordingly, the area of the PAC controller is
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FIGURE 9. The power consumption proportion of the sub-blocks on (a) the conventional DDFS, and (b) DDFS with the quarter method applied.

FIGURE 10. (a) Power consumption, and (b) power consumption ratio of the conventional DDFS and DDFS with the quarter method applied.

indirectly estimated using the cell area ratio of the PAC block.
In Fig. 5, the cell area of the PAC of the conventional DDFS is
comparedwith that of DDFSwith the quarter method applied.
The cell area ratio of PAC is over 50% at the 7-bit resolution,
and the ideal area ratio of the LUT is 25%. In other words,
the cell area ratio of PAC controller of the conventional DDFS
andDDFSwith the quarter method applied is over 75%. Also,
the cell area ratio of PAC controller is maintained because
the size of the PAC controllers of the conventional DDFS
and DDFS with the quarter method applied depends only on
the phase resolution. The cell area ratio of the PAC block is
not reduced by a quarter, though the ratio becomes closer to
25% as the resolution increases. Therefore, below the 7-bit
resolution, the PAC controller is the dominant block in the
PAC. Conversely, at a relatively high-resolution above 8-bit,
the cell area ratio is under 50%, indicating that the area of the
LUT is dominant. Therefore, as the resolution increases, the
area of the LUT becomes a constraint in the PAC block.

Fig. 6 presents the proportion of the PAC cell area within
the area of the entire block. Here, the PAC area on the
conventional DDFS always exceeds 50%. Also, the PAC area
of DDFS with the quarter method applied is above 50% at
a relatively high resolution (9 bits or more). Accordingly,
we can consider the phase resolution generates the area
changes, although not only the phase and the amplitude
resolution are swept simultaneously but also the sub-blocks
of theDDFS have the different relationship between the phase
and amplitude resolution.

Fig. 7(a) and (b) represent the special case of Fig. 8(a),
which is introduced to estimate the overall area changes
according to the phase and amplitude resolution. As shown
in Fig. 8(a), a wide range of the cell area distribution
is evaluated, when considering the phase and amplitude
resolutions. First of all, we discuss the overall changes by
analyzing the special case for both the phase and amplitude
resolutions before considering each resolution. In Fig. 7(b),
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FIGURE 11. Timing constraint paths of DDFS architectures.

TABLE 1. Maximum timing constraints.

the area ratio of the conventional DDFS and DDFS with the
quarter method applied becomes closer to 25%, which is the
ratio of the LUT size. Thus, the PAC becomes a dominant
block out of the total block, and the size of the PAC becomes
a limit in the total block according to increase of the phase
and amplitude resolution.

Fig. 7(a) and (b) compare the cell area of the conven-
tional DDFS and DDFS with the quarter method applied.
As shown in Fig. 7(a), the cell area of both architectures
increase exponentially, as the phase and amplitude resolution
increases. For example, DDFS with the quarter method
applied at the phase and amplitude resolution of 15-bit shows
a reduced area by about 70% compared to the conventional
DDFS. Moreover, the cell area difference between the
conventional DDFS and the DDFS with the quarter method
applied increases gradually above an 8-bit resolution of the
phase and amplitude, and the crossing point is between
the 7-bit and 8-bit phase and amplitude resolution. As a
result, the conventional DDFS has an advantage below the

7-bit resolution of the phase and amplitude. Conversely, the
conventional DDFS has a disadvantage when the phase and
amplitude resolution exceed 8-bit.

The changes of the amplitude resolution result in the linear
change on the area, as shown in Fig. 8(a). On the contrary,
the changes of the phase resolution result in the exponential
change on the area. The crossing line means the intersection
point group in Fig. 8(a) between the conventional DDFS and
DDFSwith the quarter method applied. The crossing line also
represents which DDFS architectures have an area advantage
of the corresponding resolution. When comparing the case of
sweeping both phase and amplitude resolution to the case
of sweeping each resolution, the overall changes on area is
similar to the changes sweeping the only phase resolution.
Therefore, the phase resolution accounts for the significant
portion of the overall changes of the area. Also, excluding
the small region which is divided to the crossing line, DDFS
with the quarter method applied has advantages on area at
every region that is mostly used.
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B. POWER CONSUMPTION
In the case of the higher voltage, we can get the considerable
power consumption difference between the comparative
group. Accordingly, we need to utilize the higher voltage
for comparison. The analysis of the power consumption by
digital circuits includes the best and worst conditions. In the
best condition, the supply voltage is set at 1.1 V, which is 10%
higher than the nominal supply voltage, and the temperature
is maintained at −40 ◦C. Conversely, the worst condition
features a supply voltage of 0.9 V and a temperature of
125 ◦C. Thus, we employ the best condition due to evaluating
the notable results. In other words, we apply a 1.1 V supply
voltage to evaluate. Also, in the same manner as the area
analysis, we first track the overall changes by sweeping both
phase and amplitude resolutions.

Fig. 9 compares the power consumption of the sub-blocks
of DDFS, where BUF is the buffer utilized to match the
appropriate timing between the inputs, PAConv. and PACConv.
are respectively the power consumption of the PA and PAC
of the conventional DDFS, and PAQuarter and PACQuarter are
respectively the power consumption of the PA and PAC on
DDFS with the quarter method applied. In digital integrated
circuits, the power consumption is mainly estimated from
the number of the digital logics, and the area increases in
proportion to the number of digital logics. Therefore, the
PAC blocks similarly account for the largest portion of the
total power consumption. However, there is only a slight
difference between the PAC blocks and the other sub-blocks
at relatively low phase and amplitude resolutions. In the
case of the conventional DDFS, although the difference
between PAC and sub-blocks goes exponentially high as
the resolution increases, there is only slight difference,
0.25% at 7-bit resolution. Similarly, in the case of the
quarter method, the difference increases as the phase and
amplitude resolution increases, PACQuarter accounts for less
than 50% below the 13-bit phase and amplitude resolution.
Therefore, the area changes are not fully reflected in the
power consumption changes, although the power changes
stem from the area changes.

The specifications are represented in Fig. 10(a) and (b).
The power consumption of both the conventional DDFS
and DDFS with the quarter method applied also increase
exponentially, as the phase and amplitude resolution increase.
In Fig. 10(b), DDFS with the quarter method applied has an
advantage of about 70% at the 15-bit phase and amplitude
resolution, whereas, DDFS with the quarter method applied
has a disadvantage of about 67% at the 7-bit phase and
amplitude resolution. Furthermore, the conventional DDFS
has benefits below 10 bits resolution. Conversely, the
conventional DDFS has a disadvantage above the 11-bit
phase and amplitude resolution. As a result, different with
the area metric, the power consumption of the sub-blocks
have the higher default value, though the power consumption
have a lower sensitivity to the phase and amplitude resolution.
Accordingly, the crossing point exists in the higher phase and
amplitude resolution comparing to the area.

FIGURE 12. FoM of the conventional DDFS and DDFS with the quarter
method applied on the CMOS technologies.

FIGURE 13. FoM ratio of the conventional DDFS and DDFS with the
quarter method applied on the CMOS technologies.

The changes of the amplitude resolution, likewise, result
in the linear change on the power consumption, as shown in
Fig. 8(b). On the contrary, the changes of the phase resolution
results in the exponential change on the power consumption.
For the same reason with the area, the overall changes of the
power consumption mainly depend on the phase resolution.
Based on the characteristic of the power consumption
changes, the crossing line, the intersection point between the
power consumption of the conventional DDFS and DDFS
with the quarter method applied, is spread more widely when
comparing with the crossing line of the area.

C. TIMING CONSTRAINT
The depth of the combinational logic has deepened with
the development of integrated circuits, and the maximum
combinational logic has become the most burdensome factor
when designing digital integrated circuits for the higher
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throughput [31]. In other words, the timing constraints from
the register to register, which consist of the combinational
logics, are the important factor in determining the operating
speed. Therefore, here we discuss the combinational logics,
not the sequential logics. The results below are evaluated at
a 100 MHz clock frequency with a 50% duty cycle. Also,
the other conditions (e.g., input delay, output delay, clock
uncertainty, transition, and latency) are fixed for the precise
comparison.

Fig. 11 show the main timing constraints of the conven-
tional DDFS and DDFS with the quarter method applied, and
each timing constraint, expressed as t, includes seqeuntial
logics or combinational logics. In Fig. 11, the following
terms are employed: BUF indicates buffer, COM represent
the complementer. Both architectures have the same PAC
structures, the only difference is the size of the phase
resolution applied to PAC. Accordingly, the tPA_PAC and
tPRD_PAC have the similar components. As shown in Fig. 11
and Table. 1, the burdensome timing constraints are tPA_PAC
and tPRD_PAC on each DDFS architecture. In addition, the
timing constraints of the other paths have the small portion.
For example, the smallest difference between the most
burdensome timing constraint and the second burdensome
timing constraint is about 15% at the 7-bit DDFS with
the quarter method applied and is about 57% at the 15-bit
conventional DDFS. Consequently, as same with the case of
the area and power consumption, the PAC blocks result in the
speed limit. Especially, as the PAC block gets complicated,
the main constraint of the speed is the combinational logics
of the PAC.

tPA_PAC is always more time constrained than tPRD_PAC
at the target phase and amplitude resolutions from 7-bit
to 15-bit. Unlike the area and power consumption, tPA_PAC
and tPRD_PAC change linearly according to the phase and
amplitude resolution. Furthermore, an additional design
margin of the operating speed is ensured with the quarter
method when performed at a 100 MHz clock frequency. As
a result, the DDFS with the quarter method applied has the
advantage over the target resolution.

D. FIGURE OF MERIT
The performance metrics of DDFS commonly consists of the
clock frequency, SFDR, area, and power consumption [3],
[32]. Thus the FoM can be expressed as

FoM =
2n

Area · Power · Tmax
. (3)

Here, Area, Power, and Tmax respectively represents the cell
area, the power consumption, and the worst timing constraint
of the DDFS. The phase resolution is introduced instead of
the SFDR because the SFDR strongly depends on the phase
resolution [30], [33]. The FoM of the digital domain design
on DDFS is evaluated at the RTL only the quantization noise
exists. In this section, the FoM is evaluated at the low-power
and the general-purpose 65 nm CMOS technologies and

FIGURE 14. Area of the conventional DDFS and DDFS with the quarter
method applied (65 nm CMOS technology).

FIGURE 15. Measurement setup.

180 nm CMOS technology to verify the quarter method
according to the CMOS technology.

Similar characteristics are observed in the FoMs across the
three distinct CMOS technologies (low-power and general-
purpose 65 nm CMOS technologies, and 180 nm CMOS
technology). As shown in Fig. 12, DDFS with the quarter
method applied consistently outperforms the conventional
DDFS beyond the 7-bit phase and amplitude resolution
in the introduced CMOS technologies. Furthermore, the
FoM difference between the conventional DDFS and DDFS
with the quarter method applied increases as the phase and
amplitude resolution increase, and it is precisely presented
in Fig. 13. Fig. 13 represents the benefits of DDFS with the
quarter method applied more accurately by comparing the
FoM ratio. The exponentially increasing advantages of DDFS
with the quarter method applied emerge in the same pattern
in the introduced 65 nm and 180 nm CMOS technologies.
Consequently, the advantages of the quarter method could be
applied consistently across different CMOS technologies.

In the analysis section, we pinpoint specific phase and
amplitude resolution thresholds where the structural advan-
tages shift. Regarding power consumption, this transition
occurs between 10-bit and 11-bit phase and amplitude
resolution. In terms of area and figure of merit, it happens
within the 7-bit to 8-bit phase and amplitude resolution
range. These transition points are situated in relatively
low-resolution regions. However, when considering the
differences in structural advantages, there is little difference
in the relatively low-resolution regions. Therefore, DDFS
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FIGURE 16. Measured transient responses and FFT spectrums of low, medium, and high DDFS output frequencies.

with the quarter method applied offers significant advantages
compared to the conventional DDFS.

IV. MEASUREMENT RESULTS
A. PHYSICAL DESIGN RESULTS
The core area is evaluated in terms of the digital place and
route (PNR) results, as shown in Fig. 14. In order to increase
the reliability of the evaluation, the cell utilization rate is
maintained at about 70% and the evaluation is conducted
at 7-bit and 15-bit resolution. The core area in Fig. 14 is
respectively 544µm2, 584µm2, 17842µm2, and 57732µm2.
Also, the core area ratio of the conventional DDFS and DDFS
with the quarter method applied is approximately 107% at
7 bits resolution and 31% at 15 bits resolution. These area
ratios are nearly identical to the cell area ratio, which is
evaluated according to the RTL, of the conventional DDFS
and DDFS with the quarter method applied (105% at 7 bits
resolution and 31% at 15 bits resolution). Therefore, the cell
area at the RTL is effective in terms of the area.

B. IMPLEMENTATION RESULTS
The block diagram of the measurement setup is shown in
Fig. 15. DDFS architectures are built on FPGA (Altera

DE2-115 with Cyclone IV E EP4CE115F29C7N device).
In addition, the general-purpose input/output (GPIO) switch
embedded in the FPGA is used to supply FTW, which
is the digital input of DDFS architecture, and the clock
is also supplied by the FPGA board. A logic analyzer
(Dreamsourcelab DSLogic Plus) is introduced to receive up
to 16 channels of digital data, which is the output of the
digital domain on DDFS. The outputs of the logic analyzer
are captured and converted to the analog sinusoidal waveform
by using a post-processor instead of the DAC. The FPGA is
also fabricated using 65 nm CMOS technology which is the
same as the RTL foundry, although the operating voltage is
higher. Accordingly, the reliability of the evaluated data from
the RTL is enhanced.

The output frequency of DDFS with the quarter method
applied is measured at low, medium, and high FTW inputs
(FTW is respectively 511, 1023, and 1537). Here, fCLK is
50 MHz with a 50% duty cycle and the phase resolution is
12 bits. In addition, an ideal DAC is used to exclude any
other effects except for digital parts of the DDFS design.
According to (1), we can estimate that the output frequencies
are respectively 6.237 MHz, 12.488 MHz, and 18.763 MHz
when the FTW size is 511, 1023, and 1537. As shown in
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FIGURE 17. (a) Measured logic elements and registers, and (b) measured
registers in FPGA.

Fig. 16, the output frequency increases as the size of the
FTW increases. Fast-fourier transform (FFT) proceeds with
5120 samples after windowing. The only a 0.05% difference
in the output frequency between the measured results and the
estimation. The signal-to-noise-and-distortion ratio (SNDR)
and an effective number of bits (ENOB) also have negligible
differences compared to those when only the quantization
error exists (74 dB and 12 ENOB). Accordingly, a spurious-
free dynamic range (SFDR) is dominantly deteriorated by
an only noise floor of the quantization error. As a result,
the functionality of DDFS with the quarter method is totally
verified.

Logic elements and registers consist of the implemented
design in the FPGA. The area is induced by evaluating the
number of the logic elements and the registers. As shown
in Fig. 17(a), similar to the RTL evaluation, the number
of logic element and register increase exponentially in
both the conventional DDFS and DDFS with the quarter
method applied, although the increase rate is different to
the evaluation of the RTL; the difference is derived from
the reason that each logic element and register occupies
different areas. In addition, DDFS with the quarter method
applied has an area advantage, when exceeds 8-bit resolution.

FIGURE 18. Measured power consumption in FPGA.

FIGURE 19. Measured synthesizable maximum clock frequency in FPGA.

In Fig. 17(b) however, the number of registers of the
conventional DDFS consists of fewer registers becauseDDFS
with the quarter method applied is more complicated than the
conventional DDFS; DDFS with the quarter method stores
more intermediate results, data inputs, or control signals
within the digital logic circuit. Furthermore, the LUT which
performs a simple function mostly consists of logic elements,
and the number of registers increases linearly as the resolution
increases due to a negligible effect of the LUT.

Similar to the RTL evaluation, the measured power
consumption increases exponentially, as shown in Fig. 18.
The crossing point also exists and appears between 9 bits
and 10 bits resolution in measured data. A slight difference
with the RTL evaluation is derived from the operating
voltage. MOSFET is greatly dependent on the operating
voltage and the change of the operating voltage generates
an exponential increase in power consumption, not a linear
increase. Therefore, digital logics of the DDFS which are
implemented in FPGA have more power consumption and
the crossing point appears at a lower resolution than the
evaluation of the RTL.

Fig. 19 represents the advantage of DDFS with the quarter
method applied in terms of the operating speed, where Fmax
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indicates the maximum synthesizable clock frequency. At the
resolution of 13 bits to 15 bits, the maximum synthesizable
frequency of DDFS with the quarter method applied is
approximately 20% faster than the conventional DDFS,
though there is a flat region in both the conventional DDFS
and DDFS with the quarter method applied due to the limit of
the FPGA evaluating process. In other words, a complexity of
DDFS architecture is tolerable below 10 bits resolution in the
conventional DDFS and below 13 bits resolution in DDFS
with the quarter method applied. As the time constraints
increase linearly when the resolution increases, the maximum
synthesizable clock frequency decreases linearly except for
the flat region, and even deteriorate below the design
frequency in the case of the conventional DDFS.

V. CONCLUSION
In this paper, we provide a wide range of benchmarks
according to the resolution for the conventional DDFS
and DDFS with the quarter method applied. The most
burdensome factor is analyzed as PAC in terms of area, power
consumption, and timing constraint. The quarter method has
advantages in area, power consumption, and FoM when
the phase and amplitude resolution exceed 7-bit, 10-bit,
and 7-bit, respectively. In the case of the timing constraint,
it always outperforms comparing to the conventional DDFS
when the quarter method is applied. Furthermore, DDFS
with the quarter method applied offers significant advantages
compared to the conventional DDFS. Because the crossing
points that the structural advantages change are in the
relatively low-resolution regions where the only slight
differences between the conventional DDFS and DDFS with
the quarter method applied exist. Also, the architecture and
area are demonstrated by physical design results and FPGA
verification. In this study, therefore, we obtain a broad range
of the specification benchmarks for both DDFS architectures.
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