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ABSTRACT Currently, the primary methods for action recognition involve RGB-based approaches, pose-
based approaches (e.g., skeleton coordinates), and multi-stream fusion methods. In this paper, we propose
a novel action recognition framework based on both RGB images and motion pose images to enhance the
accuracy of action recognition in videos. As a single feature representation fail to effectively capture motion
trends and image variation information, it cannot accurately reflect expected action judgments in real-world
scenarios. Therefore, we utilize the appearance features of video frames and the motion variation features of
the subject, aiming to cooperate the action itself with appearance information for precise action recognition.
We construct video representations based on local spatiotemporal features and global features, and utilize
the ResNet backbone network and Temporal Shift Module (TSM) to extract action representations from
multi-stream information. Driven by the motion features, the fusion of multi-stream information achieves
effective expression ofmotion features. Experimental results on public datasets demonstrate the effectiveness
of our proposed method. It achieves competitive performance compared to state-of-the-art techniques while
maintaining a less complex and more interpretable model. Overall, our approach demonstrates superior
effectiveness.

INDEX TERMS Cooperative action recognition, feature fusion, spatial-temporal information.

I. INTRODUCTION
Action recognition is a fundamental task within the domain of
video understanding, aiming to comprehend and categorize
actions performed by individuals in videos. In recent
years, the field has witnessed notable progress due to
the rapid advancements in deep learning techniques for
computer vision. Specifically, several deep learning models
and approaches relying on image-based representations
have been proposed and optimized. These developments in
image-based methods have not only pushed the boundaries
of video understanding but also substantially improved action
recognition leveraging deep learning models.

Among deep learning approaches for video action recog-
nition, the methods focusing on learning video timing
information initially achieved the best results in action
recognition tasks [1], [2], [3]. The Dual Stream Network
introduces a new framework for video understanding, which
represents and learns separately from time and space,
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reaching new heights in video understanding.With the advent
of the 3D convolution method [4], [5], [6], a fresh perspective
on video comprehension has emerged, eliminating the need
to separately model time and space. In RGB-based methods,
3D models [4], [7], [8] identify temporal information
between images while simultaneously extracting features
from individual frames to facilitate video comprehension.
These approaches effectively preserve the comprehensive
information encoded in videos and achieve commendable
performance. However, the utilization of complex models
and the abundance of redundant information significantly
increase the computational cost of inference.

To address these challenges, the utilization of dual-stream
models or spatiotemporal convolutional networks, which
leverage both RGB frames and optical flow images,
has yielded superior results compared to 3D models
based methodologies. However, a significant drawback of
dual-stream networks lies in the necessity of introducing
supplementary preprocessing steps for optical flow com-
putation. Moreover, this computation introduces noise that
adversely affects model performance, extends training times,
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and escalates computational complexity. Recently, certain
approaches [9], [10], [11], [12] have garnered research
attention by utilizing pseudo-images or video transformation
techniques [13], [14] to construct video action representations
have attracted researchers’ attention. These methods substan-
tially reduce the generation of redundant information while
achieving exceptional results.

Numerous studies have demonstrated that the incorpo-
ration of optical flow information in dual-stream networks
can more precisely represent motion information. Recent
works [15], [16], [17], [18] explored the replacement of
optical flow with human skeleton joint coordinates, encoding
pose motion information in various manners. These methods
substantially reduce the cost and computational overhead
associated with optical flow extraction, while concurrently
achieving superior results. Although these motion infor-
mation encoding methods in skeleton-based recognition
approaches slightly lag behind state-of-the-art graph convolu-
tional neural network methods [19], [20], [21], the fusion of
information from distinct modalities, such as RGB, optical
flow, and skeleton, can mutually complement each other.
Hence, the effective integration of these modalities can
enhance the accuracy of action recognition. In some cases,
information fusion techniques yield comparable or even
superior results compared to graph convolutional methods,
while also exhibiting enhanced robustness, rendering them
more suitable for practical video understanding requirements.

In this paper, we propose a novel approach termed
FFDC(Feature Fusion for Dual-Stream Cooperative) that
combines image and pose data. For the RGB image stream,
we employ a video compression technique to retain partial
appearance information, whereas in the pose stream, we elim-
inate out the background interference and solely focus on
the human actions by extracting skeletal coordinates using a
human pose estimation method. This approach enables the
model to concentrate on spatial pose variations without being
influenced by the background information.

Furthermore, we introduce a color variation scheme in
the pose representation, enabling the model to capture the
dynamic changes in poses. By combining these two streams
of information, we effectively preserve the background con-
text while highlighting the primary actions. The experimental
results demonstrate the efficacy of this approach.

In our model selection, we opt for the ResNet architecture
due to its advantageous cross-layer connectivity within resid-
ual blocks. This connectivity facilitates themore direct propa-
gation of gradients to earlier layers, effectively addressing the
gradient vanishing problem. Consequently, ResNet enables
the training of very deep convolutional neural networks,
leading to strong performance across various computer vision
tasks. As a result, ResNet can be pretrained as a pretrained
model on large scale datasets and then fine-tuned or migrated
to learn on different tasks. This capability significantly
simplifies the development of high-performance models,
even when working with limited datasets. In our approach,
we specifically utilize the ResNet50 [22] as the backbone

network. To capture temporal features, we introduce the
Temporal Shift Module (TSM) [23] for extracting inter-frame
variations. Additionally, FFDC leverages the pre-trained
weights of ResNet50 on the ImageNet dataset. This approach
not only expedites the model’s convergence but also enhances
its recognition performance.

As FFDC takes regular RGB images as input, it can better
leverage the advancements in state-of-the-art network models
for images. Moreover, the pose features can accommodate
different forms of skeletal information, and the fusion
of dual streams can easily incorporate other types of
multi-stream information. To validate the effectiveness of
FFDC, we conducted tests on the HMDB51 and JHMDB
datasets, and the results demonstrated that the proposed
method outperformed the baseline model, achieving superior
performance.

Our contributions can be summarized as follows:
1. We design a novel dual-stream information fusion archi-

tecture that integrates information from multiple streams.
This architecture combines video RGB frame data with
subject motion information, employing a motion-driven
fusion strategy. This design of the dual-stream structure
effectively improves the robustness and recognition accuracy
of the model.

2. We proposed a novel approach to skeleton design that
maps spatial information about a character onto an RGB
image and implicitly encodes information about movement
changes through colour. Unlike heatmaps, which are affected
by local joint points, this method emphasises the action as
a whole and achieves the best performance among skeleton-
based representations, effectively improving the accuracy of
action recognition.

3. We propose a representation of compressed video
information that eliminates redundant information while
maintaining accuracy, thereby reducing the running cost and
running time of the model and improving inference speed.

II. RELATED WORKS
A. RGB-BASED ACTION RECOGNITION
RGB-based action recognition methods are widely employed
for the preprocessing of video frame sequences. However,
distinct strategies are adopted for different models, including
LSTM (RNN), 2DCNN, and 3DCNN. Considering the
presence of temporal dynamics within videos, A proposed
approach [24] focus on sequence models. This approach
decomposes video sequences into multiple sub-sequences of
varying lengths, utilizing them as inputs to LSTM in order
to capture long-term temporal information. A novel tech-
nique [19] termed as Spatio-Temporal LSTM (ST-LSTM) is
introduced for 3D human action recognition. ST-LSTM is
utilized to model the spatio-temporal information present in
video frame sequences, while a mechanism referred to as
the ‘‘Trust Gate’’ is incorporated to dynamically learn the
weights of each LSTM unit. This facilitates enhanced feature
capturing within video sequences. Moreover, a dual-stream
model combines image frames and optical flow, along with
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an improved Inception network, extending 2D convolutions
to learn temporal information through 3D convolutions.
These 3D models [4], [7] have demonstrated exceptional
performance on diverse datasets. Another approach [25]
suggests the utilization of two branches of networks with
different speeds, where the slower network processes spatial
information in the video, while the faster network solely
focuses on temporal information. This approach enablesmore
accurate action recognition by effectively handling video
sequence information. However, the aforementionedmethods
necessitate the processing of every frame in the video,
leading to increased computational costs and overhead due
to the substantial number of images and model parameters
involved. Additionally, these methods introduce redundant
information, which not only increases the inference cost but
also impacts the accuracy of the model.

Recent studies [26], [27], [28] have proposed methods that
extract temporal information while compressing video fea-
tures, thereby reducingmodel inference costs and eliminating
redundant information. For instance, [29] acknowledges
that redundant information in videos can overshadow the
‘‘true’’ signal, compressing videos as inputs, taking into
account the inter-frame correlation. The motion vectors in
compressed videos allow the model to focus on the motion
information in the video RGB images. Reference [30] firstly
introduces the concept of dynamic images, extracting motion
relationships between consecutive frames and representing
them as a fused two-dimensional image using channel
fusion. Dynamic images contain both spatial and temporal
information, rendering them suitable for action recognition in
video sequences. However, the stacking of multiple images
introduces some noise and errors, which compromise the
inherent information of the images and pose challenges in
capturing long-term temporal dynamics. Certain studies [31],
[32] aim to capture the underlying structural information
of video sequences to acquire temporal information. This
entails learning both the short-term actions of the subjects and
capturing the long-term temporal dynamics within videos,
thereby encapsulating the latent temporal structure of video
sequences.

Our approach enables the fusion of a limited number of
video frames at the channel level, accomplishing the dual
objective of filtering redundant information and preserv-
ing the image’s integral structure. Additionally, employing
time-shift operations on the fused image serves the same pur-
pose of addressing both short-term and long-term temporal
dynamics.

B. SKELETON POSE-BASED ACTION RECOGNITION
Graph convolutional networks (GCNs) are a natural fit for
skeleton data, considering their ability to encode skeletal
movements in graph format, thereby fully exploiting the
motion information within the skeleton. The ST-GCN [19]
model represents a graph network model that integrates
spatial and temporal information in graph convolutions, and

it has exhibited remarkable success in skeleton-based action
recognition. Nonetheless, the robustness and scalability of
graph convolutions necessitate further exploration.

Recent works focusing on skeleton-based approaches have
proposed various encoding methods to represent skeleton
information as heatmaps or matrices [9], [11], which
involve aggregating these probability representations over
the temporal dimension and assigning distinct colors to
each frame to denote their temporal order. These heatmaps
are well-suited for shallow neural networks used in action
classification and demonstrate superior performance when
combined with the dual-stream I3D method [10].

Another alternative approach [29], [30] involves utilizing
3D trajectories of skeleton joints for 3D action recognition.
The skeleton sequences are divided into three segments,
with each segment containing skeleton sequences of different
frames separated by the same channel, providing spatial
information of the skeleton. The devised representation
method for skeleton joint sequences, specifically designed
for the 3D task, incorporates motion information to capture
temporal dynamics and motion modeling, enabling the model
to better understand the underlying action dynamics.

To carefully factor in the global features of the joints
and the posture changes of the bones across different
frames, a structured representation of the action is con-
structed through key point information, and the multi-level
features are jointly identified to improve the robustness and
generalization ability of the model [31], [32]. A sequence-
based view-invariant approach [33] that eliminates the impact
of viewpoint variations on the spatiotemporal positions of
skeleton joints. They visualize skeleton data as a series of
colored images, implicitly encoding spatiotemporal informa-
tion, and apply visual and motion enhancement techniques to
amplify local patterns, thereby significantly improving pose
robustness and discriminative features.

In the aforementioned skeleton-based action recognition
methods, the skeleton serves as a source of spatial infor-
mation and motion representation, effectively capturing the
underlying actions. However, there might still be some loss
of information in the encoding format of the skeleton. Our
proposed pose design encodes skeleton data into images,
fully restoring spatial information, while the color variations
between frames guide the model in learning temporal
dynamics. Our approach, based on a 2DCNN, readily
incorporates structured representations of actions such as
Cartesian coordinates, motion vectors, and others, to enhance
the multidimensional representation of movements.

C. POSTURE AND APPEARANCE FUSION COOPERATIVE
RECOGNITION
Research has shown that methods based on dual-stream archi-
tectures exhibit superior performance. Notably, PA3D [8]
and RPAN [34] have garnered attention for their ability
to learn representations of action sequences and skeleton
poses by leveraging optical flow and RGB images, thereby
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capturing the spatiotemporal evolution of actions. The fusion
of pose and action representations is crucial for accurate
video classification. Similar approaches [35], [36] have
been proposed, wherein spatial streams extract information
from individual frames while temporal streams capture
information between consecutive frames. Nevertheless, these
approaches prioritize the integration of pose and motion
information to guide the learning of motion-related features.
To address this limitation, a pose-driven feature integration
method [37] has been introduced, employing a forget gate
module to effectively combine human pose and image
appearance information. This approach mitigates misclassi-
fications arising from incomplete pose information or image
backgrounds. Additionally, the method [9] proposed in for
pose representation necessitates high-quality skeleton data,
while the utilization of the I3D model [4] is reserved for
processing RGB images. Notably, combining these two
methods [10] yields significantly improved results compared
to the use of a single stream alone.

In our proposed dual-stream network method, we aim to
fuse RGB image and skeleton image features by leveraging
posture-driven fusion. Specifically, we assign higher weights
to corresponding poses in the pose stream when it performs
well, facilitating accurate and efficient action recognition.
Conversely, when occlusions or missing pose information
occurs, the image stream is relied upon to extract motion
expressions. This pose-driven fusion approach enhances
performance and robustness.

III. ALGORITHM FRAMEWORK
Drawing on the design principles discussed in relevant
studies on action recognition models, our objective is to
develop a simple, scalable, effective, and robust action
recognition model. In this paper, we introduce FFDC, a dual-
stream networkmodel that incorporates temporal modeling to
capture contextual temporal information in both images and
poses. Additionally, we integrate RGB stream information
with the spatial pose stream to obtain a comprehensive
representation of actions in videos.

Given a video, we partition it into RGB video frames,
which are processed to generate appearance sequence images
(denoted as A). Additionally, the spatial and motion informa-
tion of individuals in the video is expressed as pose sequence
images (denoted as P). These images, denoted as A and P,
respectively, are inputted into separate network models to
extract motion features. To facilitate feature selection, self-
attention is applied to derive attention weights for the features
in P. Subsequently, the two sets of features are combined
to create an integrated action representation. Finally, a fully
connected layer and a softmax layer are employed to output
the final action label (C).

By leveraging the temporal context and fusing information
from both the RGB stream and spatial pose stream, FFDC
aims to capture the discriminative features for action
recognition in a simplified and scalable manner, eventually
achieving high effectiveness and robustness.

A. APPEARANCE STREAM
For the input of the appearance stream, we extract video clips
into T video frames. For these T RGB images, we extract
the temporal information of the images (refer to Fig. 1),
resulting in an image sequence AϵRT × 3×HA ×WA, where
T ,HA, and WA represent the number of frames, height, and
width of the images, respectively. Considering the size of
T, we divide the T RGB images into T/n groups of image
sequences, where each group contains n images and nϵ(0,T ].
Further, we then separate each group of images based on
channels. Within each group, individual images are assigned
different weights according to the time order, and the channel
values are selected and concatenated based on these weights.
This process results in a complete image with three channels,
denoted as FA, which represents the temporal information of
the group of images.

The recognition of the appearance stream is based on
image recognition, however, it differs from recognizing a
single image as the sampled sample consists of multiple
images from a video. In addition to extracting spatial
information at different time points is obtained from indi-
vidual frames, while temporal information between images
is also extracted. To represent the temporal information,
We utilize varying numbers of images, denoted as n, Detailed
experimental results can be found in Table 1. In our model,
we employ ResNet50 as the backbone network and introduce
the Temporal Shift Module (TSM) to learn the temporal
information of the images. Here, we provide a concise
explanation of the principle behind the Temporal Shift
Module:

Let us first establish the notion that data movement and
computation can be decoupled in convolution. Consider a
normal convolution operation, specifically a 1-D convolution
with a kernel size of 3 as an example. Suppose the convolution
has a weightW = (w1,w2,w3) and the input X is an infinite-
length one-dimensional vector. The convolution operator
Y = Con(W ,X ) can be expressed as Yi = w1xi−1 +

w2xi+w3xi+1. We can separate the convolution operation into
two steps: shifting and multiplicative accumulation.Firstly,
we shift the input X by −1, 0, +1 and multiply them
by w1,w2,w3 respectively. Then, we sum the results
to obtain Y. Formally, the shift operation is defined as
follows:

X−1
i = Xi−1,X0

i = Xi,X
+1
i = Xi+1. (1)

The cumulative addition operation is given by:

Y = w1X−1
+ w2X0

+ w3X+1 (2)

The first shift step can be performed without any multi-
plication. While the second step is more computationally
expensive, the Temporal Shift module integrates the mul-
tiplicative accumulation into the 2D convolution, thereby
incurring no additional cost compared to the 2D CNN-based
model.
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FIGURE 1. Overall framework. For a sample comprising T frames of RGB images and T frames of pose images extracted
by the pose estimation module, these frames are encoded and normalized into input tensors of the model
[N, segment ∗ C, H, W ]. Here, N denotes the batch size, and segment represents the proportion of image channel
transfer. The feature tensor undergoes ResNet for extracting image features, while the TSM module is used to extract
temporal information. The model features of the dual-stream network are merged using attention scores to obtain the
ultimate motion representation feature, which is used for category prediction.

B. POSTURE STREAM
Traditional representations of skeleton joint sequences
mainly focus on the spatial information of the joints,
including their coordinates and orientations. However, these
representations may not fully exploit the crucial temporal
dynamics and motion patterns essential for accurate action
recognition. In the processing of the pose stream, we employ
a human pose estimation method to extract keypoint infor-
mation from the human body, which serves as a critical
preprocessing step for skeleton-based action recognition. The
extraction of human skeleton or pose significantly impacts the
final recognition accuracy. Considering that depth informa-
tion is typically absent in video data and the quality of depth
information obtained from pose estimation methods is often
suboptimal, the quality of 2D poses on the two-dimensional
image plane tends to be superior to 3D poses. We visualize
the coordinates of each joint in each frame as a trajectory of
human body motion, resulting in the pose sequence PϵRT ×

3×HP×WP, whereHA andWA represent the height andwidth
of the image, respectively. After feature extraction, we obtain
pose features FP. To facilitate better learning, we assign
distinct colors and transparency to different skeletal joints to
guide the model.Experimental results have demonstrated the
effectiveness of this approach(Table 2).

C. FEATURE FUSION
To obtain robust features F utilized for accurate classification
by fusing the pose features FP and appearance features FA,
we utilize the pre-trained parameters of the ResNet50 model
on ImageNet [38] for our model fine-tuning. The prepro-
cessed features from the same video are simultaneously
input into distinct models, resulting in two different feature
representations. In consideration of the differences between
appearance and pose, feature fusion is performed within
the last two layers. Cooperative feature fusion: Due to the
potential presence of noise within the features obtained from
the appearance stream, while the pose stream solely includes

action-related information, the integration of appearance
information is determined based on the reliability of the pose
stream. To this end, we use attentionmechanism to control the
weights of pose and appearance, dynamically adjusting their
contributions. By learning the pose self-attention weights, the
model can automatically focus on the primary classification
derived from the current pose features and dynamically
integrate appearance information via weighted fusion of pose
and appearance. Finally, fusion is accomplished through
element-wise addition of the features from appearance and
pose, generating the integrated action features FϵRT × C ,
as follows:

F = GFA + (1 − G)FP. (3)

This integrated feature is utilized for the final action classifi-
cation. Thus, if the pose features offer adequate information
for action recognition, the proposed fusion method prioritizes
them, thereby circumventing the potential influence of strong
contextual cues stemming from the appearance features.
Alternatively, in the absence of sufficient information from
the pose features, more contextual information from the
appearance features is leveraged.

IV. EXPERIMENT
In order to evaluate the proposed model in this paper,
we conducted experiments were conducted on the publicly
available datasets JHMDB [39] and HMDB-51 [40]. All
skeleton data were estimated using the Mediapipe’s pose
module [41] from the raw videos, following a top-down
pipeline. All RGB data were directly extracted from the
videos.

A. DATASETS
JHMDB: The JHMDB consists of 21 human action cat-
egories. Each video frame maintains the fixed frame rate
of 30 FPS and an image resolution of 320 × 240. JHMDB
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comprises videos sourced from YouTube, with each video
featuring one single action.

HMDB-51: The HMDB-51 comprises 6.7k videos dis-
tributed across 51 categories, wherein each category con-
taining includes no less than 101 videos. The videos exhibit
varying lengths, ranging from 40 to 400 frames.

B. ABLATION EXPERIMENTS ON BRANCH NETWORKS
To demonstrate the effectiveness of the FFDC, we evaluated
the performance of the pose stream features (FP) and
appearance stream features (FA) was evaluated employing
diverse design approaches.

For the pose image design, the pose heatmap encoding
approach Potion [9] has also been frequently used in
subsequent action recognition works [10], [16]. Potion has
demonstrated its ability to enhance the understanding of
human actions by effectively integrating spatial and temporal
information. However, it exhibits limitations in modeling
complex actions, primarily concentrating on heatmaps of
joints, which are susceptible to the accuracy of pose
estimation results. In contrast, our proposed pose coding
methodology offers a representation of the entire figure’s
pose to the model. This approach enhances robustness,
enabling accurate judgments even in scenarios involving
partial occlusion. It also better preserves the comprehensive
spatial information of the pose and maintains temporal
consistency by strategically controlling color changes to
convey timing information. Our design draws inspiration
from the pose proposed in [34], wherein they propose using
pose attention mechanisms are employed to encode distinct
body parts using identical colors.

Here, we present two design options. The design concept
for Pose I involves assigning identical colors to corresponding
joints across all frames, thereby rendering the model inca-
pable of distinguishing the mirrored relationship of poses.
Each color represents a specific joint. Moreover, we enable
the ResNet and TSM modules to learn temporal information.
For Pose II, the design approach invovles assigning the same
color to all skeletons within a unified frame, with colors vary-
ing across frames, thereby generating a gradient transition
over time, as depicted in Fig.2. The experimental results of
both methods are depicted in Table 1, validating the superi-
ority of the Pose II design approach. Therefore, we proceed
with this design approach in the subsequent experiments.

Various approaches have been proposed to address the
issue of redundant information in videos has been addressed
through various approaches, such as the direct fusion of
multiple images across different channels or the compression
of video information. These methods have demonstrated their
effectiveness. In our study, we compare the effectiveness of
different temporal modeling methods on the RGB stream.
The fusion of image channels weighted by time to generate
a new image with temporal information produces diverse
effects on model accuracy. When a large number of image
channels are fused to construct a temporal image, the original
image structure may be compromised, leading to lower

TABLE 1. Due to a significant portion of occlusion, and the subsequently
loss of quality of the pose data, it remains challenging to convincingly
assess this effect. To address this limitation, the experiment focuses
exclusively on the JHMDB for its superior quality of human key point data
to evaluate the effect of two distinct pose design methods. The reported
experimental results represent the average accuracy obtained through
multiple iterations of the experiments.

TABLE 2. A comparison of the effects of different models and different
frame numbers T on the JHMDB and HMDB51 datasets. The models in the
table refer to the ResNet50 model after pre-training on ImageNet,
respectively. Additionally, We also compare the effect of Vision transform
(ViT) [42] on different datasets after pre-training.

recognition accuracy. Conversely, stacking a small number
of images may not provide sufficient temporal information to
fully capture motion dynamics, thus impacting the model’s
judgment.

The Temporal Shift Module (TSM) is a technique specif-
ically designed for temporal modeling. By incorporating
the temporal residual connections, TSM preserves the
spatial structure of the original image while integrating
temporal information. This approach proves highly effective
in learning spatiotemporal information within the dual-
stream framework.We evaluated the performance of different
frames numbers(T) in our experiments, and the results are
presented in Table 2. Notably, due to the JHMDB only
consisting of short videos with fewer than 50 frames, while
the HMDB51 comprising longer videos with hundreds of
frames, our method significantly reduces the number of
images, thereby reducing the model’s learning time for
redundant information, and the learning time for the model.
However, even in relatively longer videos, the compressed
frame representation achieves results comparable to the
uncompressed representation.

C. COOPERATIVE FEATURE FUSION
FFDC employs feature inputs from both RGB streams and
pose streams. The ResNet50 utilizes pretrainedmodel param-
eters from ImageNet to dynamically fuse the appearance
stream information features based on the recognition effect
of pose streams. Table 3 illustrates the results obtained across
different datasets. Notably, our approach outperforms and
exhibits faster performance compared to the multi-stream
model that utilizes 3D convolution. The recent 3D model-
based work have also incorporated RGB images and pose
features as inputs. For instance, PoseC3D [10] utilizes an
enhancedC3Dmodel to extract spatio-temporal features from
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FIGURE 2. Different skeletal poses designed for model implicit learning, the upper part is Pose, each joint is represented by a different color, and
the lower part is Pose, one color is used to represent one frame, and the color changes in time order before and after.

TABLE 3. Comparison of dual-stream network methods. Accuracy under
JHMDB and HMDB51 datasets.

both RGB frames and 3D heatmaps. This method demon-
strates its effectiveness on various datasets and achieves state-
of-the-art. However, despite advancements in spatio-temporal
feature construction and scalability, it still deals with the
computational complexity and time required for reasoning
with 3D models. Additionally, the model’s effectiveness
remains heavily relay on the quality of the heatmaps. The 2D
model based approach JMRN [16] employs heatmap models
to capture joint population features. It then individually
extracts motion features from each joint through a shared
motion encoder and performs collective inference to derive
motion representations. While this method eliminates the
need for pose tracking and enhances model robustness for
pose recognition, it remains susceptible to errors due to
misestimations of certain joints, which can propagate into
the final collective inference. In comparison, FFDC not only
achieves competitive performance, but also stands out for
its simplicity in terms of model complexity. Furthermore,
in terms of robustness, our approach places greater emphasis
on overall pose information, reducing the impact of local joint
misestimations and ensuring more accurate estimations.

D. EFFECTIVENESS OF FUSION
Our experiments demonstrate the effectiveness of pose-driven
fusion in action recognition. While skeletons provide a direct
representation of human behavior, the quality of the data sig-
nificantly influences recognition accuracy. This conclusion
is further supported by the superior performance of graph
convolutional network (GCN) methods over conventional
image-basedmethods on the NTURGB+D [44] confirms this
conclusion. However, real-world video data often contains
occlusions and motion jitter, which can impair the skeletal
motion and subsequently affect the action recognition. GCN
methods tend to exhibit a significant performance drop when
skeletal information is missing.

To address these challenges, our approach goes beyond
simple addition or concatenation of corresponding features
during the fusion process. To achieve effective pose-driven
fusion and ensure robust recognition, we pass the pose stream
feature (FP) and appearance stream feature (FA) through
an additional fully connected layer. By incorporating fusion
attention parameters and concatenating the resulting features,
we obtain the final motion feature representation utilized for
action recognition. Our designed experiments validate the
effectiveness of our proposed method.

E. EXPERIMENT ANALYSIS
The experimental environment of the algorithm is based
on Nvidia 3090 series graphics card.Based on the Pytorch
framework, the above experimental results were designed
and implemented. The main parameter settings for the
experiments were that initial learning rate is 0.0005 and every
10 epochs decrease by 0.1, dropout rate is 0.5, and segment
value is 8. The optimizers elected during training is Adam.
During thet raining process, the accuracy and loss change
curve before and after the feature fusion is shown in Fig.3.
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FIGURE 3. Loss and Accuracy change curve in JHMDB. The term ‘‘apperance’’ denotes the result of using only video RGB frames,
‘‘posture’’ refers to the result of using only gesture motion images, and ‘‘P+A’’ indicates the result of using both features.

TABLE 4. A comparative analysis of cooperative fusion results. The term
‘‘Add’’ denotes the direct merging of features from both streams,
‘‘concatenate’’ refers to the concatenation of the two feature types, and
‘‘Motion-driven’’ signifies the results obtained by leveraging fusion
attention weights.

The curve clearly illustrates that ‘‘P+A’’ consistently outper-
forms any single stream in terms of accuracy. ‘‘P+A’’ stands
for the methodology that incorporates the characteristics of
multiple streams. This result demonstrates the effectiveness
of fusing multi-stream information.

V. CONCLUSION
We design a simple and efficient multi-feature fusion method
for recognising subject actions in videos. Our method
constructs the spatio-temporal information of the video
subject through motion images and appearance images,
and discriminates the action in concert with the motion
information and appearance features of the video subject.
Through the application of the time shift module and channel
transfer technology, we efficiently extract the spatio-temporal
information representation of video. The fusion of pose and
appearance features significantly enhances the recognition
ability of the model, improves its accuracy and robustness.
Consequently, our approach delivers competitive perfor-
mance when benchmarked against state-of-the-art methods.

Indeed, while our method embodies scalability through
multi-feature fusion, it also grapples with the challenge of
redundant information. For example, motion images contain
vital information concentrated in a small image portion,
but the model processes a significant amount of irrelevant
data. One possible approach for improvement is to represent
motion images in a more precise form. Moreover, 2D images
inherently lack 3D information. Therefore, integrating aux-
iliary elements such as motion patterns into a multi feature
fusion framework to improve the motion representation of
bone posture in a single data stream is another way for future

improvement. In summary, there is still considerable potential
for improvement in our research.
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