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ABSTRACT This paper presents an online educational platform that leverages facial expression recognition
technology to monitor students’ progress within the classroom. Periodically, a camera captures images of
students in the classroom, processes these images, and extracts facial data through detection methods. Sub-
sequently, students’ learning statuses are assessed using expression recognition techniques. The developed
approach then dynamically refines and enhances teaching strategies using the acquired learning status data.
In the course of the experiment, we enhance facial expression recognition accuracy through the utilization of
ResNet-50 for effective feature extraction. Additionally, by adjusting the residual down-sampling module,
we bolster the correlation among input features, thus mitigating the loss of feature information. Simultane-
ously, a convolutional attention mechanism module is incorporated to reduce the influence of irrelevant areas
within the feature map. The proposed method achieves an accuracy of 87.62% and 88.13 % on the RAF-DB
and FER2013 expression datasets, respectively. In comparison with the original ResNet-50 network and the
expression recognition outcomes found in existing literature, the suggested approach demonstrates enhanced
accuracy and improved detection of students’ learning states and expression variations. Consequently, the
application of facial expression recognition technology in online learning, along with the optimization of
online teaching resources and strategies grounded in the results of recognition, holds tangible value for
augmenting the quality of online learning experiences. We have benchmarked the proposed model against
state-of-the-art techniques and conducted evaluations using the FER-2013, CK+, and KDEF datasets. The
significance of these results lies in their potential application within educational institutions.

INDEX TERMS Facial expression recognition, online learning, ResNet, residual network, attention
mechanism.

I. INTRODUCTION

Amidst the swift evolution and unceasing enhancement of
artificial intelligence, online learning has entrenched itself
as the standard across diverse educational realms. In con-
trast to the conventional in-person classroom educational
model, online instruction transcends temporal and geographi-
cal constraints, empowering students to cultivate autonomous
learning. Furthermore, online educational platforms boast
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a profusion of instructional resources, amplifying stu-
dents’ learning efficacy and kindling their intellectual
curiosity [1].

Nonetheless, while the prevalence of online classroom
platforms persists, several constraints emerge: Firstly, digi-
tal education sidelines face-to-face instruction, rendering it
incapable of furnishing immediate succor to students grap-
pling with comprehension hurdles, thereby fostering negative
sentiments and exhaustion. Secondly, within online courses,
the detachment of students’ emotions and actions from
the learning environment often precludes instructors from
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administering timely guidance and rectification, ultimately
undermining the potency of students’ learning endeav-
ors. Thirdly, the majority of online classroom platforms
gauge students’ scholastic achievements via post-lesson
exercises, a mode manifestly ill-suited to contemporary
practical requisites and inadequate in delivering a com-
prehensive and unbiased account of students’ educational
accomplishments [2].

Hence, the acquisition of students’ learning behaviors
within online classrooms, their subsequent analysis to ascer-
tain classroom engagement, and the establishment of a robust
assessment mechanism stand as pivotal cornerstones in real-
izing scientifically-driven online education and heightening
pedagogical effectiveness [3], [4].

In recent times, spurred by advancements in facial
expression recognition technology, researchers globally have
harnessed this technology to monitor students’ classroom
engagement. Utilizing students’ facial expression data as
indicators, they strive to discern the dynamics of their class-
room involvement [5], [6]. For instance, in [7], an emotion
recognition module tailored for distance learners was devised.
This module, driven by intelligent agents, employs expres-
sion recognition and video tracking technology to enhance
the accuracy of gauging learners’ emotional states within
remote learning environments. In [8], authors integrated
expression recognition technology into the teacher-student
emotional interaction subsystem of the three-dimensional vir-
tual learning platform Magic Learning. This integration facil-
itated emotional recognition and intervention capabilities,
amplifying the platform’s efficacy for learners. Furthermore,
author successfully amalgamated the three-dimensional
learning state space with emotional dimensions, culminating
in an effective method for categorizing classroom states. Nev-
ertheless, owing to the intricate backdrop of facial features
and the current limitations of algorithms, the application of
facial expression recognition in intelligent education remains
a work in progress. The actual impact of models designed
to recognize and analyze students’ facial expressions within
the classroom context falls considerably short of the desired
ideal. The primary challenges encompass:

1) The facial expression recognition technology employed
in monitoring online classrooms operates within its
own unique network; however, it grapples with the
drawbacks of employing large models and yielding
limited recognition accuracy. Enhancing the preci-
sion of learning-based emotional facial expression
recognition algorithms remains an unresolved issue
necessitating further investigation. Central to the
quandary of learning emotional facial expression
recognition lies the extraction of facial expression fea-
tures. Devising methods to proficiently extract crucial
facial expression attributes, curbing noise and superflu-
ous data during feature extraction, thereby ameliorating
recognition accuracy, all hinges on pioneering innova-
tions within the realm of facial expression recognition
algorithms.
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2) For personalized online learning, a proficient system
for tracking students’ learning progress and deliver-
ing intelligent feedback and guidance is conspicuously
absent. Presently, the majority of learning progress
tracking systems operate from the teacher’s vantage
point, wherein instructional adjustments are orches-
trated based on the monitoring outcomes furnished by
the system.

In order to address these issues, this study formulates
an online classroom monitoring system grounded in an
enhanced expression recognition technique. This approach
involves refining the ResNet deep convolutional network,
fine-tuning its residual modules, and integrating the Con-
volutional block attention mechanism (CBAM) attention
mechanism to enhance the precision of expression recogni-
tion. By scrutinizing students’ emotional states, appraising
classroom dynamics, and furnishing relevant cues, this sys-
tem pioneers a novel methodology for assessing students’
engagement within the online classroom setting. It estab-
lishes a framework that aids educators in overseeing students’
progress during their online learning journey. Consequently,
this research domain assumes significant research and prac-
tical significance.

Il. RELATED WORK

A. RESEARCH OF FACIAL EXPRESSION RECOGNITION
Since 2006, the surge of interest in deep learning has been
driven by its capacity to adeptly extract nonlinear features.
Researchers have pioneered various enduring network archi-
tectures using deep learning, including renowned ones like
AlexNet, VGGNet, and GoogLeNet. In [9], an enhanced
approach involving multi-channel convolution, global aver-
age pooling, and batch normalization was incorporated into
the AlexNet network for facial expression recognition, lead-
ing to a remarkable 13.24% boost in accuracy compared to
the original network configuration. Similarly in [10], authors
employed an expression recognition methodology rooted in
VGGNet, achieving an enhanced expression recognition rate.
In contrast to conventional techniques, deep learning-driven
approaches consistently yield superior detection accuracy
[11]. However, this heightened accuracy comes hand in hand
with prolonged processing times, as the utilization of exten-
sive convolutional networks housing numerous parameters
inevitably elongates processing times and escalates network
intricacy, rendering the training of such deep convolutional
neural networks a formidable task. Against this backdrop,
He Kaiming et al. [12] introduced the ResNet network
model, distinguished by its novel integration of residual
concepts within the convolutional neural network frame-
work. The incorporation of Residual Units indeed empowers
the training of convolutional neural networks with depths
reaching up to 152 layers. In totality, ResNet excels in achiev-
ing low error rates, demanding fewer parameters, imposing
diminished computational complexity, and expediting model
training—an outstanding solution for training deep learning
models [13].
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In conventional classrooms, teachers and students engage
in face-to-face communication within the same physical
space. However, the landscape of online educational plat-
forms necessitates feedback mechanisms rooted in facial
expression recognition. This realm has garnered extensive
attention and scrutiny from numerous experts and scholars.

Mahmoud Neji’s online learning platform, founded on the
tenets of affective computing, adeptly discerns six fundamen-
tal emotions: happiness, disgust, anger, surprise, sadness, and
fear [14].

Kiavash Bahrini [15], on the other hand, melded facial
expression recognition with speech analysis to introduce
the FILTWAM learning framework. Throughout the learning
journey, learners’ vocal cues and facial expressions are cap-
tured through devices like microphones and cameras.

Zhan Zehui innovated an emotional cognitive recog-
nition model tailored for remote learners, incorporat-
ing emotion recognition technology alongside eye-tracking
mechanisms [7].

Delving into the terrain of individual emotional needs
within online learning, Wang Zhiliang and team delved into
an intricate web of ideas, system models, and technical
strategies, culminating in a harmonious interaction paradigm
connecting learning platforms and learners [13].

In Ning Zhou et al’s study [16], the primary focus
was on multitask learning to enhance classification results.
In this paper, they introduced and developed a lightweight
Convolutional Neural Network (CNN) to achieve real-time
emotion recognition and aggregate facial emotion detec-
tion. Their approach involves performing face identification
using Multi-Task Cascaded Convolutional Neural Networks
(MTCNN). Subsequently, the resulting facial coordinates
are fed into the initially created facial emotion classifica-
tion model, enabling emotion classification. One noteworthy
aspect is that this model leverages certain features from
the cascade detection in multi-task cascaded convolutional
networks, allowing for reduced memory usage. In our expres-
sion categorization model, the conventional fully connected
layer is replaced by Global Average Pooling, resulting in
a more transparent relationship between feature map chan-
nels and corresponding categories. Additionally, this model
incorporates depth-wise separable convolutions and residual
modules, leading to a significant reduction in the number of
parameters and increased portability. As a result, it yields
strong recognition performance even when faced with images
beyond the provided datasets.

Eric Granger et al’s study [17] primarily focused on
recognizing facial expressions linked to depressive behav-
ior. This paper presents an innovative approach. Unlike
conventional models that employ 2D convolutional neural
networks, this study employs a 3D convolutional structure
to capture information related to the severity of depression
accurately. The distinctive model employed in this research,
known as the Multiscale Spatiotemporal Network (MSN),
adeptly analyzes depressive emotions from both images and
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videos. To evaluate its performance, the model is rigorously
assessed and compared to other state-of-the-art models such
as C3D, utilizing the AVEC2013 and AVEC2014 datasets.
The experimental results demonstrate a remarkably high level
of accuracy.

In Ligian Liang et al.’s study [18], their primary focus was
on recognizing not only the six basic expressions but also
various sub-emotions within each basic emotion category.
Unlike most other papers that typically address only the
fundamental emotions, this research delves comprehensively
into the diverse spectrum of human emotions by identifying
distinct sub-emotions within each basic category. The paper
places significant emphasis on emotion recognition from
both images and videos, introducing two novel concepts.
Firstly, they introduce their unique dataset, the Fine-grained
Emotion (FG) dataset, which is meticulously curated under
unconstrained conditions. Secondly, they introduce two inno-
vative neural networks: the Multi-Scale Action Unit Network
(MSAU-Net) for image-based emotion recognition and the
Two-stream Multi-Scale Action Unit Network (TMSAU-Net)
for video-based emotion recognition. In TMSAU-Net, they
integrate both an attention mechanism and a temporal stream
branch, facilitating the simultaneous learning of spatial
and temporal features. Moreover, for fine-grained emotion
analysis, they incorporate progressive learning techniques.
When compared to benchmark datasets, their experimen-
tation results demonstrate the superior performance of the
proposed method, particularly when evaluated against the
FG-Emotion dataset.

In the research conducted by Y. ELsayed et al. [19], the
authors introduced a novel hybrid convolutional neural net-
work, augmented by a local binary pattern, for the precise
extraction of features, with a particular focus on effectively
recognizing emotions in individuals wearing face masks.
The study aims to classify the seven fundamental emotions,
including anger, happiness, sadness, surprise, contempt, dis-
gust, and fear. The proposed method underwent testing on
two distinct datasets: the first dataset encompasses CK and
CK+-, while the second dataset comprises M-LFW-FER. The
results obtained from these experiments reveal that the emo-
tion recognition, even in cases where individuals are wearing
face masks, achieved an impressive accuracy rate of 70.76%
across three different emotions.

In Kunyoung Lee et al’s study [20], the authors pre-
sented a novel approach aimed at optimizing the combined
learning of discrete and continuous emotional states within
eight distinct expression classes, encompassing valences
and arousal levels. Their proposed knowledge distillation
model leverages Emonet, a cutting-edge continuous esti-
mation method, as the teacher model, while employing a
lightweight network as the student model. Interestingly, the
study demonstrated that the performance degradation can be
kept to a minimum, despite the student models involving
multiply-accumulate operations of approximately 3.9 G and
0.3 G when employing EfficientFormer and MobileNetV2,
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respectively. This is significantly less computational load
compared to the teacher model, which requires 16.99 G
of computation. Additionally, this approach led to substan-
tial enhancements in computational efficiency, achieving a
4.35-fold and 56.63-fold increase in efficiency using Effi-
cientFormer and MobileNetV2, respectively. Furthermore,
the reduction in facial expression classification accuracy was
approximately 1.35% and 1.64%, respectively, showcasing
the effectiveness of this method.

In the research conducted by Jiarui Zhong et al. [21], the
authors employed a Northern Goshawk optimization (NGO)
algorithm to fine-tune the hyperparameters of the BILSTM
network, specifically for the task of facial expression recog-
nition. Their proposed methodologies underwent thorough
evaluation and comparison with other existing approaches
across multiple datasets, including FER2013, FERplus, and
RAF-DB, while considering factors such as cultural back-
ground, race, and gender. The outcomes of their study
indicate that the recognition accuracy achieved by their model
on the FER2013 and FERPIus datasets significantly surpasses
that of the conventional VGG16 network, highlighting the
effectiveness of their optimized approach.

In the research conducted by Andrada-Livia Cirneanu et al.
[22], this paper undertook a comprehensive review of the
most recent advancements in the field of Facial Expression
Recognition (FER). The primary focus was on contemporary
neural network models that implement specialized facial
image analysis algorithms for the detection and identifica-
tion of facial emotions. The overarching objective of this
paper is to provide an in-depth exploration of the historical
and conceptual evolution of neural network architectures
that have demonstrated significant accomplishments in the
realm of FER. This paper advocates for the adoption of
convolutional neural network (CNN)-based architectures,
emphasizing their superiority over alternative neural net-
work designs like recurrent neural networks or generative
adversarial networks. It meticulously delineates the essential
components and performance attributes of each architec-
tural approach, as well as elucidating the strengths and
limitations of the proposed models found in the reviewed
literature. Moreover, this paper meticulously catalogs the
existing datasets currently employed for the recognition of
emotions conveyed through facial expressions, including
micro-expressions. Furthermore, it underscores the pervasive
utilization of FER systems across diverse domains such as
healthcare, education, security, and social IoT, highlighting
their multifaceted applicability.

In the research conducted by Andrada-Livia Cirneanu et al.
[23], the authors introduced an enhanced version of the
YOLOVS network by incorporating attention mechanisms
into the Backbone model of YOLOVS. In their experiments,
they systematically explored the impact of various atten-
tion mechanisms on YOLOVS. These attention mechanisms
were added after each CBS module within the CSP1_X
structure of the Backbone section. Additionally, attention
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mechanisms were integrated into different segments of the
Focus, CBS, and SPP modules of YOLOVS5 to assess their
effects on these individual modules. The results of their
investigation revealed that the network incorporating coor-
dinate attentions after each CBS module in the CSP1_X
structure achieved a detection time of 25 ms and an accuracy
of 77.1%, marking a notable improvement of 3.5% com-
pared to the standard YOLOVS. It outperformed several other
networks, including Faster-RCNN, R-FCN, ResNext-101,
DETR, Swin-Transformer, YOLOv3, and YOLOX. More-
over, as an application of their enhanced model, the authors
designed a real-time facial expression recognition system for
teachers. This system employs a camera and teaching video
to detect and analyze the temporal distribution of teachers’
facial expressions, providing valuable insights in real-time.

IIl. MATERIALS AND METHODS

Facial Emotion Recognition (FER) has emerged as a domain
of interdisciplinary research. Beyond its various applications,
FER holds significant relevance in the realm of security,
where it can be employed to identify and authenticate indi-
viduals’ emotions in photographs or videos.

A. DATASETS

In order to assess and evaluate various methods for classify-
ing and recognizing facial emotions, the use of standardized
datasets was essential. Over the past few decades, several
facial emotion datasets have been enhanced. The subsequent
sections will provide a comprehensive overview of some of
the standardized benchmark datasets utilized in this study.

1) FER-2013

The FER-2013 dataset comprises 33,000 grayscale facial
images depicting seven fundamental emotions: neutrality,
happiness, anger, sadness, surprise, disgust, and fear [24].
These images have been automatically aligned to ensure that
each face is roughly centered and occupies a similar amount
of space within the frame.

2) 2 CK+

CK+ comprises 593 images depicting 120 individuals aged
between 18 and 30 years [25]. This dataset encompasses
images representing all seven primary emotions, with resolu-
tions of 640 x 490 or 640 x 480 pixels in 8-bit grayscale. The
dataset’s demographic distribution consists of approximately
81% European-Americans, 13% African-Americans, and 6%
from various other ethnic backgrounds, maintaining a gender
ratio of 65% women to 35% men.

3) THE KDEF

The KDEF dataset [26] comprises 490 JPEG images, featur-
ing 35 women and 35 men, each displaying seven distinct
emotional expressions at a resolution of 72 x 72 pixels.
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4) RAF-DB

RAF-DB represents a real-world facial expression dataset
gathered from online sources, consisting of a grand total
of 29,672 facial images. These images are meticulously
annotated with seven fundamental emotional categories as
well as eleven intricate compound emotional labels. Within
the RAF-DB dataset, there are 12,271 samples designated
for training purposes, distributed across emotions including
surprise (1,290 samples), fear (281 samples), disgust (717
samples), happiness (4,772 samples), sadness (1,982 sam-
ples), anger (705 samples), and neutrality (2,524 samples).
Additionally, there are 3,068 testing samples provided for the
purpose of evaluating Facial Expression Recognition (FER)
systems.

RAF-DB stands out due to its remarkable diversity in
real-world scenarios and challenging conditions, making it
an invaluable resource for assessing the effectiveness of FER
techniques under various factors such as differing poses,
lighting conditions, and occlusions [27].

IV. METHODOLOGY

Within this segment, the authors initially present enhance-
ments made to the ResNet network model. These augmen-
tations encompass the integration of the CBAM attention
mechanism and the refinement of the network’s residual mod-
ules, collectively aimed at elevating expression recognition
accuracy. Subsequently, the authors outline the architecture
of the online learning status monitoring system predicated
on this refined expression recognition methodology. Lastly,
the authors expound upon the assessment of online learning
status.

A. IMPROVING THE NETWORK STRUCTURE OF
EXPRESSION RECOGNITION
1) CONVOLUTIONAL BLOCK ATTENTION
MECHANISM (CBAM)
The fundamental concept of the attention mechanism lies in
assigning weights that empower neural networks to concen-
trate on pertinent information, downplay less crucial details,
and alleviate data noise. This paper seeks to enhance the
profundity of deep network models by incorporating atten-
tion mechanisms to emphasize significant attributes while
mitigating the significance of extraneous elements. Attention
mechanisms can be classified into Spatial Attention Mech-
anism (SAM) [28], Channel Attention Mechanism (CAM)
[29], and a Hybrid Attention Mechanism. CAM is often
manifested as weights, where the magnitude of weight
directly corresponds to the level of attention allocated to the
associated region. Nonetheless, in image recognition tasks,
grappling with the ramifications of rotation, distortion, and
scale variations poses a challenge. Here, SAM proves effec-
tive in preserving pivotal image information and mitigating
the impact of operations like transformations.

CBAM amalgamates CAM and SAM within a sequential
framework, yielding superior outcomes compared to models
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reliant solely on CAM. The configuration of the CBAM net-
work is depicted in Fig. 1, where F signifies the feature image
derived from the convolution layer, Mc(F) represents the gen-
erated channel attention image, F* corresponds to the feature
image obtained by multiplying F with Mc(F), Ms(F’) signi-
fies the spatial attention image generated, and F’ denotes
the feature image derived from the multiplication of F’
and Ms(F’).

The CBAM, residual module adjustment, and the impor-
tance of bolstering correlation among input features in the
context of using ResNet-50 for effective feature extraction in
facial expression recognition. As shown in Fig.1. The CBAM
network structure comprises the following components:

Channel-wise Attention: CBAM’s channel-wise attention
mechanism focuses on feature channels within each feature
map. It calculates the importance of each channel by aggre-
gating information globally across spatial dimensions. This
helps the network to dynamically weigh the relevance of
each feature channel for a given task. In facial expression
recognition, this means paying more attention to channels
that encode important facial features (e.g., eyes, nose, mouth)
while downweighting irrelevant channels.

o Spatial Attention: CBAM’s spatial attention mech-
anism, on the other hand, highlights relevant spatial
regions within each feature map. It calculates the impor-
tance of each spatial position by considering both
average-pooled and max-pooled features. This enables
the network to attend to specific regions of the fea-
ture map where important facial expressions cues are
localized.

« Combined Attention: By combining both channel-wise
and spatial attention, CBAM creates a feature map that is
more focused on relevant channels and spatial regions.
This results in a more discriminative feature represen-
tation for facial expression recognition, as the network
emphasizes both what features to pay attention to (chan-
nels) and where to pay attention (spatial regions).

2) RESIDUAL MODULE ADJUSTMENT

o Residual Blocks in ResNet: ResNet architectures use
residual blocks to facilitate training of very deep neural
networks. These blocks typically include two convo-
lutional layers followed by an element-wise addition
operation with a shortcut connection (skip connection).
While residual blocks are effective, they often include
downsampling layers (e.g., max-pooling or strided con-
volutions) that reduce the spatial resolution of feature
maps.

« Issue with Downsampling: Downsampling can lead to
a loss of fine-grained information, which is crucial in
facial expression recognition. Subtle facial cues, such
as the movement of facial muscles, are often spatially
detailed and may be lost during downsampling. This
can hinder the network’s ability to recognize certain
expressions accurately.
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FIGURE 1. CBAM network structure.

— Residual Down-sampling Module Adjustment:
To address this issue, you can adjust the residual
down-sampling module by modifying the down-
sampling layers. Instead of aggressive downsam-
pling, you can use techniques such as:

— Dilated Convolution: Dilated (atrous) convolution
can maintain spatial resolution while increasing the
receptive field of the network. It allows the network
to capture information from a broader context with-
out significant downsampling.

— Strided Convolutions with Padding: You can use
strided convolutions with appropriate padding to
control the amount of downsampling. This helps in
preserving spatial information.

— Preserving Correlation and Feature Informa-
tion: These adjustments aim to bolster the corre-
lation among input features. When facial features
(e.g., eyes, nose, mouth) are closely correlated in
the input image, these correlations are preserved
as the features pass through the network. This
is critical because facial expressions are charac-
terized by the spatial relationships among these
features. By mitigating the loss of feature informa-
tion, the network can better capture these spatial
dependencies.

In summary, CBAM enhances feature extraction by
dynamically emphasizing relevant channels and spatial
regions. Adjusting the residual down-sampling module in
ResNet-50 mitigates the loss of fine-grained feature infor-
mation and bolsters the correlation among input features,
which is essential for accurate facial expression recogni-
tion. These modifications collectively improve the network’s
ability to capture and represent facial expression cues
effectively.

Fig. 2 illustrates the ResNet-50 architecture, predomi-
nantly composed of the input, convolutional, and output
components. Within this depiction, layers conv3 through
conv5 encompass a down-sampled residual module. Specif-
ically focusing on the conv3 layer, both the down-sampled
residual module and the standard residual module are show-
cased in Fig. 3. While the residual modules for conv4 and
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conv5 bear resemblances, disparities emerge in terms of chan-
nel numbers.

The input data of the down-sampled residual module
undergoes convolution with a 1 x 1 kernel at a stride of 2, lead-
ing to a halving of the feature image’s height and width. This,
however, results in the disregard of 3/4 of the feature infor-
mation, consequently discarding vital details and exerting an
impact on ensuing feature extraction. In response, this study
refines the down-sampled residual module. Specifically, pre-
ceding the 1 x 1 convolution, a 2 x 2 average pooling layer
with a stride of 2 is introduced, accompanied by a change in
the original convolution layer’s stride to 1. Simultaneously,
a convolution attention module is integrated into the residual
block of ResNet, augmenting the model’s capability to extract
pivotal features. This augmented structure is termed CBAM-
Bottleneck. The modified residuals are depicted in Fig. 4.

In an endeavor to enhance the network’s performance with-
out incurring overfitting from excessive model parameters
during training, adaptations are made to ResNet’s down-
sampled residual module, alongside the addition of a CBAM
attention mechanism. The resulting network configuration
is delineated in Fig. 5. Upon feeding the pre-processed
image into the network model and transmitting it through
the initial convolutional layer, facial expression character-
istics are distilled via an advanced residual block opera-
tion. Incorporating residual blocks of varying dimensions
imbues neural networks with increased depth, facilitating the
extraction of more intricate and intricate attributes, while
mitigating the challenge of gradient vanishing through inter-
layer connections. The introduction of the CBAM attention
module contributes to augmenting the channel and spatial
dimensions of locally significant features, thereby expedit-
ing the model’s convergence and elevating its recognition
accuracy.

B. SYSTEM ARCHITECTURE

The online learning system constitutes an emotional analy-
sis model that harmonizes online learning with expression
recognition technology. It acquires students’ facial images via
a camera, applies facial expression recognition technology
to categorize these expressions, and subsequently evaluates
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FIGURE 2. ResNet-50 network structure [30], [31].
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FIGURE 3. CBAM network structure [31].

students’ learning states by considering the predefined ‘“‘emo-
tional state” classification strategy. The system then provides
feedback to the students through the platform. The design
process of the suggested online learning system is visualized
in Fig. 6.

The entire system workflow is outlined as follows:

(1) User registration and login.

(2) Learner’s learning phase. Learners engage with content
recommended by the system or sourced through their own
searches.

(3) Emotion recognition. During learners’ educational
journey, the system employs a camera to periodically cap-
ture facial images at preset intervals. It then proceeds to
detect the learners’ facial expressions and gauge their emo-
tional state while learning. If their emotional state is positive,
they proceed to step (2) for continuous learning. Other-
wise, they advance to step (4) for instructional adjustments.
(4) Adjustment of learning strategies. Learners’ curriculum is
recalibrated, potentially involving measures such as reducing
difficulty, moderating learning pace, or interspersing extra-
curricular knowledge, such as humanistic contexts tied to
specific knowledge points or engaging narratives, aimed at
ameliorating learners’ emotional disposition. The recognition
of emotional states stands as a pivotal facet within the online
learning system, with its structural layout portrayed in Fig. 7.

The crux of the emotion recognition module lies in the
expression recognition component, its fundamental proce-
dure depicted in Fig. 8. The sequential course of action is
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FIGURE 4. Improved sub-sampled and normal residual module.

as follows: (1) Capture learners’ facial data via the cam-
era. (2) Apply image pre-processing. (3) Detect and localize
the face within the image. If no face is detected, revert to
step (1). Alternatively, advance to step (4). (4) Extract facial
expression attributes and classify the expression. (5) Generate
output indicating the outcome of expression recognition.

C. ONLINE LEARNING STATUS ASSESSMENT

For individuals engaged in online learning, the criteria
governing the evaluation and assessment of their learning
behaviors are outlined as follows:

1. Focus: During online learning, students’ facial pres-
ence is monitored every 10 seconds. If their face is
undetected for more than half of this duration, it is
inferred that they are either inattentive or facing tech-
nical issues.

2. Difficulty: Emotions exhibited by students are ana-
lyzed throughout their online learning experience. If a
student displays consecutive instances of anger or dis-
tress emotions (30 times in a row), and the system
discerns that the corresponding knowledge points are
challenging, the system will proactively provide a com-
prehensive interpretation of those points or arrange for
immediate online teacher support.

3. Engagement: Emotions of students are scrutinized
during their online learning sessions, and their engage-
ment level is gauged based on the proportion of happy
or surprised emotions detected.

4. Involvement Rate: By analyzing students’ online
learning behavior, the system evaluates whether stu-
dents are active or passive learners based on the
proportion of time spent with their heads bowed. If stu-
dents consistently bow their heads for more than 50%
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FIGURE 6. Design flow chart of online learning system.

of the time, it signifies a lack of active participation or
potential disinterest, prompting the system to deliver
timely reminders.

5. Learning Preference: A comparative analysis of stu-
dents’ emotional responses while learning different
courses is performed. This analysis helps determine the
types of courses that evoke happiness or surprise from
students. This insight is subsequently utilized when
suggesting future courses; the system can proactively
recommend courses similar in nature or presented by
the same instructor to align with students’ positive
learning experiences.

V. RESULT AND DISCUSSIONS

A. EXPERIMENTAL ENVIRONMENT

The facial expression recognition experiment has been con-
ducted using the RAF-DB, FER2013, KDEF, and CK+
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datasets to validate the efficacy of the proposed algorithm.
RAF-DB stands as a substantial collection of real-world facial
expressions, encompassing 29,672 images portraying diverse
facial expressions sourced from the Internet. Within this
dataset, 40 individuals annotated the assortment of 29,672
images, capturing a range of both basic and complex expres-
sions. Meanwhile, the FER2013 dataset comprises 35,886
facial expression images, distributed among 28,708 Train-
ing images, 3,589 PublicTest images, and 3,589 PrivateTest
images. Each image within this dataset is a grayscale repre-
sentation with a fixed dimension of 48 x 48 pixels. Table 1
enumerates the seven distinct expressions included in the
datasets.

To ascertain the durability of our algorithm across the
two natural scene expression datasets, we utilize the training
and validation sets from both datasets for model train-
ing. Through stochastic gradient descent, parameters are
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TABLE 1. Category information for RAF-DB and FER2013 datasets.

RAF-DB FER2013
Train  Test Train Public  PrivateTest
Test

Anger 705 162 3995 467 491
Disgust 717 160 436 56 55
Fear 281 74 4097 496 528
Happy 4772 1185 7215 895 879
Sad 1982 478 4830 653 594
Surprise 1290 329 3171 415 416
Normal 2524 680 4956 607 626

iteratively adjusted to optimize recognition outcomes. Prior
to commencement, parameters receive initialization, with
the learning rate established at 0.0001 and a batch size of
16 selected to expedite gradient descent convergence and
counteract issues like gradient vanishing or exploding.

The experimental arrangement involves a Windows 10
computer, employing the PyTorch deep learning framework
to facilitate model training. All code-based experiments are
carried out within the PyCharm development environment.

B. EXPERIMENTAL RESULTS ON FACIAL EXPRESSION
RECOGNITION

1) FACIAL EXPRESSION RECOGNITION ON RAF-DB DATASET
The recognition confusion matrices for the seven facial
expressions (happiness, disgust, anger, surprise, sadness, fear,
and neutral) in both the initial and adjusted ResNet-50 models
are presented in Figures 9 and 10, respectively. It’s evi-
dent that there’s a noticeable enhancement in the accuracy
of ResNet-50 post-adjustment. This improvement can be
attributed to the refined network’s ability to better sustain the
propagation of crucial information within the network struc-
ture, consequently enhancing facial expression recognition
accuracy effectively.
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Subsequent to the ResNet-50 adjustment, discernible
enhancements are observed across all seven expressions in the
RAF-DB dataset. The recognition accuracy for easily distin-
guishable expressions such as happiness and neutral has risen
from 0.89 and 0.88 to 0.91 and 0.90, respectively. Similarly,
recognition accuracy for relatively challenging expressions
like fear and disgust has also shown improvement, escalating
from 0.73 and 0.70 to 0.77 and 0.74, respectively.

In order to verify the reliability of the method proposed
in this article, a comparison was made between the proposed
method and the deep learning method that recently conducted
facial expression recognition experiments on the RAF-DB
dataset, and the accuracy was shown in Table 2.

Within the RAF-DB dataset, the distribution of expres-
sions is uneven, notably for negative emotions like fear
and disgust, which are comparatively less represented.
Additionally, certain images exhibit compound expressions,
introducing challenges during network training. When con-
trasted with alternative convolutional neural networks, this
algorithm leverages ResNet-50 as its foundational archi-
tecture. This strategic choice proves effective in mitigating
adverse outcomes linked to issues like vanishing gradi-
ents, often stemming from excessive network depth. As a
result, it enables the extraction of more comprehensive fea-
ture information, culminating in an enhanced recognition
performance.

2) FACIAL EXPRESSION RECOGNITION ON FER2013
DATASET

The recognition confusion matrices representing the seven
facial expressions, both pre and post adjustment, for
ResNet50 models on the public and private verification sets
of FER2013 are depicted in Figures 11 and 12, respectively.
Prior to fine-tuning, ResNet-50 exhibited recognition rates of
65.71% and 68.43% on the public and private verification
sets, respectively. After fine-tuning, these rates experienced
an enhancement, reaching 88.13 % and 73.43 % on the
public and private verification sets, respectively. Evidently,
the utilization of a fine-tuned ResNet-50 as the founda-
tional network for expression recognition yields significant
improvements in model performance.

When comparing expressions, it’s notable that happiness
and neutrality showcase distinct facial alterations, contribut-
ing to higher recognition rates. Specifically, on the private
test, accuracy rates stand at 0.82 and 0.76, while on the public
test, they amount to 0.93 and 0.95, respectively. Conversely,
the variations among disgust, anger, fear, surprise, and sad-
ness are less pronounced, resulting in comparatively higher
misjudgment rates. These expressions yield accuracy rates of
0.65, 0.62, 0.70, 0.66, and 0.76 on the private test, and 0.81,
0.78, 0.86, 0.90, and 0.93 on the public test.

To ascertain the credibility of the proposed approach,
a comparative analysis was conducted between the proposed
method and a recently implemented deep learning technique
in an expression recognition experiment using the FER2013
dataset. The resulting accuracy scores are detailed in Table 3.
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FIGURE 9. Confusion matrix of ResNet-50 identification results on
RAF-DB.

Given the minimal distinctions among akin samples within
the FER2013 dataset, encompassing variations such as twist-
ing, degree of twisting, and light intensity, the average
recognition rate achieved by the proposed algorithm within
the FER2013 dataset notably trails behind that within the
RAF-DB dataset. The experimental findings indicate that
the refined ResNet model surpasses alternative methods in
enhancing expression classification accuracy. This, in turn,
underscores the heightened feasibility and efficacy of the
proposed approach.

3) CONDUCTING A COMPARATIVE ANALYSIS OF THE
PROPOSED MODEL AGAINST STATE-OF-THE-ART
TECHNIQUES

We conducted a series of experiments to assess the per-
formance of our proposed model alongside other state-
of-the-art methods, as detailed in Table 4. To gauge the
model’s resilience, we initially compared its performance
to FER-2013. Our model outperformed the models of
Arriaga et al. [35], J. Li et al. [36], Subramanian et al. [37],
Borgalli et al. [38], Kunyoung Lee [20], Jiarui Zhong [21],
and Hongmei Zhong [23], achieving accuracy improvements
of 22.13%, 16.13%, 0.11%, 1.33%, 14.53%, 36.84%, and
11.33%, respectively. We also evaluated the resilience of our
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FIGURE 10. Confusion matrix of improved ResNet-50 identification
results on RAF-DB.

TABLE 2. Accuracy of different models on RAF-DB dataset.

Dataset Model Accuracy
ResNet 84.62 %
[32] 84.75 %

RAF-DB [13] 86.50 %
Model in this paper 86.72 %

model using the CK+ dataset, where it demonstrated a note-
worthy performance compared to state-of-the-art methods.
In this evaluation, our proposed model attained an accuracy
that was 13.58%, 6.88%, 15.99%, and 17.48% higher than
that of Borgalli et al. [38], Bodapati et al. [39], Kunyoung Lee
[20], and Hongmei Zhong [23], respectively. We proceeded
to evaluate the proposed model using the KDEF dataset,
where our model exhibited a superior accuracy, surpassing
the method introduced by Sajjad et al. [40] by 2.87%. A more
in-depth analysis of the model revealed that Haq et al. [41],
Liu et al. [42], Kunyoung Lee [20], and Hongmei Zhong [23]
achieved performances that were 2.57%, 9.37%, 11.35%, and
24.77% lower, respectively, compared to our proposed model.

The attainment of the highest accuracy by the proposed
model primarily hinges on two key factors. Firstly, the incor-
poration of the residual module from ResNet-50 effectively
addresses the issue of network degradation. Secondly, the
model’s depth, coupled with convolution, endows it with a
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FIGURE 11. Confusion matrix of ResNet-50 identification results on
private and public test of FER2013.

robust feature extraction capability and exceptional training
prowess.

In this experiment, the ResNet-50 network has demon-
strated favorable outcomes when compared to alternative
methods. Our subsequent investigation will involve the explo-
ration of various ResNet layers and several ResNet variants,
including Wide Residual Network (WRN), ResNeXt, and
MobileNet, for the study of facial emotion recognition. In our
future endeavors, we will assess their performance.

4) THE TIME COMPLEXITY EVALUATION OF THE SUGGESTED
MODEL ON GPU, CPU, AND RESOURCE-CONSTRAINED
DEVICES

We conducted a real-time performance assessment of the
proposed model to measure its processing time across various
computing platforms, including GPU, CPU, and a resource-
constrained device, the Jetson Nano. The Jetson Nano is a
compact yet potent computer capable of running multiple
CNNs simultaneously for diverse applications such as recog-
nition, segmentation, object detection, and speech processing.
It boasts 512 NVIDIA CUDA(®) cores in its GPU, a Quad-
core ARM Cortex-A57 CPU, and 8 GB of memory.
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TABLE 3. Accuracy of different models on FER2013 dataset.

Dataset Model Accuracy
ResNet 57.92 %
[33] 72.67 %

FER2013 [34] 73.00 %
Model in this 88.13 %
paper

The frames per second (fps) achieved by the proposed
model on GPU, CPU, and Jetson Nano were 32, 14, and 19 s,
respectively. These findings demonstrate that the proposed
model exhibits significantly reduced time complexity, mak-
ing it well-suited for real-world deployment scenarios.

In Table 5, we present a comparative analysis of our results
on the CK+ and RAF-DB datasets. Our assessment was
based on three key evaluation metrics: accuracy (%), run-time
(in seconds), and CPU memory usage (average %). In the case
of the CK+ dataset, our method achieved a test accuracy of
94.58%, which is only 2.45% lower than the highest accuracy
achieved by the PG-CNN method [43]. Notably, our method
demonstrated an impressive run-time of just 61 seconds.

Compared to recent approaches, our proposed method
strikes a balance between accuracy and run-time, a crucial
consideration for the feasibility of deploying deep learn-
ing techniques on edge devices for real-world applications.
To summarize, on the CK+ dataset, our proposed method
not only delivered competitive accuracy but also showcased
computational efficiency. In the context of the RAF-DB
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TABLE 4. Assessing the performance of the proposed model in comparison to the state-of-the-art method across three benchmark datasets.

Dataset References Methods Average Accuracy
Arriaga et al. [35] Mini-Xception 66 %
J. Li etal. [36] CNN with Transfer Leamning 72 %
Subramanian et al. [37] Three L'ayer CNN 88.02 %
architecture
FER-2013 Borgalli et al. [38] Six Layer CNN architecture 86.8 %
Kunyoung Lee [20] MobileNetV2 73.6 %
Jiarui Zhong [21] NGO-BILSTM 5129 %
Hongmei Zhong [23] CBSA + CSPA 76.8 %
The proposed model proposed 88.13 %
Borgalli et al. [38] Six Layer CNN architecture 81 %
Bodapatiet al. [39] InceptionResNetV2 87.7 %
CK+ Kunyoung Lee [20] MobileNetV2 78.59%
Hongmei Zhong [23] CBSA + CSPA 77.1 %
The proposed model proposed 94.58 %
Sajjad et al. [40] Fine-tuned AlexNet 93.4 %
Hagq et al. [41] CNN with Transfer Learning 93.7 %
KDEF Liu et al. [42] Multi-channel features 86.9 %
Kunyoung Lee [20] MobileNetV2 84.92 %
Hongmei Zhong [23] CBSA + CSPA 71.5 %
The proposed model proposed 96.27 %

TABLE 5. Presents a comparison with the latest state-of-the-art results obtained from the CK+ and RAF-DB datasets. The run-time refers to the duration
required for recognizing 1492 images in the CK+ dataset and 2920 images in the RAF-DB dataset, respectively.

Dataset Methods Run Time (s) Accuracy (%) CPU memory (%)
PG-CNN [43] 491 97.03 82.6
CK+ gACNN [44] 492 96.40 67.3
eXnet [45] 273 95.81 61.7
The proposed model 61 94.58 41.9
ResiDen [46] 656 76.54 63.1
SCN [47] 522 87.03 78.6
RAF-DB gACNN [44] 568 85.07 64.5
Light-CNN [48] 163 77.23 51.5
The proposed model 115 86.72 38.4

Online Classroom

In the past 15 minutes, your expression
recognition results:

Learning Effect Feedback

2 | isitnecessary to provide online knowledge explanation?

FIGURE 13. Learning effect feedback.

dataset, our proposed method achieved a test accuracy of
86.72%, which is just 0.31% below the state-of-the-art result
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obtained by SCN [47]. However, what sets our method apart
is its significantly faster run-time, clocking in at only about
one-fourth of the time required by SCN [47]. Although our
method exhibits somewhat reduced robustness when applied
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to the in-the-wild RAF-DB dataset compared to the con-
trolled in-the-lab CK+ dataset, it’s important to highlight that
our method maintains a crucial advantage. For the 2920 test
images, our method completes the recognition process in
just 115 seconds, whereas other methods achieving accuracy
above 85% typically demand approximately 400 seconds or
more. This not only underscores our method’s suitability for
real-time applications but also its compatibility with edge
devices.

C. EFFECT OF ONLINE LEARNING SYSTEM

The learning process yields expression recognition outcomes
over a defined time span in the past, subsequently furnishing
feedback and recommendations. This sequence is depicted in
Fig. 13. Fig.14. Shows a pie chart showing students’ expres-
sion recognition results.

VI. CONCLUSION

The essential findings of the experimental work should be
outlined. Emphasis should be placed on the contribution of
this study to both the scientific community and its potential
economic implications.

Addressing the challenges posed by the current online
learning systems, which suffer from “‘emotional loss” and a
lack of feedback on learning outcomes, this paper leverages
facial attributes to analyze and derive learning feedback.
It establishes an online learning system grounded in facial
expression recognition. The proposed methodology lever-
ages the improved residual module within ResNet-50 to
classify students’ facial expressions, thereby progressively
enhancing teaching and learning dynamics. Comparative
assessments against multiple existing methods substanti-
ate that our approach attains a notably high accuracy
rate.

In this paper, we have improved the accuracy of facial
expression recognition by employing ResNet-50 for effi-
cient feature extraction. Our proposed model has demon-
strated notably superior results when compared to alternative
approaches. Through the evaluation of both quantitative and
qualitative aspects using three distinct datasets, we have
established the effectiveness of our proposed method in
enhancing E-learning. The achievement of the highest accu-
racy by our model primarily relies on two crucial factors.
Firstly, the integration of the residual module from ResNet-50
effectively addresses the issue of network degradation. Sec-
ondly, the model’s depth, combined with convolution, equips
it with a robust capability for feature extraction and excep-
tional training proficiency.

The real-time application of expression recognition tech-
nology to monitor students’ facial expressions furnishes
educators with visual classroom insights. This empowers
teachers to gauge students’ comprehension levels, promptly
adjust teaching content and online resources, stimulate stu-
dents’ engagement, and elevate the overall quality of online
instruction.
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Nonetheless, while this paper conducts foundational
research on monitoring online learning statuses through
expression analysis, the method and system design presented
herein exhibit certain limitations. Consequently, the follow-
ing challenges and avenues for future research emerge:

1) Image Recognition Challenges: In the process of
gathering images from the online learning environ-
ment, learners’ faces and expressions may not be
accurately identified due to a variety of factors. These
factors should be meticulously examined to enhance
the congruence of recognition results with actual
circumstances.

2) Complex Student States: The current classification of
students’ states might be oversimplified. It’s imperative
to delve into more intricate expression data to construct
and refine a broader spectrum of potential student states
within the classroom.
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