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ABSTRACT University students are constantly exposed to high-tension situations and peaks of stress caused
by the difficulty from their many responsibilities. These situations can produce disorders in students, such as
psychosomatic, behavioral, or emotional disorders. Burnout is a work-related syndrome that can be observed
in students. This syndrome considers depersonalization, emotional exhaustion, and diminished feelings of
personal accomplishment.We aim to detect anxiety, depression, and burnout symptoms in university students
to prevent further negative consequences. For this, we design a questionnaire using well-known instruments
to detect these signs. We propose to use an ensemble of classifiers, including random forest and artificial
neural networks, to predict a set of four possible disturbances in persons. The proposal will be used in
the Human Place project to suggest strategies to tackle four disturbance types. This study considers the
participation of 93 persons from the Valparaiso region in Chile. Results show that the evaluated algorithms
can predict the presence or absence of the disturbances with high accuracy levels and a low number of false
negative cases. We also present a detailed analysis of which questions were relevant in the classification task
of each algorithm.

INDEX TERMS Burnout syndrome, mental health, neural networks, random forest.

I. INTRODUCTION
University students can be exposed to high-stress levels,
considering the possibilities of success or failure, the
educational expectations, the continual adaptation process
between several amounts of work and wellness, and the
effective management of their responsibilities. On the other
hand, several other factors can also influence the student’s
mental health, such as competitiveness, economic instability,
family pressure and their expectations, and employment
prospects, among other aspects. These situations can lead
to a syndrome named burnout. The concept of burnout was
initially introduced by Freudenberger, who described it as a
syndrome characterized by symptoms of anxiety, depression,
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and a profound lack of energy [1]. This syndrome can also
manifest through emotional exhaustion, depersonalization,
and diminished feelings of personal accomplishment [2].

Student burnout syndrome emerges as a psychosocial
phenomenon considering the long-term exposure to stressors
inherent and complicated factors in the educational process,
producing psychosomatic, behavioral, and emotional disor-
ders. Consequently, students can have complex symptoms
such as cardiac alterations, fatigue, migraines, sleeping
disturbances, substance abuse, eating disorders, the desire to
drop out of studies, irritability, difficulty focusing, low self-
esteem, and depression [3]. This work is involved in a project
named Human Place whose objective is the early detection
of somatic symptoms of burnout syndrome in university
students and to generate an early intervention to support
students in their life and learning processes.
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We propose to use an ensemble of classifiers to predict four
disturbances: physical, emotional, cognitive, and organiza-
tional. To detect signs of these disturbances, we used relevant
well-known instruments from literature, such as the World
Health Organization Quality of Life instrument and the Beck
Anxiety Inventory, among others. The described scenario
considers a multi-label classification problem because each
person can simultaneously have more than one disturbance.
To perform successful and accurate predictions, we propose
transforming this problem into a set of binary classification
problems.We evaluate the usage of random forests and neural
networks algorithms, for detecting each disturbance type.
This study considers 93 participants from the Valparaíso
region of Chile. To evaluate our work, we generated a set
of synthetic datasets based on the participant’s responses,
followed by a set of guidelines provided by the team’s psy-
chologist. The proposed ensemble is a Human Place mobile
application component that suggests strategies and routines
to tackle the mentioned disturbances. Given the financial
and logistical barriers usually associated with accessing
mental health treatment, we aim to provide strategies that
allow university students to self-address potential burnout
symptoms. However, it is important to emphasize that the
substitution of the critical role of therapy and the work of
specialists such as psychologists and psychiatrists is not our
objective.

The contributions of our work are:
• The proposal of a classifier ensemble approach to
suggest mental-health strategies,

• The assessment of the proposed ensemble considering
synthetic and real data.

This work is an expanded version of [4], which includes
further details of the study, an improved related work and
proposal sections, implementing, tuning, and evaluating of
a random forest algorithm for each class, the design and
generation of new datasets, results of the algorithms in the
new datasets, and an improved relevant feature analysis.

The article is organized in the following structure:
Section II briefly presents some definitions and a revision
of existing articles in literature, Section III presents the
details of our study, Section IV presents the proposed
classifier ensemble that contains Random Forest and Neu-
ral Networks, Section V details the experimental setup,
the synthetic dataset generation procedure and the hyper-
parameter tuning process, Section VI presents the obtained
results of each classifier and a detailed analysis of the most
relevant features of each classifier. Section VIII presents the
conclusions of our work and some possible paths for future
work.

II. PREVIOUS DEFINITIONS AND RELATED WORK
A classification task is the natural process of assign classes
to cases or group things. For this process, we can formally
consider a feature vector xk , and a class c from a set of existing
classes. In a supervised learning scenario, considering a set
of training examples composed of pairs (xk , c), the idea is to

obtain a function f (x) that maps each feature vector xk to a
label c. When only twomutually exclusive classes are consid-
ered, the problem is considered as a binary-classification one.
On the other hand, when classes are not mutually exclusive,
and more than one label can be assigned to an instance, it is
known as a multi-label classification problem. Classifying
genres for movies is an example of a multi-label classification
problem, where a movie can be labeled as science-fiction,
drama, and comedy at the same time [5]. Several articles
work with multi-label classification problems, and some
examples are related to the analysis of social media
content [6], classification of user customer reviews [7], [8],
and topic recommendations for software repositories [9].
The existing methods to tackle multi-label classification
can be separated in problem transformation methods or
algorithm adaptation methods [10]. The first-mentioned
methods transform a multi-label classification problem
into one or more single-label classification problems. The
second one extends the single-label approaches for solving
multi-label classification problems In this work, we use
problem transformation methods to work with the detection
of multiple disturbances in participants of the study.

A. LITERATURE REVIEW
In recent years, Machine Learning (ML) techniques have
been mainly used for decision support, detection, and
diagnosis of mental health conditions. This section briefly
reviews some existing works that apply ML in the mental
health research area.

In [11], a ML framework was proposed for the detection
of multiple levels of stress. Particularly, the framework con-
tains Support Vector Machine (SVM), Logistic Regression
(LogR), and Naive Bayes Classification (NBC) algorithms.
In this study, twenty-two participants were stress-induced
performing mental arithmetic tasks based on the Montreal
Imaging Stress Task Paradigm. Four levels of stress were
observed, considering different difficult mathematical tasks
and observing time pressure, distraction, and evaluative
pressure. In the stress condition, the arithmetic tasks were
presented along with negative comments to the participants.
Also, a control condition was considered without negative
comments and extra time for the tasks. Electroencephalogram
(EEG) signal was used to analyze the stress of participants,
considering the following extracted features: absolute power,
relative power, coherence, amplitude asymmetry, and phase
lag. Data was standardized using a standard score, and a
feature selection procedure was performed (ROC AUC, t-
test, and Bhattacharya distance). Results show that the NBC
algorithm has a higher accuracy level for levels 1, 3, and 4 of
stress, and for level 2, the SVM approach.

A study of the Post-Traumatic Stress Symptoms (PTSS)
in physicians on the frontlines of COVID-19 was presented
in [12]. The objectives of the study were (1) to evaluate the
symptoms of PTSS among frontline physicians compared to
second-line ones, (2) to identify the higher-risk group among
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them, (3) to predict the PTSS risk in the higher-risk group
using ML algorithms, and (4) determine possible patterns
between the predictors. The study participants were 1,017
physicians from the US states with the greatest COVID-19
caseloads. In the study, to evaluate the PTSS, they used the
following questionnaires: the Patient Health Questionnaire
(PHQ-9), the 5-point Burnout scale, the Post-Traumatic
Stress Disorder Checklist (PCL-5), the Survey of Perceived
Organizational Support scale, the Connor-DavisonResilience
Scale, stressors in the work environment (work-load, non-
routine work, perceived stigma from treating COVID-19
patients, among others), and demographics and workplace
characteristics (age, sex, ethnicity, among others). The
authors evaluate the following algorithms: LogR, Bagging,
NBC, SVM, Gradient Boosting Method, Bayesian Addi-
tive Regression Trees, Random Forest (RF), and Neural
Networks. Considering the accuracy, ROC AUC, recall,
precision, F1-score, the interpretability of all the mentioned
algorithms, the authors selected RF as the most suitable
technique for their prediction problem. Also, the authors
presented the set of key predictors where the PHQ-9 and the
Burnout Score were the most important among the 20 used
predictors.

A study that aims to discover factors causing anxiety and
sleep disorders during the COVID-19 lockdown is presented
in [13]. In this study, 704 persons from India responded
to a survey that considered: the Pittsburgh Sleep Quality
Index (PSQI) questionnaire, the General Anxiety Disor-
der (GAD-7) questionnaire, demographic information, and
occupation-targeted questions. The participants were school
and college students, working professionals, healthcare
persons, and retired persons, among others. The study has
two objectives (1) to detect the presence or absence of sleep
disorders through the responses of college students using a
Random Forest algorithm and (2) to cluster participants based
on their GAD-7 and PSQI scores using a K-means clustering
algorithm. Results show that 67% of the participants had poor
sleep quality, and 20% had a high anxiety score. For the
RF model, the features are anxiety score, worry about the
inability to understand concepts taught online, involvement
of parents, college hours, worrying about other workloads,
and deadlines.

In [14], Italian university students’ mental health was
investigated, considering students from different areas (e.g.,
Arts, Law, Economics, Medicine, Psychology and Mental
Health, Neuroscience, and Pharmacy). The study considered
two stages, the first one with 1,388 participants, and six
months later, 557 persons participated in the second stage.
The participants give personal information about their demo-
graphics, health, lifestyle habits, and economic and financial
situation. Also, the Obsessive Compulsive Inventory-Revised
(OCI-R), Eating Habits Questionnaire (EHQ), BAI, and other
instruments were used in the study. This study also used
regression and machine learning techniques to determine
associations between demographic variables and instruments
(using Multiple Regression), to assess the contribution of

demographic variables and clinically relevant features (using
binomial Regression Models), to detect variables that had
a significant role in determine the severity of symptoms
(using Random Forest), to determine which variables could
be leveraged to predict possible variations in depressive
symptoms at the first stage (using Random Forest), to reveal
what factors were predictive of a change in depressive symp-
toms and suicidal ideation at the first stage (using Random
Forest). The results show that one out of five students have
severe depressive symptoms or suicidal ideation. Moreover,
Random Forest has high accuracy levels in students who
maintained well-being or in the absence of suicidal ideation.
However, the accuracy of detecting worsening students was
lower than 50%.

A recently published survey reviews 300 works pub-
lished between 2004 and 2018 [15]. Authors consider only
peer-reviewed publications that apply an ML approach to
addressmental health (conceptualized using theWorldHealth
Organization’s definition). For each article, the authors
analyzed the mental health application, the ML technique,
the data type, and the study results. Mainly, four domains of
mental health applications were identified:
• Detection and diagnosis of mental health conditions in
individuals,

• Prognosis, treatment, and support of the progress of
mental health conditions, or exploration of treatment or
support opportunities,

• Public health applications to monitor mental health
conditions, and

• Research and clinical administration to improve the
administrative process in clinical work.

The results show that nearly 90% of the works considered
supervised learning and classification approaches (support
vector machines, naive Bayes, decision trees), and 8%
used unsupervised learning and clustering approaches (k-
nearest neighbors, k-means clustering). Also, regarding
mental health conditions, 30% of the articles addressed
depression, 15% addressed Alzheimer’s disease and another
cognitive decline, 10% schizophrenia, 10% stress, and 6%
suicide. Authors highlight a set of possible paths for future
work, considering: (1) the detection of other conditions (e.g.,
anxiety disorders, eating disorders, and neurodevelopmental
disorders), (2) the usage of social media data can be further
considered, (3) the importance of greater collaboration
between researchers and clinicians to access to better data
sets, and (4) the usage of less structured prospective data for
real-time ML analysis.

Several other applications and psychological studies have
been published in the literature that present the usage of
machine learning techniques in mental health conditions,
such as: a pre-clinical mental health dataset to classify
anxiety problems with SVM, Multilayer Perceptron, and
RF [16], the usage of 10-fold cross-validation, SVM, and
gradient boosting tree models to classify major depression
disorder patients based on immunometabolic and oxidative
stress biomarkers and lifestyle habits [17], the usage of
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Synthetic Minority Oversampling Technique (SMOTE) and
RF to detect depression on women from Malasia [18], the
application of RF to predict some mental disorders and
drug abuse [19], an analysis of data from Twitter to detect
depression using recurrent neural network and convolutional
neural network [20], the proposal of a framework for
mental health detection in educational scenarios named
CASTLE [21] using multi-view social network embedding
(MOON), SMOTE and DNN.

III. MATERIALS AND METHODS
This section presents the main features of our study. Mainly,
it details the study’s design, a description of the participants,
the instruments used in our questionnaire, and the defined
classes.

A. DESIGN
The research design was experimental and observational. The
participants of this study remotely answered the question-
naires considering the restrictions imposed by the COVID-19
pandemic and to reduce the contagion risks. The par-
ticipation was anonymous and voluntary. This procedure
was performed during May and July 2022. The Human
Place team considered different recommendations to avoid
some risks, bias, and difficulties that can happen in the
remote application of the questionnaires related to [22]:
(1) technology (e.g., ensure that each person has the required
resources during the evaluation), (2) personal features (e.g.,
ensure the privacy, comfort during the process, and discretion
about their responses), and (3) the selection and adaptation of
the tests (adaptation of the questions to be remotely answered,
respecting their viability, validity, and norms).

B. LOCATION AND INVITATION PROCESS OF
PARTICIPANTS
Human Place team is based in the Valparaíso region of
Chile. Moreover, they chose the Valparaiso region to perform
this study because it contains an important population of
university students from Chile. Considering a regional report
from 2021 [23], this region has nearly 10% of the traditional
universities in Chile (7 out of 68), nearly 9% of the private
universities of Chile (9 out of 105), nearly 13% of the
professional institutes of Chile (out of a total of 141), 14%
of the technical formation centers of Chile (17 out of 120 in
Chile).

The authors invited nearly 200 persons to answer a pre-
liminary survey via Google Forms about mental health, their
quality of life, and their usage of mobile applications for time
organization. Authors sent the invitation through different
platforms (e.g., email, and social media). We received the
answer to this preliminary survey from 120 persons. Then,
the authors sent back an invitation to participate in this
study. Participants were invited to answer a questionnaire
with a set of psychometric instruments voluntarily. Finally,
this study considers a population of 93 participants from
the Valparaiso region of Chile. Table 1 shows details

TABLE 1. Details of the participants.

of the study participants, considering their gender, age,
occupancy, and the city where they live. The Human Place
team invited an equal number of males and females to
participate in this study. However, most of the people that
accepted the invitation were females. Regarding the age and
occupancy of participants, the Human Place project mainly
focuses on young persons considering students, recently
graduated, or persons that study and work simultaneously.
Consequently, persons between 16 and 49 years and students
and employees were invited to be part of the study. However,
most participants are current employees or students between
20 and 29 years old. About the city where the participants
live, around 80% of the participants live in seaside cities such
as Valparaíso, Viña del Mar, and Concón. On the other hand,
nearly 20% of the participants live in inland cities such as
Quilpué, Villa Alemana, and Quillota.

C. INSTRUMENTS
For this study, we construct a questionnaire with 83 questions,
considering four instruments: Beck Depression Inventory
(BDI) [24], Beck Anxiety Inventory (BAI) [25], the Student
Burnout One-Dimensional Scale (EUBE)1 [26], and the
World Health Organization Quality of Life (WHOQOL) [27].

1) BAI
This test aims to measure anxiety levels that can provoke
hyperactivity, attention deficit, or depressive syndromes [28].
This instrument has been severally used in literature to
diagnose anxiety in teenagers and adult patients [29]. The
BAI instrument presents a list of twenty-one anxiety symp-
toms, which participants are invited to answer considering
how they fell during the last month and the day the
instrument is answered. Some examples of these symptoms
are:
• ‘‘Dizzy or lightheaded’’
• ‘‘Fear of losing control’’

1Originally entitled: Escala Unidimensional de Burnout Estudiantil.
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The answers are Likert-type scale with four possible levels:
• 0 - ‘‘Not at all’’
• 1 - ‘‘Mildly but it didn’t bother me much’’
• 2 - ‘‘Moderately - it wasn’t pleasant at times’’
• 3 - ‘‘Severely - it bothered me a lot’’

Raw scores range from 0 to 63. The scores are classified as
minimal anxiety (0 to 7), mild anxiety (8 to 15), moderate
anxiety (16 to 25), and severe anxiety (30 to 63).

2) BDI
The BDI is a self-score instrument designed in 1961 for
measuring depression, and that has been severally applied
in the literature [30]. The test presents 21 questions related
to symptoms that can appear in depression. The symptoms
are: (1) mood, (2) pessimism, (3) sense of failure, (4) lack
of satisfaction, (5) guilt feelings, (6) sense of punishment,
(7) self-dislike, (8) self-accusation, (9) suicidal wishes,
(10) crying, (11) irritability, (12) social withdrawal, (13)
indecisiveness, (14) distortion of body image, (15) work
inhibition, (16) sleep disturbance, (17) fatigability, (18) loss
of appetite, (19) weight loss, (20) somatic preoccupation,
and (21) loss of libido. The scale of the answers is Likert-
type, with the lowest score representing the absence of the
symptom (0) and (3) the symptom is severally present. The
scores are classified in:
• 0 - 9 - ‘‘minimal depression’’
• 10 - 18 - ‘‘mild depression’’
• 19 - 29 - ‘‘moderate depression’’
• 30 - 63 - ‘‘severe depression’’

3) EUBE
This instrument was proposed to detect burnout syndrome in
students [26]. It has been applied in students to determine the
presence of symptoms of burnout and their relationship with
emotional intelligence and academic achievement [31], [32].
The EUBE instrument consists of fifteen affirmations about
how participants feel about their student responsibilities,
their interest in attending classes, school grades, and paying
attention in classes. Some examples of affirmations are:
• ‘‘I feel sleepy during classes’’.
• ‘‘It is increasingly difficult for me to pay attention to the
teacher’’.

The answers are in a Likert-type scale considering: (0) Never,
(1) Sometimes, (2) Commonly, and (3) Always. The score can
be classified four classes:
• 0 - 19 - absence of the syndrome,
• 20 - 38 - slight presence of the syndrome,
• 39 - 56 - moderate presence of the syndrome,
• 57 - 75 - deep presence of the burnout syndrome.

4) WHOQOL
TheWHOQOL instrument was designed to measure the self-
perception of quality of life of the participants, considering
their position in life, expectations, cultural standards and
concerns [33]. Particularly, in this study, we use the

reduced version (WHOQOL-BREF) of the WHOQOL-100
instrument that consists of 26 questions. The answers are
rated on a five-point Likert scale, with (1) the lowest score
and (5) the highest one. The instrument is divided in four
domains:

• Physical Health, about activities of daily living, depen-
dence on medicinal substances, sleep and rest, among
others.

• Phychological, about bodily image and appearance,
positive or negative feelings, self-esteem, among others.

• Social Relationships, about personal relationships,
social support, and sexual activity.

• Environment, about home environment, transport, free-
dom, among others.

Some examples of the questions are ‘‘How satisfied are you
with your sleep?’’ and ‘‘How satisfied are you with your
capacity for work?’’.

D. CLASSES AND STRATEGIES
In analyzing the obtained results, observing possible response
patterns, and considering each instrument’s scores, the
Human Place team defines four classes:

• Cognitive Disturbance (COG), can affect learning,
memory, and cognitive processes.

• Emotional Disturbance (EMO), where the self-
perception of their feelings and emotions can be
affected.

• Organizational Disturbance (ORG), where persons can
have difficulties in planning their daily work/study time.

• Physical Disturbance (PHY), where critical factors
can be reduced libido, drowsiness, and medication
dependence.

It is important to mention that the classes are not mutually
exclusive (e.g. a person can have a COG and a ORG
disturbances simultaneously).

The Human Place mobile application provides a set of
wellness strategies for managing the symptoms of the four
disturbances. Each wellness strategy defines a routine of
tasks that include four key habits: meditation, acceptance,
planning, and gratitude. The Human Place team particularly
defined the intern configuration of each wellness strategy.

In the PHY class, the wellness strategy involves a
four-week daily routine, one week per habit. The objective
is to enrich organizational skills and evaluate the daily
achievements associated with routine activities.

For the EMO class, the strategy considers two weeks
of gratitude activities, followed by one week of meditation
and one week of planning exercises. This wellness strategy
promotes emotional understanding and self-organization,
improving the self-evaluation of daily actions.

The COG class strategy considers five weeks. The first
week includes acceptance exercises, and the second one
is focused on exercising gratitude. Then, the third week
exercises the planning methods, and the last two ones are
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focused on meditation. The strategy for the COG disturbance
tries to develop self-acceptance, gratitude, and the ability to
plan daily activities autonomously.

The ORG disturbance strategy focuses on working on
the habit of planning. This strategy considers a four-week
plan: (1) one week of planning exercises, (2) one week of
acceptance, and (3) two more weeks of planning exercises.
This strategy allows students to develop effective planning
skills for better organization of their tasks.

When no disturbance is detected in a particular student, the
app suggests a four-week routine considering one week per
habit. This routine helps individuals maintain and reinforce
their overall abilities.

IV. ALGORITHM PROPOSAL
Considering the presented description of the problem, its
features, and defined classes, this problem is a multi-label
classification problem. Particularly, there are four not mutu-
ally exclusive classes (one per disturbance). To tackle this
problem, we propose to use an ensemble of single-label
classifiers, considering one specifically trained classifier per
class. Here, we use a problem transformation method to
consider a multi-label classification problem as a set of
binary classification problems, each considering the absence
or presence of a particular disturbance. The main reason
for using this design is related to the care that should be
considered in classifying persons, considering information
about their mental health. The Human Place app will suggest
a (set of) strategy(es) to tackle each disturbance. Along the
same line, the Human Place team requires that the detection
of the presence or absence of each class can be successfully
made.

Considering a unique approach that manages the four
classes simultaneously can be a more general approach and
easier for the client to be embedded in the mobile application.
However, considering the No Free Lunch theorem, more
general ML approaches tend to perform less accurately than
specifically designed and tuned techniques [34]. For this
reason, we will work with a set of binary classification
problems with an ensemble of classifiers.

In order to evaluate the possibility of detecting if a person
is healthy without the need to previously executing four
classifiers, we include a fifth class named Control condition
(CTRL). The idea is to contrast the response of the classifiers
and, in the future, use this classifier’s opinion to improve the
classification processes’ performance.

Figure 1 presents the structure of our proposed ensemble.
Considering the responses of the Participantk to the EUBE,
BDI, BAI, and WHOQOL instruments, the answers are
considered input for the five classifiers (four disturbances and
the control condition). Data comes in the form of test answers
on a Likert-type scale, with 83 columns representing each
question and the raw classification from a psychiatrist. Here,
a previous normalization process could be needed to ease
the workload of the model. Then, each classifier performs
a prediction related to Participantk : presence or absence of

FIGURE 1. Ensemble Algorithm for predictions.

the disturbance. In the case of the control condition, the
prediction is related to if the patient is healthy or if it is not.
For example, suppose that this Participantk has an emotional
and a cognitive disturbance. The output shows a zero value
in the absence of a disturbance and one in its presence. Then,
the mobile application will assign the defined routine for each
detected disturbance, guiding the users to accomplish all the
assigned tasks.

The Human Place team defines a boundary condition
as when a person has three or more disturbances. In this
situation, the psychologist of Human Place suggests visiting
a professional (psychologist or psychiatrist) to guide persons
to manage the specific situation and prevent further conse-
quences properly. As a consequence, the participants of this
study can have zero, one, or at most, two disturbances.

A. CLASSIFIERS
The proposed ensemble will consider five classifiers.We here
evaluate using two different algorithms for each class: a
Random Forest (RF) or a Neural Network (NN) algorithm.
The objective is to select the most suitable techniques for
detecting each disturbance, considering the characteristics of
the data and the number of participants of the study.

1) RF
Random Forest is a Machine Learning technique combining
multiple Decision Trees’ outputs to reach a single result [35].
RF is an extension of the Bagging Method, considering a
forest of Decision Trees [36]. The forest considers the output
of each decision tree to perform a prediction and performs
the case classification using majority voting criteria. In each
decision tree, to perform a split in a particular node, the
algorithm can use different functions such as Gini, Entropy,
Log Loss, among others. RF considers a set of features
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when looking for the best split (max_features) and can
control each decision tree’s growing process with a defined
maximumdepth (max_depth).We perform a hyper-parameter
tuning process to define the number of trees in the forest
(n_estimators), the most suitable values for the minimum
number of samples required to split an internal node (min_s),
the split function used (criterion), the max_depth, and
max_features.

2) NN
A multi-layer perceptron is a NN that has input and
output layers, with one or more hidden layers with many
connected neurons. The neurons are combined and perform
the classification process, considering a particularly defined
set of weights to linearly combine the input information.
The objective is to optimize the performance of the NN,
minimizing a defined loss function that compares the target
and predicted output values. The value of the output of
each node/layer is determined by considering an activation
function. In this study, we used a feed-forward multi-layer
perceptron and the back-propagation algorithm to adjust
the weights in the network. Considering the nature of the
problem being tackled, we choose the Binary Cross-Entropy
as the loss function, and each model layer has a sigmoid
activation function. Moreover, each classifier considers a
defined number of n_layer layers, where each layer has
n_neu neurons. Also, each NN classifier considers an extra
final layer with two neurons with the rectified linear unit
activation function (relu) for the output. We perform a
hyper-parameter tuning process to determine the values of
the number of layers, the number of neurons per layer, the
learning rate, and the batch and epoch size.

B. MODEL GENERATION PROCESS
To generate the RF or NNmodels, we followed the procedure
described in algorithm 1. As we are working in a supervised
learning scenario, this process considers the usage of a real
data set labeled rds and uses a synthetic dataset sds (that will
be explained in the following sections). Also, we required
values for the hyperparameters H of the algorithms, and the
Type of approachwill be generated (RF or NN). First, the used
data is prepared, managing missing data or normalization
process if required (line 1). Then, for each Class in the
rds (ORG, PHY, EMO, COG, and CTRL), a Modeli will
be created (line 3). The training and testing processes are
performed with sds and rds, respectively (lines 4-5). At the
end of this procedure, a set of modelsM will be created, one
per Class in rds.

C. MODEL PREDICTION PROCESS
We evaluated the performance of one NN and one RF
model for each classification task. Figure 2 shows the
prediction process. Considering the answers Participantk
to the questionnaire as input, one model will predict the
presence or absence of each disturbance. For the final design

Algorithm 1Model generation process
Input: rds (real dataset), sds (synthetic dataset), H (hyper-

parameter values), Type (RF or NN)
Output: M (set of models)
Prepare(rds, sds)
for each Class ∈ rds do

Modeli← CreateModel(Type)
Train(Modeli, sds)
TestAndEvaluate(Modeli, rds)
M = M ∪Modeli

end for

FIGURE 2. Evaluation of NN (up) and RF (down) models for each
classification task.

of our ensemble, we will choose the models that optimize a
set of metrics detailed in the following section.

Algorithm 2 shows the structure of the prediction proce-
dure. The input dataset (ds) contains a set of cases that will
be classified by the set of models M . To manage missing
data and normalization tasks, the ds is prepared to be used
by the models in line 2. Then, for each casek , each Modeli
will predict the presence or absence of its particular class.
This model can be RF or NN, and its prediction is stored in
pk (line 5). At the end, a set of predictions P is generated,
with the response of all models for all the cases.

We generate synthetic datasets based on real data. This
procedure will be explained in the following section. Then,
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Algorithm 2Model prediction procedure
Input: ds (input dataset),M (set of models)
Output: P (prediction for all cases from all classifiers)
P ← ∅
Prepare(ds)
for each casek ∈ ds do

for Modeli ∈ M do
pk ← Predict(casek ,Modeli)
Pk = Pk ∪ pk

end for
end for

we present the hyper-parameter tuning procedure for each RF
and NN algorithm.

V. EXPERIMENTAL SETUP
The participants of this study were 93 persons. Considering
the questionnaire presented in Section III, the psychologist
in Human Place classified this data. From the total of
93 participants, thirty-three persons were classified with a
physical (PHY) disturbance, twenty-eight persons with a
cognitive (COG) disturbance, nine were classified with an
emotional (EMO) disturbance, ten with an organizational
(ORG), two persons required the attention of a special-
ist (three or more disturbances), nine persons have two
simultaneous disturbances, and seventeen persons do not
present symptoms of any disturbances (CTRL). We present
a demographic analysis of the participants, considering the
four features described in section III (gender, age, occupancy,
and the city of the participants). Figure 3 shows histograms
of the distribution of the classes in the real data, considering
the mentioned features. In the four plots, the five classes and
the multi-label scenarios are particularly colored. In general,
it can be observed that the real data contains fewer multi-label
cases compared to the single-label ones. Analyzing the
gender, as we detailed in section III, only one-third of the
participants are male. The classes with the highest number
of cases among the female gender are the PHY (35%), COG
(26%), and CTRL (15%) classes. These classes are also the
most important ones for the male gender. However, these
three classes have almost the same distribution among them.
About the occupancy, the distribution of the classes is similar
for the employees as the female participants. The class with
the highest presence in the employee and student participants
is the PHY class (5 out of 12 cases). On the other hand,
the COG class has the highest presence among the student
participants (37%), followed by the CTRL class (27%).
About the age of the participants, the PHY, CTRL, and COG
classes are important in the segments of [20, 29] and [30, 39]
years. It can be observed that only a few participants are less
than 20 and more than 40 years old. However, the PHY and
CTRL classes are the most relevant through these segments.
Analyzing the city where the participants live, it can be
observed that all cities have participants classified with the
PHY class, with a higher number of cases in Valparaíso and

Algorithm 3 Synthetic dataset generation
Input: Q′, Q, rds (real dataset), N (Number of entries to be

created per category), KX (Number of questions to be
modified per entry)

Output: sds (synthetic dataset)
1: Q∗ = Q− Q′;
2: sds← ∅
3: for each Class ∈ rds do
4: for i = 1 to N entries do
5: entry← SelectRandomEntryFrom(rds)
6: SynthEntry←ModifiyEntry(KX ,entry,Q∗)
7: sds = sds ∪ SynthEntry
8: end for
9: end for

Viña del Mar. Moreover, Quillota city only has participants
classified as PHY. Regarding the EMO disturbance and the
multi-label cases of PHY&COG and PHY&ORG, all the
existing cases are placed in Valparaíso and Viña del Mar
cities. CTRL individuals are placed in Concón, Quilpué,
Viña del Mar, and Valparaíso. Most of the participants with
the ORG disturbance live in Valparaíso, Viña del Mar, and
Quilpué. About the multi-labeled cases of EMO&ORG,
EMO&COG, and EMO&PHY, all these participants live in
Valparaíso.

A. SYNTHETIC DATASET GENERATION
We generate synthetic datasets for this study. The main
reason is related to the number of participants of the study
and the number of classes of the multilabel classification
problem. We perform a data augmentation and a data
balancing procedure, considering some guidelines detailed by
the psychologist of Human Place. First, from the set Q that
contains the 83 questions, the psychologist defines a subset of
questionsQ′ that their answers are critical in the classification
process of each class. Moreover, to avoid the possibility of
modifying the classification provided by the psychologist,
the participant’s answers to the questions in Q′ should not
be modified. Consequently, all questions in Q∗ = Q − Q′

can be modified (reducing the value of each answer). Here,
we produce changes in the answers to questions in Q∗,
ensuring that every class has at least 20% of the total cases.
We generate two sets of datasets: one set named 5Tun for
tuning the RF and NN algorithms’ hyper-parameters and
one set named 5Test for testing the algorithms. For 5Tun,
we generate ten datasets considering 300 cases per datasets.
Here, we randomly change KTun ∈ [15, 60] questions from
Q∗, with an increment step of KTun of five. Algorithm 3
represents the procedure to generate one synthetic dataset
(sds). The generated sds includes N entries per class (line 5).
For each randomly selected entry, it modifies KX (X can be
Tun or Test) randomly selected questions fromQ∗ set (line 6).
For5Test , we generate 26 datasets, each one with 1000 cases.
Here, we modified KTest randomly selected questions
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FIGURE 3. Distribution of the classes through the gender (F: female, M: male), the occupancy (S: student, E: employee, and S+E: student and
employee), the age, and the city (CC: Concón, QPUE: Quilpué, QUI: Quillota, VALP: Valparaíso, VDM: Viña del Mar, VIAL: Villa Alemana) of the
participants.

fromQ∗, withKTest ∈ [10, 60] with an increment step ofKTest
of two.

B. HYPER-PARAMETER TUNING
We use the well-known tuner irace for choosing the
hyper-parameter values for the RF and the NN algo-
rithms [37]. As each classifier is focused on a particular
disturbance, we tuned the hyper-parameters of each classifier
independently, considering 5,000 evaluations per algorithm.
We consider the datasets in 5Tun for the training process and
the real data for the validation process of each algorithm.

1) TUNING NN
During the tuning process of the NN algorithms, we optimize
the accuracy (ACC) of the classification:

ACC =
TP+ TN

TP+ TN + FP+ FN
(1)

considering the number of True Positives (TP), False
Positives (FP), False Negatives (FN ), and True Negatives
(TN ) in a classical confusion matrix. The hyper-parameters

TABLE 2. Tuned hyper-parameters for the NN algorithm, their types, and
domains.

tuned, their domains, and data types are shown in table 2. We
follow the guidelines presented in [38] and [39] to determine
the domains of the number of nodes and layers. Considering
that the real data contains only 93 cases, we tried to avoid
possible overfitting with small values for the batch, learning
rate values, and epoch values. However, considering the
capabilities of irace, we expand the size of each domain
to allow the tuner to evaluate and further explore different
parameter configurations. The obtained values by irace for
each NN classifier are detailed in table 3. The differences
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TABLE 3. Hyper-parameter configurations obtained by irace for the NN.

TABLE 4. Tuned hyper-parameters for the RF algorithm, their types, and
domains.

TABLE 5. Hyper-parameter configurations for RF obtained by irace.

in the obtained hyper-parameter values for each classifier
show the importance of performing these tuning processes
to optimize the algorithms’ performance. The differences
can mainly be observed in the number of layers, number of
neurons per layer, number of epochs, and the learning rate.

2) TUNING RF
We optimize the F1-score during the tuning process of the RF
algorithms:

F1 = 2 ·
PREC · REC
PREC + REC

(2)

wherePREC is the precisionmetric (PREC = TP/(TP+FP))
and the REC is the recall metric (REC = TP/(TP + FN )).
Table 4 shows the hyper-parameters tuned for each RF
classifier, their data type, and domain. The values obtained
for each classifier are presented in table 5. Some similarities
can be observed in the values obtained from the tuning
process through the classifiers. For example, for COG and
CTRL classifiers, their values in n_estimators, criterion,
and max_depth are the same. A similar situation happens
between the EMOand PHY classifiers, where different values
were only obtained for max_features hyper-parameter. For
the five classifiers, the main differences among the obtained
configurations can be observed in the max_features values.

VI. RESULTS AND ANALYSIS
This section presents the evaluation of our proposal. First,
we select each class’s model, considering the datasets in
5Tun and the suggested hyper-parameter values reported in
section V-B. We select the best NN and RF model for each

class, considering the accuracy, the number of false negatives,
and the area under the receiver-operation Curve (AUC). The
AUC considers the True Positive Rate (TPR = TP/(TP +
FN )) and the False Positive Rate (FPR = TP/(TP + FN )).
Here, it is essential to analyze the number of false negative
cases, considering that this project aims to prevent student
burnout symptoms. As a false negative case represents a
person with symptoms and is classified as healthy, we expect
to minimize this metric.
Accuracy: Table 6 shows the accuracy obtained by each

classifier for each dataset in 5Test , and it shows the average
(AVG) and the standard deviation (SD) over all the datasets.
Results in bold highlight when an algorithm outperforms the
other one in a particular dataset. About the COG class, both
algorithms can detect the presence of this class with accuracy
values higher than 90%. For this class, it can be observed
that the RF algorithm obtains a higher accuracy in all the
datasets compared to the NN model. However, on average,
the difference is near 3%. Considering the EMO class, in the
datasets with K ranging from 10 to 30, the NN model has
a higher accuracy in predicting the presence of the EMO
class. Then, when K is between 34 and 60, the RF algorithm
has a higher accuracy value. On average, both algorithms
have almost the same accuracy value (near 93%), with a
slight difference that favors the NN model (with a lower
standard deviation value). Analyzing the PHY class datasets,
the NN obtained an average accuracy near 95%, showing the
highest NN accuracy performance (compared to all the other
NN models). The NN outperforms the RF algorithm in this
class on seventeen datasets (with K ranging from 10 to 42).
Moreover, the average accuracy of the RF is near 91%,
which is the class where the RF had the lowest accuracy
performance compared to all the other RF models. In the
ORG and CTRL classes, the performance of RF is better than
the NN in terms of accuracy, outperforming the NN in almost
all datasets. About the ORG, the average accuracy is near
99%, which is the best performance of an RF algorithm in
this study. Analyzing the variation of the KTest value and the
performance of all the classifiers, the algorithms change their
performance as the number of modified questions increases.
For example, the RF models improve their accuracy in the
EMO and the PHY scenarios as the KTest value increases.
On the other hand, when the number of cases increases, the
performance of the NN models slightly decreases for the
EMO andORG classes. This situation is related to themethod
we used to generate, train and select the models. As we used
the best models for each class, these models were generated
with datasets with a particular number of modified questions
that can be similar to some KTest values. However, only slight
performance differences exist through the KTest values, and
all the selected models perform well.
False Negative Rate: This section presents an analysis of

the False Negative Rate, computed as:

FNR =
FN

FN + TN + FP+ TP
(3)
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TABLE 6. Accuracy obtained in each dataset by each RF and NN algorithm for each class. The name of each dataset is the number of modified questions
from the real case scenario. Also, the average (AVG) and the standard deviation (SD) of the metric, considering all the datasets, is presented. The classes
are COG (cognitive disturbance), EMO (emotional disturbance), ORG (organizational disturbance), PHY (physical disturbance), and CTRL (control scenario).

As we mentioned, it is crucial to observe the behavior of all
the models in detecting the presence of a class and reducing
the number of people with symptoms classified as healthy.
Observing the COG class, the RF model has the lowest FNR
in all datasets but one (K = 10), reaching an average of
0.012. However, the average FNR of the NN model is very
similar to the one of RF (with the same standard deviation).
A similar situation happens for the EMO class, where the RF
model outperforms the NN model in 18 out of 26 datasets.
Regarding the PHY class, the NN model outperforms the RF
model, reaching the lowest FNR in almost all datasets and
with an average FNR of 2%. As in the accuracy analysis, this
class is where the RF had the worst performance with a 5%
of average FNR. In the ORG class, the RF outperforms the
NN model in all datasets, having its best performance with
only 1% as the average FNR. As in the accuracy analysis, the
worst NN performance happens in the CTRL class, with an
average FNR of 5%. Observing the FNR through the different
KTest values, there are some cases when a relationship can be
observed. The FNR for RF in the EMO class tends to increase
with the KTest value. An opposite situation happens in the
PHY class with the RF model, where the FNR values tend
to decrease with the increment of the KTest value. However,
in most cases, there is no observable relationship between the
increment of KTest and the FNR values (e.g., RF and NN for
COG, NN for EMO, RF and NN for PHY, NN for CTRL).

AUC: Table 8 shows the AUC obtained by each classifier
for the five classes in all the datasets. Generally, it can be
clearly observed that the RF models outperform the NN
models in most datasets in all the classes. Considering the
average AUC values, the lowest one is 0.97 for the RF
models and 0.88 for the NN models. The results show that
the AUC values of the RF models increase and get closer to
one as the KTest increases for all the classes. However, the
opposite behavior can be observed for the NN algorithms,
decreasing the AUC values when the KTest values increase.
As we mentioned in the accuracy analysis, this behavior is
related to the method we use to generate, train, and select the
best models.

A. RELEVANT FEATURES ANALYSIS
In order to understand and explain the decisions performed
by the classifiers, we perform an analysis to observe the
most relevant features. For this, we use the Shapley Additive
Explanations (SHAP)method to explain the predictionsmade
by the NN and the RF classifiers [40]. Particularly, the SHAP
method computes the contribution of each feature to the
predictions made. In this section, the analysis is performed
considering the KTest = 60 dataset. We perform this analysis
considering all the other datasets, but we do not observe
important differences in the set of relevant features per
classifier (at least 80% were the same).

VOLUME 11, 2023 116245



L. Gonzalo et al.: Using a Classifier Ensemble for Preventing Burnout in University Students

TABLE 7. False Negative Rate obtained by each RF and NN algorithm for each class in each dataset from the test set. The name of each dataset is the
number of modified questions from the real case scenario. Also, the average (AVG) and the standard deviation (SD) of the metric, considering all the
datasets, are presented. The classes are COG (cognitive disturbance), EMO (emotional disturbance), ORG (organizational disturbance), PHY (physical
disturbance), and CTRL (control scenario).

1) SUMMARY PLOTS FOR RF
We here present summary plots for each class, where in the
y-axis, the ten most relevant features are shown (from all
the questions in Q). The higher the position of the questions,
the higher the importance of the feature in the classification
process. The x-axis details the impact on the model’s output
(SHAP value). Also, the color of each dot reflects the value
of the feature (a high value is red, a lower value is blue) and,
when a SHAP value is positive, is related to the presence of a
disturbance (and vice versa). Figure 4 presents summary plots
for the five classes.

It can be observed that some questions are repeated through
the different classifiers. We will analyze some of the cases
where a question is repeated in three or more classes. For
example, the question WHO 16 (‘‘How satisfied are you
with your sleep?’’) is relevant for the COG, PHY, and
CTRL classes. However, the importance, their values, and
their relationship with the classification process are different
through the classes. For COG, the WHO 16 is in the first
place, being the most crucial question in the classification
process of this algorithm. This question has a third place
for the PHY and the CTRL classifiers. Analyzing the SHAP
values, it can be observed that this question, for the COG
class, the highest values and their distribution are related to
the presence of cognitive disturbance. In the case of the PHY

class, this question is relevant for detecting the absence of this
disturbance. For the CTRL class, the distribution of the values
for this question favors the presence of any disturbance.
However, the highest values are focused on classifying a
person as healthy.

The BAI 6 question is also relevant for ORG, PHY,
and CTRL classifiers (if the participant feels ‘‘Dizzy or
lightheaded’’). For the ORG class, this question is the most
relevant in the classification process, with their highest
values focused on predicting the absence of the organization
disturbance. In the case of the PHY class, this question has the
tenth place, having a distribution of the values close to the
zero value but with the highest ones favoring the detection
of the presence of the this disturbance. About the CTRL
class, this question has the fourth place of importance, having
its highest values focused on classifying a person with the
presence of any disturbance.

Another essential question isEUBE 3 (‘‘I feel sleepy during
classes’’), which is relevant for the PHY, the COG, and
the EMO algorithms. In the case of the PHY model, this
question has the fourth place, showing their highest values
in detecting the absence of physical disturbance. However,
most of the SHAP values are close to zero. For the COG
class, most values are close to zero, but the highest ones favor
the absence of cognitive disturbance classification. About the
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TABLE 8. AUC obtained by each RF and NN algorithm for each class in each dataset from the test set. The name of each dataset is the number of
modified questions from the real case scenario. Also, the average (AVG) and the standard deviation (SD) of the metric, considering all the datasets, are
presented. The classes are COG (cognitive disturbance), EMO (emotional disturbance), ORG (organizational disturbance), PHY (physical disturbance), and
CTRL (control scenario).

EMO model, the EUBE 3 question has the tenth place, with
all the values close to zero but with the highest ones favoring
the presence of this disturbance.

2) SUMMARY PLOTS FOR NN
Figure 5 shows the summary plot for the NN algorithms.
We here analyze some cases where questions are repeated
at least three times through all the models. The question
BDI 5 was the most repeated one, considered in the relevant
features for the PHY, ORG, EMO, and CTRL classes.2 In
the case of the physical disturbance, this question had the
eighth place, with their highest values favoring the presence’s
detection. This question has the same place of importance
for the ORG class, but its higher values favor the absence
of organization disturbance as opposed to the PHY class.
About the EMO class, this question is the second most
important, and their highest values favor the absence of
emotional disturbance, and one crucial portion is near the
zero value. In the CTRL class, this question has a similar
behavior than for the EMO class, but it has the tenth place of
importance.

Another relevant question is BAI 14 (if the participants feel
‘‘Fear of losing control’’), which is essential for the EMO,

2In this question, participants should select one of the following
statements: ‘‘I don’t feel particularly guilty’’, ‘‘I feel bad or unworthy a good
part of the time’’, ‘‘I feel quite guilty’’, ‘‘I feel bad or unworthy practically
all the time now’’, or ‘‘ I feel as though I am very bad or worthless’’.

PHY, and CTRL classes. In the three scenarios, the highest
SHAP valuest was related to the absence of each particular
class. However, the ranking of importance was different in
eachmodel (EMOfifth place, PHY third place, CTRL second
place).

The question BAI 16 was also relevant for the NN models
(if participants feel ‘‘Fear of dying’’). Particularly, for the
EMO, PHY and COG models. For EMO and PHY models,
this question was relevant to detect the absence of their
particular classes. However, it was the third more relevant for
the EMO class and the sixth one for the PHY class. About the
COG model, the BAI 16 question was the sixth more relevant
one, with its highest values for detecting the presence of the
cognitive disturbance.

B. DEMOGRAPHIC ANALYSIS
This section presents an analysis of the performance of the
algorithms in sub-datasets, particularly generated considering
the gender, age and occupancy of the participants. For this
analysis, we use the same dataset considered in the relevant
features analysis section (KTest = 60). The objective is
to disaggregate the performance analysis and to understand
possible scenarios where a classifier can be better for specific
tasks.

Table 9 presents the accuracy of the RF and NN classifiers
for the sub-datasets of gender, age, and occupancy. The
results highlighted in bold represent when a classifier
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FIGURE 4. SHAP summary plots for the RF models.

outperforms the other in a particular sub-dataset. It can be
observed that the RF classifiers outperform the NN ones in
most cases. However, for the COG class, the NN classifier
obtained a better accuracy in gender (both female and male)
and employee participants. Moreover, the performance is
almost the same in some scenarios between the classifiers.
For example, some ties can be observed in the occupancy
(S+E) and in the 16-19 (ORG) and 40-49 (EMO, PHY, ORG)
age ranges.

Considering that this project will be working particularly
with university students, we can observe that, in the
occupancy-S sub-dataset, the RF outperforms the NN clas-
sifiers for all the classes. Also, a similar situation can be
observed for the 16-19 and 20-29 age ranges.

VII. DISCUSSION
This section presents a discussion of the results, an analysis
of the participants’ obtained scores in the used instruments,
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FIGURE 5. SHAP summary plots for the NN models.

TABLE 9. Accuracy of each classifier in different groups of participants considering their demographic features: gender (F: female, M: male), age, and
occupancy (S: student, E: employee, S+E: student and employee).
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TABLE 10. Most relevant features in common between RF and NN
models.

and a comparison with the literature. Analyzing the results,
the Random Forest and Neural Network models were
available to correctly classify participants in the presence or
absence of cognitive, emotional, physical, and organizational
disturbances and the control case participants.Moreover, both
algorithms have successful accuracy, false negative rate, and
AUC metric values. On average, considering all the classes,
the RF has 96% accuracy, 2% of false negative rate, and
0.99 of AUC. Regarding the NN, the average accuracy is
94%, 2.4% of the average false negative rate, and an average
AUC of 0.90. Considering the design of the ensemble and
the obtained results, we chose to use the Random Forest
algorithm for the cognitive disturbance, the organizational
disturbance, and the control condition. For the physical
disturbance, we chose to use the Neural Networks model.
Regarding emotional disturbance, any of the two algorithms
can be suitable, considering that the results of both algorithms
are similar.

We analyzed the importance of the features in the classifi-
cation process of the RF and the NN models. We considered
the set of ten most relevant questions per classifier. The five
most relevant questions, considering all the used models are:
BAI 6 and WHO 16 with six occurrences, and EUBE 3, BDI
5, and BAI 14 with five occurrences. Table 10 shows the
number of coincidences between the most relevant features of
the RF and the NN models through the different classes. The
idea is to analyze and compare how the RF and theNNmodels
performed the decision classification process. The RF and
NN models with the highest number of questions in common
occur for the ORG class, considering the same six questions.
For the CTRL, PHY, and EMO classes, five-questionmatches
occur per scenario, and in the COG class, four matches occur.
Regarding the ten models and their ten most relevant features,
31 of the 100 features are from the BAI instrument, 26 from
the WHOQOL, 23 from the EUBE, and 18 from the BDI.

Section V-A mentions that the psychologist defines a set
of Q′ questions that answers should be fixed to maintain the
assigned class to each case. In order to analyze the ability
of the evaluated algorithms to observe new and different
patterns present in the data, we compare the most relevant
features with the set Q′ of questions. Table 11 shows the
number of questions that match between the set Q′ and the
ten most relevant features per algorithm per class. It can be

TABLE 11. Number of questions matches between the questions
remaining fixed provided by the psychologist and the ten more relevant
features per classifier.

observed that, in most cases, the RF models have the lowest
number of matches. Considering the current scenario, with
a lack of enough real data and the described procedure to
generate synthetic datasets, these results show the ability of
RF to detect new and different patterns, further than detecting
the ones that remained fixed. On the other hand, the NN
algorithms consider relevant four out of the six questions
from Q′ for the EMO class. This behavior shows that the NN
should be considered for future work, as it is a powerful tool
for detecting this kind of relationships.

A. ANALYSIS OF THE INSTRUMENTS SCORE
This section presents an analysis of the scores obtained by
the participants of this study in the four applied instruments:
BAI, BDI, EUBE, and WHOQOL-Bref. Table 12 presents
the mean, standard deviation, median, and interquartile
range (IQR) considering all the participants and separated
by gender (female and male). The WHOQOL-Bref scores
were transformed according to the guidelines in [41] to be
compared to WHOQOL scores (0-100 points). Considering
the general mean scores, the participants can be classified
with the presence of moderate anxiety by the BAI instrument
and with the presence of mild depression by the BDI
instrument. On the other hand, if the standard deviation values
are considered, some participants are classified with severe
anxiety (BAI) or moderate depression (BDI). Analyzing the
statistics separated by gender, female participants can be
classified with moderate anxiety and male participants with
mild anxiety. Depression levels do not change considering
the gender of participants. On the other hand, considering
the results of the EUBE instrument, participants do not
have burnout syndrome, and the statistics of the scores of
female and male participants are almost the same. However,
a slight presence of burnout can be observed in the cases with
the highest EUBE score values. Regarding the WHOQOL
scores, the higher the value, the better the quality of the
participant’s life (with a maximum score of 100). In the case
of our study, the mean values of the four domains are in
the middle of the possible range (near 50 points). Here, the
physical domain has the highest score compared to the other
three domains. Also, considering the standard deviation,
participants reached the lowest score values, nearly 35 points
in the social domain. Considering the scores separated by
gender, statistic values are similar to the general scenario.
However, themain differences can be observed in IQR values.
For example, in the psychological domain, the first quartile
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TABLE 12. Statistics of the obtained scores by participants: mean, standard deviation (SD), median, and interquartile range (IQR).

of female participants scored around 38 points and male
participants nearly 50 points. Also, in the physical domain,
the first quartile of male participants is near 50 points, and
female participants’ first quartile is near 57.

B. COMPARISON WITH THE LITERATURE
This section compares our studywith existingworks in the lit-
erature regarding the algorithmic design and the instruments
used. Also, we present a comparison of the participant’s
scores of our work with existing related investigations from
other regions of Chile and other countries where the same
instruments were used (BAI, BDI, EUBE, or WHOQOL).
Considering the literature described in Section II, the pro-
posed ensemble can be considered as a supervised learning
and classification approach, as the 90% of the articles
reviewed in [15]. In the literature review, RF was suitable in
contexts similar to what we tackle in this article [11], [12].
However, different questionnaires were considered in these
articles, such as Patient Health Questionnaire (PHQ-9) and
General Anxiety Disorder (GAD-7). In our case, RF was the
most suitable technique considering that it performed better
in more scenarios than the NN. Regarding the questionnaires,
the PHQ-9 and the GAD-7 had the advantage of containing
fewer questions than all of the questionnaires we used.

In order to analyze possible tendencies among university
students of different regions of Chile and other countries,
we present a comparison of the scores obtained by the
participants of our work with other existing investigations in
the literature. It is important to mention that the considered
investigations are not strictly comparable, considering the
existing differences in the design of the studies (e.g., the ages
or the careers of the participants, the health context of the
COVID 19 pandemic, among others). However, we present a
descriptive comparison considering that the instruments used
are the same.

In [42], the authors investigate the prevalence of anxious
and depressive symptomatology in 277 medical students of
the University of Chile (Santiago City, Metropolitan Region
of Chile). The results on the BDI and BAI instruments
show that more than 50% of the participants presented
some depressive symptomatology, and 65% presented some
anxiety symptomatology. Here, the mean score for the
BDI instrument was 17.01, with a standard deviation of

11.16 points. The BAI instrument’s mean score was 12.2,
with a standard deviation 8.59. In a study performed at
the University of Concepción (Concepción City, Bio-Bio
Region of Chile), a similar investigation was performed
considering 632 students from different faculties [43]. The
BDI and BAI instruments results show that 16.4% of the
students showed anxiety syndrome, and 23.4% showed
depression. In this study, the mean BDI score was 11.95 with
a standard deviation value of 8.60, and for the BAI
instrument, themean score was 11.31 and 9.39 as the standard
deviation. It can be observed that the participants of our
work have similar depression levels in terms of the mean
score for the BDI instrument compared to the investigation
performed at the University of Concepción. However, the
mean score of the BAI instrument of the participants of our
study shows higher anxiety levels than the two mentioned
investigations.

An investigation of depressive symptoms in medical stu-
dents residing in high southern latitudes of Chile (Magallanes
Region) is presented in [44], considering 102 students from
the University of Magallanes in Punta Arenas. The students
answered theWHOQOL-Bref instrument and were classified
into four groups, considering the number of months that they
have lived in the region: less than 18 months (G1), between
19 and 36 months (G2), more than 37 months (G3), and
born in the region (G4). About the G1 group, the mean
scores reached by the Magallanes students are higher than
our study’s scores in the four domains (more than 64 points).
In the G2 group, their physical domain scores are close to
the values of our study (59.00 ± 13.75). However, in all the
other domains, they have higher mean values than the ones in
this study. Considering the G3 group, this study has higher
score values for the physical domain (53.17 ± 19.07) but
has lower values on all the other domains. The participants
born in the Magallanes region have higher quality of life
scores in all the domains compared to the values of this
study.

Considering the two-stage study made with Italian uni-
versity students reviewed in Section II, we will compare the
reported anxiety levels with our study. First, the BAI scores
of Italian university students show that the anxiety levels
between males and females differed. Most female partici-
pants had mild anxiety levels, and most male participants did
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not have anxiety symptoms. About the BAI scores, female
participants of the first stage had a median of 13 points (IQR
of [7.00, 21.00]) and 9 points (IQR of [4.00, 16.00]) for male
participants. During the second stage, female participants
had a median BAI score of 11 points (IQR of [6.00, 19.00])
and males 10 (IQR of[5.00, 17.00]). In our study, female
participants also have slightly higher anxiety values thanmale
participants. Moreover, in our study, female participants are
classified as having moderate anxiety and mild anxiety for
male participants. Considering both genders, the medians
of the BAI scores of this study are higher compared to
the medians of both stages in [14]. Also, regarding the
distribution of BAI scores, this study’s IQR values of both
genders are similar to those of female participants of the first
stage.

In Section VI, we observe the importance of some
questions from the EUBE instrument, considering the most
relevant ones for each evaluated model. In these analyses, the
following questions were the most repeated among all the
models: EUBE 3 (repeated five times), EUBE 2 (repeated
four times), EUBE 11 (repeated three times), EUBE 5,
and EUBE 13 (both repeated two times). We observe that
some of these questions are also considered relevant or
have a high percentage of presence in studies performed in
other countries, such as Mexico, Spain, and Cuba, among
others. For example, a study was performed in the University
Autonoma medical faculty (in Sinaloa, Mexico) to detect
burnout in medicine students [45]. The study considered
843 students from the first to the fifth year of medicine. The
results show that 85.9% of the students had a slight burnout
syndrome.Moreover, questions EUBE3, EUBE7, and EUBE
4 were the three most influential in the study, followed by
EUBE 1, 2, 5, and 14 (with the same average score). A similar
subset of relevant questions was found in [46], where Ph.D.
students from the Anglo-Españo Institute and the Pedagogic
University (Durango, Mexico). The results show a slight
presence of burnout syndrome in the participants of these
Universities. Also, the percentage of presence of the most
relevant questions of the EUBE instrument were EUBE 7
(44.7%), EUBE 3 (43.5%), and EUBE 2, 5, and 9 had a 40.7%
of presence. An investigation to detect burnout syndrome
considering 1146 students of the University of Granada is
presented in [47]. Here, the five most relevant questions,
in decresing order are: EUBE 7, EUBE 1, EUBE 4, EUBE
3 and EUBE 2.

VIII. CONCLUSION
This work presents a study for predicting university stu-
dents’ cognitive, physical, emotional, and organizational
disturbances. We use four well-known instruments to detect
the presence or absence of stress, anxiety, and depression
symptoms: EUBE, BAI, BDI, and WHOQOL. The objective
is to use Machine Learning techniques to automatize the
classification process of students to assignwellness strategies
that can prevent further consequences in their mental states.
We propose the usage of a classifier ensemble to solve a

multi-label classification problem that considers these four
not mutually exclusive classes.

We evaluate the usage of a Neural Network or a Random
Forest algorithm for each binary classification task. Also,
we consider a control condition where participants do not
have any disturbances. We perform a procedure to generate
synthetic datasets from a set of cases provided by the Human
Place team. Results show that both the Neural Network and
the Random Forest models properly classify the participants,
with good accuracy and ROC AUC levels, and reduce
the number of false negative cases. We present a feature
analysis that reveals how the evaluated models decide on the
classification of participants. Here, we observe the ability of
the evaluated classifiers to obtain patterns and relationships
considering questions that were not from the set of key
questions. In conclusion, the Random Forest models were
the most suitable for detecting cognitive and organizational
disturbances and the control condition. Both evaluated
models can be used regarding the emotional disturbance,
considering that both obtained similar performance results.
Regarding the physical disturbance, the Neural Network
model obtained the best performance.

The main limitation of this work is the volume of real
data. As detailed in Section III, the pandemic restrictions (and
all the consequences of this scenario) made fewer persons
participate in this study than we expected. This situation
makes difficult the possibility of generalizing the obtained
results and conclusions. In the same line, the predictions
can only be extrapolated carefully. To tackle this complex
situation, we generate synthetic datasets carefully following
the guidelines defined by the team’s psychologist, reaching
datasets with 300 and 1000 total cases.

We are implementing this work at a university from the
Valparaíso region in Chile to prevent burnout symptoms
in university students and help them manage anxiety and
depression. In this new scenario, we will work with a higher
volume of real data, where we are not interested in replacing
mental health professionals, expecting to replace patients’
attention. Our work is focused on preventing the extension
of symptoms and (hopefully) their early detection.

For our project’s future work, we are interested in:
1) Considering the inclusion (or replacement) of question-

naires,
2) Considering the evaluation of some of the algorithms

mentioned in Section II (SVM, NBC, among others),
3) Implementing a voting ensemble for more complex

scenarios (for example, perform a contrast between the
answer of the CTRL classifier with the other models),
and

4) Compare the behavior and conclusions of this article
with a new scenario with a higher number of university
students.

5) We are interested in working with universities from
different regions of Chile and other countries, adapting
the design of our proposal to the specific scenarios of
each place.
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