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ABSTRACT The auscultation of heart sounds has proven advantageous for the early diagnosis of
cardiovascular conditions. Various methods have been proposed for the automatic analysis of heart sounds
to reduce subjectivity in diagnosis and alleviate physicians’ workload. However, the effectiveness of these
methods heavily depends on the amount and quality of the heart sound datasets used and the availability of
publicly accessible datasets that include the most common and difficult classes. In this study, we introduce
the HeartWave dataset, a comprehensive heart sound dataset comprising recordings from nine distinct classes
of the most common heart sounds from all classes and subclasses of cardiovascular diseases, documented,
with enough samples, good quality, and well labelled, with a focus on the hard and difficult cases of
diagnosis. The dataset includes a total of 1353 recordings of heart sounds. Notably, this dataset includes
extremely rare and difficult-to-diagnose classes. In order to establish a reliable reference standard, a team
of experienced cardiologists actively participated in the entire annotation process. The length of audio
recordings is substantial, allowing for the extraction of multiple heartbeats from a single recording through
the use of segmentation techniques. Moreover, our dataset takes into consideration the standard cardiologist
practices to enable the capture of specific heart sounds associated with corresponding clinical locations.
According to our post analysis of the dataset, the average signal-to-noise ratio of our proposed dataset
surpasses that of the widely known PhysioNet/CinC 2016 public dataset by about two folds, ensuring
a cleaner acoustic signal. Our proposed dataset provides a valuable resource for training and evaluating
machine learning models aimed at automated heart sound classification and diagnosis.

INDEX TERMS Heart sound, murmurs, cardiovascular diseases detection, valvular diseases, artificial
intelligence, signal to noise ratio (SNR).

I. INTRODUCTION
Cardiovascular diseases (CVD) present a significant global
health challenge, emerging as the primary cause of death
across the globe. CVD encompasses a wide range of
conditions, such as coronary heart diseases, valve diseases,
genetic heart diseases, and more. Disturbingly, projections
indicate that the burden of CVD is expected to worsen in the
upcoming years. By 2030, it is estimated that CVD will be
responsible for over 23 million deaths worldwide [1]. These
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statistics underscore the urgent need to address heart diseases
promptly and implement effective strategies to reduce their
prevalence and associated mortality rates.

Furthermore, it is crucial to acknowledge the detrimental
impact of the absence or scarcity of primary health centers
and cardiologists, especially in developing or underdeveloped
countries. The lack of accessible and timely healthcare
services contributes to delays in diagnosing heart diseases,
leading to increased fatalities or diminished quality of life
within communities [2].

Heart sounds can be a valuable tool in the early diagnosis of
cardiovascular disease (CVD), enabling timely intervention
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and treatment [3]. However, accurately detecting CVDs
through auscultation alone is challenging, especially due
to subjective interpretations among physicians, particularly
in low-resource countries [4]. It is estimated, a skilled
cardiology fellow may diagnose CVDs with an accuracy of
solely 56.2% [5]. Artificial intelligence (AI)-powered screen-
ing systems for disease detection have gained significant
traction [6], [7], [8]. In line with this, machine learning
and deep learning-based approaches for phonocardiogram
(PCG) classification, in both the one-dimensional time-
domain PCG signal [9], [10], [11] and in the two-dimensional
time-frequency representations [12], [13], have emerged
to support physicians in their decision-making process.
However, developing a robust AI solution capable of
accurately characterizing murmurs and anomalies in patients
with different CVDs requires a large, well-annotated dataset.

The heart valves open and close in response to pressure
changes across the valves. While the opening of the valves is
usually silent,the closure of the valves produces vibrations
that are perceived as heart sounds. When the mitral valve
and tricuspid valve are closed, S1 (the first heart sound) is
produced, and S2 (the second heart sound) is produced when
the aortic and pulmonary valves are closed. The first heart
sound S1 and the second heart sound S2 are normal heart
sounds and indicate a healthy heart, and any other sounds
indicate an unhealthy heart. [14] (illustrated in Figure 1).
There are six notable datasets available, including the CirCor
DigiScope Dataset [2], Github open-access Dataset [15],
PhysioNet/CinC Challenge 2016 Dataset [16], Heart Sounds
Shenzhen (HSS) Dataset [17],Michigan Heart Sound and
Murmur Database [18] and the PASCAL Heart Sound
Challenge Dataset [19]. However, these annotated PCG
datasets have limitations. Some provide limited information
on general heart sound evaluation or specific elements like
murmurs, extra sounds, and severity levels (Normal, Mild,
and Moderate/Severe) [17], [18], [19]. The highly clean
nature of the Github dataset does not reflect real-world
scenarios. Additionally, these datasets have a limited number
of samples, which is insufficient for training robust deep-
learningmodels.Most datasets, excluding the PASCALHeart
Sound Challenge Dataset, do not address the identification
of low-quality heart sounds affected by environmental or
physiological noise. In addition of that, none of the datasets

FIGURE 1. The figure depicts a standard representation of a
phonocardiogram (PCG) signal, illustrating the four states of the cardiac
cycle: systole, (S1), diastole, and (S2).

FIGURE 2. Heart auscultation collection positions.

provide samples of hard and rare PCG diagnosis which can
be considered as a major drawback.

To address these challenges,we systematic framework and
system to produce a novel clinically collected dataset. The
main contributions of this dataset are as follows:

• Comprehensive Heart Sound Dataset: The heart
sound dataset presented in this study is one of the
largest and most diverse available to date. It comprises
1353 records. Unlike other datasets, this dataset includes
a comprehensive range of approximately 9 distinct
classes of heart sounds, some of which are not found
in any other existing dataset. The classes encompass
various cardiac conditions such as Normal, Aortic
stenosis, Aortic regurgitation, Pulmonic stenosis, Pul-
monary regurgitation, Tricuspid stenosis, Tricuspid
regurgitation, Mitral stenosis, Mitral regurgitation. This
extensive coverage of heart sound classes enhances
the dataset’s potential for comprehensive analysis and
diagnostic applications. It’s important to note that the
dataset includes normal heart sounds S1 and S2, and
murmurs, which are a type of abnormal heart sound,
making them part of the heart sounds. If we specify the
specialization in cardiac murmurs, it may exclude the
normal heart sounds (S1, S2). Therefore, we believe that
defining it as ’heart sounds ’ will encompass all classes,
both normal and abnormal heart sounds.

• Location Information: The dataset incorporates essen-
tial location information where the sample is captured.
This supplementary metadata not only enriches the
dataset but also provides researchers with valuable
contextual details, allowing them to perform source
location-based investigations.

• Inclusion of All Murmur Grades: A significant
additional contribution of our dataset is the inclusion of
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murmur grades ranging from 1 to 6. This feature sets
our dataset apart, as it reflects the comprehensive nature
of murmurs found in real-world scenarios. By referring
to echocardiography, we were able to assign murmur
grades to the recorded heart sounds accurately. This
comprehensive coverage of murmur grades further
enhances the dataset’s utility for training and evaluating
machine-learning models in heart sound analysis and
diagnosis.
The rest of this paper is organized as follows: In
Section II, we provide background on most common
heart sounds,, cardiovascular diseases, and the available
public heart sound datasets in detail. Section III
discusses data collection methods such as subject
recruitment, participant demographics, instrumentation,
and label annotation methods. The proposed heartwave
dataset, as described in Section IV, and in Section V,
dataset analysis and evaluation, including signal quality
assessment and distribution visualization methods, are
presented. Section VI draws on the discussion of this
paper. Finally, Sections VII and VIII,VIII present future
work, the main conclusion, and acknowledgements,
respectively.

II. BACKGROUND
A. HEART SOUNDS
The normal functioning of the heart involves the opening
and closing of cardiac valves in each cardiac cycle, which
generates vibrations that produce the main heart sounds.
To ensure optimal auscultation, the stethoscope should be
placed at specific positions(illustrated in Figure 2) on the
patient’s chest [20].:

1) Aortic valve area: Second intercostal space, right
sternal boundary.

2) Pulmonary valve area: Second intercostal space, left
sternal boundary.

3) Tricuspid valve area: Left lower sternal border.
4) Mitral valve area: Fifth intercostal space, midclavicular

line (apex area)
Each heart sound has several characteristics that are

evaluated during auscultation, including:
1) Origin: The anatomical location on the patient’s chest

wall where the sound is most easily heard. Anatomical
landmarks such as the midclavicular lines are used to
determine the precise position.

2) Intensity: The loudness of the sound, which is
subjectively assessed during auscultation. Electronic
recording of a phonocardiogram (PCG) can provide a
more objectivemeasure of sound intensity by analyzing
the amplitude of the sound’s vibrations.

3) Duration: The length of time the sound is heard, which
can be short or long. The duration of a sound influences
its perception, such as whether it is perceived as a click,
pop, or murmur.

4) Pitch: The frequency of the sound’s oscillations, deter-
mining its high or low pitch. High-frequency sounds

are best heard using the stethoscope’s diaphragm, while
low-frequency sounds are better perceived with the
stethoscope’s bell.

5) Quality: The balance of frequencies in the sound,
defining its characteristics as sharp, dull, booming,
cracking, blowing, loud, or melodious.

6) Timing: The correlation between the timing of the
sound and a specific phase of the cardiac cycle, either
systole or diastole.

The first heart sound (S1), commonly referred to as
‘‘lub,’’ is produced by the closure of the mitral (M1) and
tricuspid (T1) valves. The closure of the tricuspid valve
occurs immediately after the closure of the mitral valve,
resulting in these two sounds being perceived as one. The
wider diameter of the atrioventricular (AV) valves generates
a low-pitched sound that is best heard using the stethoscope’s
bell. The anatomical complexity of the AV valve mechanism
contributes to the longer duration of the first heart sound
compared to the second sound [21], [22].

The second heart sound (S2), often referred to as ‘‘dub,’’
occurs at the beginning of diastole when the semilunar
valves close. S2 has a higher pitch, shorter duration, and
is best heard using the stethoscope’s diaphragm due to the
larger pressure gradients that cause valve closure. The second
sound is generated by the closure of the aortic (A2) and
pulmonic (P2) valves. A2 and P2 may be heard separately
during inspiration. S2 is split due to the delayed closure
of the pulmonic valve and the earlier closure of the aortic
valve. During inspiration, the reduced intrathoracic pressure
allows the distensible pulmonary circulation to receive a
larger stroke volume from the right ventricle, leading to
an extended right ventricular systole and a delayed P2
sound. Increased pulmonary vascular capacitance during
inspiration also decreases venous return to the left atrium,
resulting in a shorter left ventricular systole and an earlier
A2 sound. In cases where the aortic valve closure is delayed,
a phenomenon known as paradoxical splitting of S2 occurs,
where P2 is heard before A2 [21], [23].

In some cases, a third heart sound (S3) may be detected
in normal individuals. It is a low-pitched sound that occurs
early in diastole as shown in figure 3 and is best heard near
the apex of the heart. S3 is produced by vibrations caused by
rapid ventricular filling. In children and adults after exercise,
the presence of S3 can be considered normal [21].
A fourth heart sound (S4) may be produced by atrial

systole. It is a low-pitched sound that occurs during late
diastolic or presystolic phases of the heart as shown in
figure 3. S4 is commonly heard in young children but
is often associated with cardiovascular disease in adults.
In individuals with atrial fibrillation, where atrial kick is
absent, S4 may not be present. In cases of tachycardia, S4
and S3 sounds may merge, resulting in a summation gallop.

B. MOST COMMON CARDIOVASCULAR DISEASES
In order to build a well representative dataset, we have
conducted an analysis with a number of physicians and
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TABLE 1. Cardiac conditions.
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TABLE 2. Cardiac conditions(continued).

FIGURE 3. The figure depicts a standard representation of a
phonocardiogram (PCG) signal, illustrating the heart sounds:
(S1), (S2), (S3), and (S4).

consultants in several hospitals in Saudi Arabia and Egypt.
We have arranged for meetings and questionsinars aimed at

understanding how the healthcare provider precieve some
condtions are more common, difficult or rare than others,
we ended up with agreeing with them that there are at least
nine PCG diagnosis (including the normal condition) that we
could start with Table Table 1,2,3 displays a detailed analysis
of the heartbeat sound of each class. We have provided a
sample representation of each class using both time and
time-frequency representation in order to get insights how
it might be sometimes challenging to realize the features
of each representation. It is observed that some cases are
more difficult than others and some consideration need to
be taken for successful classification. table 4 shows the
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TABLE 3. Cardiac conditions(continued).

summary of the comparison of each class along with sample
availability in terms of how common the diagnosis is and
diagnosis difficulty according to the specialists opinions and
pre-processing of data samples.

C. AVAILABLE HEART SOUND DATASETS
Currently, there exist several sound datasets, and six of them
are widely utilized for algorithm development and evaluation.
In this section, we briefly discussed the descriptions of these
datasets. Table 5 show a summary of the currently available
open-access datasets.

1) CIRCOR DIGISCOPE DATASET
The CirCor DigiScope dataset stands as the largest pediatric
heart sound collection to date. It comprises a total of
5282 recordings obtained from the four primary auscultation
locations of 1568 patients. These recordings provide a wealth
of data, totaling over 312 hours of heart sound signals. The
patients’ ages range from 0.1 to 356.1 months, with an aver-
age of 73.4 months and a standard deviation of 50.3 months.
The duration of the recordings varies between 4.8 and
80.4 seconds, with an average duration of 22.9 seconds and a
standard deviation of 7.4 seconds. Through a semi-supervised
annotation scheme, experts performed detailed annotations,
covering the timing, shape, pitch, grading, quality, and

location of each murmur. This meticulous approach yielded
a total of 215780 manually annotated heart sounds [2].

2) HEART SOUNDS SHENZHEN (HSS) DATASET
The Heart Sounds Shenzhen (HSS) dataset is a com-
prehensive collection of Phonocardiogram (PCG) signals,
consisting of 845 recordings obtained from 170 individuals.
These individuals represent a diverse range of patients with
various heart conditions, including coronary heart disease,
fibrillation, valvular heart disease, and congenital heart
disease. The dataset provides valuable insights into the
acoustic characteristics of different heart diseases.The PCG
recordings in the HSS dataset are sampled at a rate of 4 kHz,
ensuring high-fidelity representation of the heart sounds.
Each recording, which is approximately 30s, is labeled with
one of three class labels: Normal,Mild, andModerate/Severe,
which indicate the severity of heart disease. It is important to
note that the dataset does not explicitly specify which valves
or diseases are classified as severe in the Moderate/Severe
class.The audio recordings in the dataset were captured using
an Electronic Stethoscope, specifically the Eko COREmodel
from the United States. The recordings are stored in the
widely-used .wav format, ensuring compatibility and ease of
use for researchers and practitioners [17].
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TABLE 4. Characteristics of heart sounds in diagnostic classes.

3) GITHUB OPEN-ACCESS DATASET
The Github open-access dataset comprises a collection
of 1000 PCG recordings in the .wav format. These recordings
have been classified into five distinct categories: Normal (N),
Aortic stenosis (AS), Mitral regurgitation (MR), Mitral
stenosis (MS), and Mitral valve prolapse (MVP). The
data was gathered from diverse sources such as books
and websites. All recordings were sampled at a rate of
8 kHz. Each category contains 200 recordings, which vary
in duration. On average, the recordings are approximately
3 seconds long, with the shortest signal length observed in
the dataset being 1.125 seconds [15].

4) PHYSIONET/CINC CHALLENGE 2016 DATASET
The PhysioNet/CinC 2016 Challenge’s heart sound dataset
is a comprehensive compilation of nine distinct databases.

This comprehensive collection consisted of a total of
2435 heart sound records obtained from 1297 patients. The
duration of the phonocardiogram (PCG) signals in the dataset
varies between 8 and 312.5 seconds. In order to maintain
consistency across different devices with varying sampling
rates, all PCG signals have been downsampled to a uniform
rate of 2000 Hz. The heart sounds were captured from
four auscultation positions: aortic, pulmonary, tricuspid, and
mitral. The subjects included in the dataset encompass a
wide range of conditions, including heart valve diseases
and coronary artery diseases, and consist of both healthy
(normal) and diseased (abnormal) individuals.However, it is
important to note that the dataset exhibits a significant
imbalance, with a greater number of normal records com-
pared to abnormal ones. The recordings were made in
various settings, including both clinical and non-clinical
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environments, and were categorized as normal, abnormal, or
uncertain [16].

5) PASCAL HEART SOUND CHALLENGE DATASET
The PASCAL Heart Sound Challenge dataset is divided into
two subsets: Dataset A and Dataset B. The dataset consists
of sound clips collected from four different regions of the
body: aortic (AR), pulmonary (PR), tricuspid (TR), andmitral
(MR).Dataset A was created through crowd-sourcing using
the iStethoscope Pro iPhone app. It contains 176 sound files in
.wav format, categorized into five classes. The first category
includes 31 files of normal heart sounds, serving as the train-
ing set for healthy conditions. The second category consists
of 34 files classified as training murmurs, indicating potential
heart disorders. The third category contains 19 files labeled
as training extra heart sounds, which may be indicative of
certain heart conditions. The fourth category, named Artifact,
includes 40 files with various sounds unrelated to heart
conditions. Lastly, the fifth category comprises 52 unlabeled
files used for testing.Dataset B was compiled during a
clinical trial conducted in hospitals using the DigiScope
digital stethoscope. It comprises 656 sound files in .wav
format, divided into four classes. The first category contains
320 files representing normal heart sounds for training. The
second category consists of 95 files classified as training
murmurs, indicating abnormal heart conditions. The third
category includes 46 files representing extrasystole sounds,
which signify irregular heart rhythms. The fourth category
comprises 195 unlabeled files for testing [19].

III. COLLECTION METHODOLOGY
In this section, we will provide a detailed explanation
of the collection methodology, beginning with the subject
recruitment method, participant demographics, and the tools
used.

A. SUBJECT RECRUITMENT
The dataset was gathered from three prominent hospitals
that offer specialized cardiovascular healthcare services: the
National Heart Institute in Cairo, Egypt; King Abdulaziz
Specialist Hospital-Taif, KSA; and King Faisal Medical
Complex-Taif, KSA. Data collection took place from
September 9, 2022, to January 30, 2023. Consequently,
the sample population represents the adult population with
cardiovascular and valvular diseases effectively. The Insti-
tutional Review Board of the Department of Research and
Studies in Health Affairs in Taif City, King Abdulaziz City
for Science and Technology (KACST), KSA (Registration
number: HAP-02-T-067 approval and approval number: 719),
granted ethical approval for the study. All participants agreed
to participate in this data collection study with informed
consent.

B. PARTICIPANT DEMOGRAPHIC
Participants in this study come from a wide range of
backgrounds. Individuals from diverse adults age groups,
ethnic backgrounds, and geographical areas are included in

the dataset. The sample population includes both males and
females, assuring gender representation. Because the study’s
focus is on cardiovascular and valvularmedical conditions the
participants are mostly individuals who have been diagnosed
with such conditions. The recruitment strategy guaranteed
that the sample population accurately reflected the adult
population suffering from these health problems.

FIGURE 4. Developed In-house stethoscope.

C. INSTRUMENT
We had to build our instruments to collect the data
professionally, as the commercial equipment is expensive and
does not help us collect efficiently and quickly, as the time of
the clinical centers is critical. In this subsection, we explore
the composed digital stethoscope and the developed data
collection app.

1) IN HOUSE DIGITAL STETHOSCOPE
Stethoscopes are essential tools used by cardiologists and
physicians to assess heart conditions by listening to physio-
logical sounds. While newer electronic stethoscopes have the
capability to collect various physiological sounds digitally,
integrating them with mobile applications for recording heart
sounds can be expensive due to the need for a license to
access the electronic stethoscope’s Application Programming
Interface (API), which can be quite costly.

To address this issue, we have developed in-house digital
stethoscope(are shown in Figure 4. The development process
involves the following steps:

1) We utilized the 3M Littman Classic III Stethoscope as
the base. The rubber tube of the stethoscope was cut
from the diaphragm side.

2) An Electret Microphone Condenser was embedded
inside the rubber tube. Specifically, we employed the
uxcell Electret Microphone Condenser Pickup with a
size of 6mm x 3.5mm.

3) The microphone was connected to the suitable ampli-
fier, and its cable was then linked to the iRig HD-2
audio interface.

4) Finally, the audio interface was connected to an Apple
iPad, enabling the digital stethoscope to interface with
the device.
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TABLE 5. A summary of the currently available open access datasets.

FIGURE 5. Data Collection App (a) Main Page UI,(b) Location setection UI and (b) Data collection and annotation UI.

By following these steps, we have developed a digi-
tal stethoscope that offers a cost-effective alternative for
recording heart sounds, eliminating the need for costly
licenses associated with integrating electronic stethoscopes
with mobile applications.

2) DATA COLLECTION APP
We have developed a mobile application specifically
designed for collecting and labeling heart sounds from
patients in clinics. The application features a user-friendly
interface that enables physicians to seamlessly gather and
label data. The main page of the application is illustrated in
Figure 5(a).

To utilize the application for data collection and labeling,
the following steps are followed:

1) Select the appropriate icon based on the patient’s status:
‘‘old patient’’ if their case has been confirmed by an
echocardiogram report or ‘‘new patient’’ if they are
visiting the clinic for the first time. For this study,
only patients with an echocardiogram report were
included(are shown in Figure 5(a)).

2) Place the stethoscope on the relevant area of the
patient’s body and choose the corresponding area
within the application. The physician will select
the appropriate area based on the information pro-
vided in the echocardiogram report(are shown in
Figure 5(b)).

3) Start recording the heart sounds by pressing the
recording icon. The application will capture the audio
during this time.

4) Once the recording is complete, choose the specific
diagnosis from the dropdown list based on the findings
in the echocardiogram report(are shown in Figure 5(c)).

5) Save the heart sound as a WAV format file along with
its corresponding label by pressing the save icon. The
file will be stored in separate folders based on the
collection area and specific diagnosis(are shown in
Figure 5(c)).

By following these steps, the application enables physicians
to conveniently collect and label heart sounds from patients,
ensuring organized storage of data for further analysis and
research purposes.
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FIGURE 6. The percentage and samples number of each class in the
proposed dataset.

D. LABEL ANNOTATIONS METHODOLOGY
To ensure accurate labels for effective prediction of cardio-
vascular disease classification problems, our study employed
a robust annotation approach by utilizing echocardiogram
reports of the patients. Each patient’s report contained
comprehensive details about their cardiac structure, function,
and any identified abnormalities. Our team of cardiologists
diligently examined each patient’s echocardiogram report.
They managed and supervised the whole labeling and
annotation process. They carefully reviewed the descriptions
of pathological conditions mentioned in the reports and
listened to the corresponding heart sounds for each patient.
Based on their analysis and expertise, they assigned labels
to the heart sounds, indicating the presence or absence
of specific diseases or pathological conditions.This process
ensured accurate and validated label annotations for the heart
sound based on the findings in each patient’s echocardiogram
report. We made sure not to include patients with multiple
valve diseases. In other words, if a patient had two or
three diseases, we did not collect any samples from them.
We aimed to capture only the sound of a single disease along
with its corresponding label to maintain the quality of our
dataset.

IV. DATASET DESCRIPTION
The HeartWave dataset, developed collaboratively by King
Abdul-Aziz University and three hospitals, stands as one
of the largest and most comprehensive collections of heart
sounds. It comprises 1353 records. The dataset offers label
annotations at record levels. Additionally, the annotations
indicate the specific chest area from which each recording
was obtained as shown in Figure 7. In terms of patient distri-
bution, the dataset consists of 401 recordings from healthy
individuals and 952 recordings from patients with various
diseases. Among the diseased patients, mitral regurgitation
is the most prominently represented condition, followed
by aortic regurgitation. The mitral and aortic valves are
affected by rheumatic fever, so the number of samples of
the two diseases is the highest.It is important to note that
certain classes, such as pulmonic stenosis and pulmonic
regurgitation, have relatively fewer samples compared to

TABLE 6. A comprehensive summary of the HeartWave dataset.

other disease classes. Furthermore, an important feature of
the HeartWave dataset is the inclusion of murmur grades
ranging from 1 to 6. These grades accurately reflect the
varying severity and characteristics of murmurs found in real-
world scenarios. The assignment of murmur grades was done
by referencing echocardiography. On average, the record
duration is 21.57 seconds, and all sound records are stored
in wave (.wav) format. An overview of the dataset has been
presented in Table 6 and Figure 6

V. DATASET ANALYSIS AND EVALUATION
A. SIGNAL QUALITY ASSESSMENT METHODOLOGY
Ensuring the reliability and credibility of a dataset, referred
to as a gold standard (GS) reference, is of utmost impor-
tance when assessing and comparing different classification
algorithms [26]. Since the diagnosis process relies on the
subjective judgment and clinical expertise of physicians,
it is crucial to employ a robust methodology for evaluating
the quality of the dataset [27], [28]. In this particular
study, we utilized a quality assessment approach that centers
around the concept of signal-to-noise ratio (SNR) in order
to assign signal quality labels to each individual record. The
signal-to-noise ratio (SNR) is defined as the ratio of the
mean or expected value (µ) of the signal to the standard
deviation (σ ) of the noise [29], [30]. By incorporating this
definition, we gain an additional perspective for evaluating
the quality of a heart sound record. It takes into account the
relationship between themean and the variability of the noise,
offering valuable insights into the overall signal quality.
The mathematical representation of SNR is given by the
equation:

SNR =
µ

σ
(1)

where µ represents the mean or expected value of the heart
sound signal, and σ represents the standard deviation of the
noise present in the signal. This equation provides a measure
of the SNR specific to heart sound signals, allowing for the
evaluation of the signal quality by quantifying the ratio of
the signal’s strength to the level of noise interference.This
definition provides a quantitative measure that aids in
assessing the signal quality and facilitates accurate analysis
and interpretation of this dataset.
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FIGURE 7. The distribution of samples from different disease classes with respect to the acquisition area.

B. DISTRIBUTION VISUALIZATION METHODOLOGY
Kernel density estimation (KDE) is a non-parametric statisti-
cal technique used to estimate the probability density function
(PDF) of a random variable [31]. It is commonly used in data
analysis and data visualization to understand the underlying
distribution of a dataset. The KDE equation for estimating the
probability density function (PDF) at a point x is given by:

f̂ (x) =
1
nh

n∑
i=1

K
(
x − xi
h

)
(2)

where, f̂ (x) represents the estimated PDF at point x,n is the
number of data points in the dataset,xi represents the i-th data
point,h is the bandwidth parameter that determines the width
of the kernel,K (·) is the kernel function, typically a symmetric
and smooth function.

Commonly used kernel functions include the Gaussian
(normal) distribution:

K (u) =
1

√
2π

e−
1
2 u

2
(3)

where u is the argument of the kernel function.
By summing up the contributions of the kernel functions

for each data point, scaled by the bandwidth h and the number
of data points n, we obtain the KDE estimate f̂ (x) of the PDF
at point x.

In this study, we also used KDE to analysis and visualize
the underlying SNR and duration based distribution our
proposed dataset.

VI. DISCUSSION
Our study introduces a novel dataset featuring nine unique
classes of heart sounds, including rare and challenging-to-
diagnose conditions such as pulmonary stenosis, tricuspid
stenosis, and tricuspid regurgitation. The dataset comprises
401 recordings from healthy individuals and 952 from
patients with various heart-related diseases. Notably, mitral
regurgitation ismost prevalent, with 375 recordings, as shown
in Figure 6.

The dataset offers in-depth insights into the tempo-spectral
characteristics of the murmurs related to these specific
conditions, detailed in Table 1,2,3. Figure 8 focuses on the
duration of the Phonocardiogram (PCG) samples, revealing
that the majority exceed 5 seconds in length. Aortic stenosis
and mitral stenosis recordings have the longest average
durations, clocking in at 25.69 seconds and 25.27 seconds,
respectively. In contrast, Pulmonic stenosis recordings have
a shorter average duration of 20.81 seconds. The data also
shows variations in recording duration density, as depicted
in Figure 9. Most classes exhibit a peak density of samples
around 22 seconds, with aortic regurgitation as an outlier
at 23 seconds. A secondary density peak appears around
30 seconds for most disease classes and at 11 seconds for the
normal class.

These variations in duration have implications for the
study of heart sounds. Each PCG recording contains
multiple heartbeats and four distinct heart sound states
(S1, Systole, S2, and Diastole), making them well-suited for
heart sound segmentation methods like those proposed by
Springer et al. [32]. This extensive dataset will aid in
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FIGURE 8. Heart sound recordings distribution in function of duration
(a) Overall, (b) Normal,(c) Aortic stenosis, (d) Aortic regurgitation,
(e) Tricuspid stenosis, (f)Tricuspid regurgitation, (g) Pulmonic stenosis,
(h) Pulmonary regurgitation, (i) Mitral stenosis, (j) Mitral regurgitation.

optimizing signal duration for classification tasks, providing
a valuable resource for future research.

In addition to temporal characteristics, our dataset given
the importance of the area of auscultation in diagnosing
cardiovascular diseases (CVDs). To this end, our dataset
includes recordings collected from various clinically relevant
chest locations, as depicted in Figure 2. The distribution
of collected samples across these regions is showcased in
Figure 7. This demonstrates a diverse representation from
most classes in each location, making our dataset particularly
valuable for crafting classification algorithms that are both
robust and widely applicable. Notably, the mitral area has
a heightened representation within our collection, while
samples from the pulmonary area are somewhat sparse in
comparison.

Such an imbalance in the dataset is, however, expected
due to the inherent prevalence rates of certain diseases over
others. For instance, mitral regurgitation samples outnumber
those of other conditions. This can be attributed to the
fact that rheumatic fever primarily targets the mitral valve.

FIGURE 9. The highest density of PCG samples for each class is observed
at the following durations: (a) Overall:around 22s, (b) Normal: around
22s, (c) Aortic stenosis: around 30s, (d) Aortic regurgitation: around 23s,
(e) Tricuspid stenosis: around 22s, (f) Tricuspid regurgitation: around 22s,
(g) Pulmonic stenosis: around 22s, (h) Pulmonary regurgitation: around
22s, (i) Mitral stenosis: around 22s, (j) Mitral regurgitation: around 22s.

Subsequently, the aortic valve may be affected by the same
fever, while the pulmonic and tricuspid valves generally
remain unscathed. Thus, the dataset’s structure mirrors
the real-world incidence and prevalence of these specific
conditions, offering an authentic resource for research.

A significant feature of our dataset is implementing a
Signal-to-Noise-Ratio (SNR) based noise analysis technique
to ensure quality control. This methodology not only
facilitates the assessment of data quality but also enables the
identification of noisy signals for further analysis. In order
to validate the quality of phonocardiogram (PCG) samples
in our dataset, we conducted a comprehensive SNR analysis,
visualized in Figure11. This figure reveals that the Kernel
Density Estimation (KDE) values of SNR are mostly con-
centrated above zero, suggesting that the majority of the PCG
samples are of high quality with acceptable noise levels. This
assertion is further supported by Figure 10, which displays
each PCG sample’s SNR in a scatterplot format for all classes.
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FIGURE 10. Heart sound recordings distribution in function of the
signal-to-noise ratio of (a) Overall, (b) Normal,(c) Aortic stenosis,
(d) Aortic regurgitation, (e) Tricuspid stenosis, (f)Tricuspid regurgitation,
(g) Pulmonic stenosis, (h) Pulmonary regurgitation, (i) Mitral stenosis,
(j) Mitral regurgitation.

The trend demonstrates that the number of PCG samples with
negative SNR values is minimal and statistically negligible.
Moreover, the KDE curves in Figure 11 indicate that the SNR
values for most classes follow a near-normal distribution,
except for tricuspid regurgitation, which shows a slight skew
to the right. This uniformity in SNR values across classes
reaffirms the dataset’s suitability for predictive modeling
and classification tasks. This standardized approach for
evaluating noise levels enhances the dataset’s reliability,
making it a valuable resource for researchers aiming to
develop robust deep-learning models for detecting various
cardiovascular diseases (CVDs).

To deepen our understanding of the dataset’s quality,
we conducted a comprehensive comparison of the average
signal-to-noise ratio (SNR) between our proposed dataset and
the well-known PhysioNet/CinC 2016 dataset. The individual
SNR values for samples from both datasets are illustrated
in Figure 12.
In our dataset, the majority of SNR values are above zero,

contrasting with the PhysioNet/CinC 2016 dataset, where

FIGURE 11. Signal-to-noise ratio in function of density related to
(a) Overall, (b) Normal,(c) Aortic stenosis, (d) Aortic regurgitation,
(e) Tricuspid stenosis, (f) Tricuspid regurgitation, (g) Pulmonic stenosis,
(h) Pulmonary regurgitation, (i) Mitral stenosis, (j) Mitral regurgitation.

FIGURE 12. Heart sound recordings distribution in function of the overall
signal-to-noise ratio of (a) Proposed dataset, (b) PhysioNet/CinC
2016 dataset.

the majority of values fall below zero. Despite this general
trend, it’s important to acknowledge that both datasets contain
outliers, which are likely attributable to variations in different
classes of heart sounds.

When we examine the averages, the SNR value for our
proposed dataset is 0.0031, significantly higher than the
-0.24 average of the PhysioNet/CinC 2016 dataset. Even
when narrowing the scope to just the ‘normal’ class, the
average SNR values for our dataset (0.0032) far exceed those
of the PhysioNet/CinC 2016 dataset (-0.28).
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FIGURE 13. Signal-to-noise ratio in function of density related to
(a) Overall of the proposed dataset, (b) Overall of the PhysioNet/CinC
2016 dataset.

For a more nuanced analysis, we also examined the
abnormal classes in both datasets. The PhysioNet/CinC
2016 dataset groups all types of murmurs into one abnormal
class. To create a more comparable metric, we calculated the
average SNR across all pathological classes in our dataset.
The result was an average SNR of 0.0033, notably higher
than the average SNR of -0.063 in the PhysioNet/CinC
2016 dataset’s abnormal class.

The KDE distributions of the SNR values of all samples
together, depicted in Figure 13, further underscore these find-
ings. Our dataset shows a bell-shaped distribution, suggesting
a normal distribution, while the PhysioNet/CinC 2016 dataset
reveals a positively skewed distribution, indicative of the
presence of outliers which could affect further statistical
analyses and modeling.

The superior average SNR in both normal and pathological
classes of our dataset highlights its higher signal quality and
increased ability to distinguish between various pathological
conditions.

To ensure optimal accuracy and reliability in our heart
sound research, we developed a custom-made software
tool specifically tailored for data collection, sound editing,
annotation, and quality assurance evaluation. This stream-
lined software significantly simplifies the management and
evaluation of the dataset.

The involvement of expert cardiologists in the annotation
process was crucial. Their expertise ensured the accuracy and
consistency of the annotations, providing a strong foundation
for our dataset’s value. Our dataset stands out not merely
because of its volume but also due to its comprehensive
annotation and noise analysis approach. This dual focus
offers future researchers a robust platform for crafting
deep learning models adept at pinpointing a wide range of
cardiopulmonary diseases.

The integration of expert annotations with noise analysis
augments the dataset’s usability and effectiveness, propelling
further advancements in heart sound analysis. By offering a
blend of expert knowledge and technical analysis, our dataset
is poised to make significant contributions to the field of heart
sound research.

VII. FUTURE WORKS
Despite our valuable contributions, it’s important to acknowl-
edge that the HeartWave dataset may encompass noise

interference in real-world settings during collection may
impact the precision of cardiovascular sound analysis.

In the future, we aim to explore the potential of incorporat-
ing machine learning and deep learning techniques into the
analysis of our dataset and do benchmarking studies, which
could significantly enhance the accuracy and efficiency of
cardiovascular disease classification algorithms. Moreover,
we will use heart-sound PCG signal segmentation techniques
to augment the dataset and conduct further analysis and
classification.

VIII. CONCLUSION
Our HeartWave dataset is an invaluable asset for researchers
investigating cardiovascular sound analysis in adults.As this
dataset has a substantial number of records diverse group
of participants, it provides a comprehensive and extensive
dataset for the development and evaluation of automated
algorithms for the classification of cardiovascular diseases.
Our dataset is comprehensive and encompasses a wide range
of cardiovascular diseases (CVDs). It includes not only the
most common CVDs but also those that are particularly
challenging to diagnose. Additionally, our dataset covers
rare and difficult to diagnosis conditions such as tricuspid
stenosis,pulmonic stenos and tricuspid regurgitation. The
meticulous use of a SNR-based quality assurance methodol-
ogy in constructing the golden standard reference ensures the
reliability of the database. The duration of the recordings in
the proposed dataset allows for augmentation using various
heart sound segmentation methods.. Our firm belief is that
this dataset will promote the development of medical devices
that are equipped with algorithms for denoising, profiling,
or segmenting heart sounds, ultimately leading to better
safety and early detection of heart diseases.
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