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ABSTRACT Nowadays, data dimensions have increased depending on the developments in information
and measurement technologies. Due to the high dimensionality, it is necessary to use pre-analysis data
reduction methods for many analyzes such as classification and regression analysis. In the solution of
high-dimensionality, filter feature selection methods based on statistical criteria are widely used in terms
of simplicity and efficiency. One of the important problems with filter feature selection methods is the
selection of multiple features carrying the same information unnecessarily when strong correlations exist
between features. In this study, a novel approach is proposed to solve this problem of filter feature selection
methods. In addition, with the proposed new approach, the question of how many appropriate features will
be included is also solved. The performance of the proposed approach is demonstrated on high-dimensional
reflectance data with high correlations between features. The results obtained revealed that the proposed
approach improves the classification performance of filter feature selection methods in mixture discriminant
analysis in terms of classification accuracy and entropy criteria.

INDEX TERMS Feature selection, filter feature selection, Gaussian mixture model (GMM), Gaussian
mixture discriminant analysis (GMDA).

I. INTRODUCTION
Technological developments in recent years have enabled the
creation of large databases in many fields, and the amount
of data stored has further increased. This situation has led to
the emergence of the term high-dimensional data or big data.
Many data mining methods have been developed because
of the inadequacy of traditional methods in analyzing high-
dimensional data.

Data mining [1] can be defined as a multi-stage process
that aims to reveal the relationships, patterns and information
hidden in high-dimensional data using different tools and
technologies. One of the stages of this process is the feature
selection process.

The associate editor coordinating the review of this manuscript and

approving it for publication was Jon Atli Benediktsson .

Feature selection methods involve selecting a subset of
the most useful features that produce results compatible with
the entire original dataset [2], [3]. The methods are gen-
erally categorized into three groups: filter methods based
only on statistical information, wrapper methods that perform
searches on features, and embedded methods based on find-
ing the best divisor criterion [4], [5], [6].

Among the feature selection methods, filter feature selec-
tion methods are widely used in the literature because of
their ease of calculation and speed. Filter feature selection
methods make feature selection with the help of functions
based on statistical criteria such as distance, information,
dependency, and consistency measurements [6], [7]. One of
the important problems with these methods is the selection
of multiple features carrying the same information when
strong correlations exist between features unnecessarily. For
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example, high-dimensional and strongly correlated data, such
as reflectance, image, text or DNA microarray data, can
hinder the learning process, especially in classification [6],
[8], [9], [10], [11].

The focus of this study is to determine the features that will
give the highest classification accuracy in the classification of
high-dimensional data. When the literature on this subject is
examined, there are many studies under general titles such as
feature selection for classification [2], [5], [12], [13], [14],
[15], [16], [17], feature selection for high-dimensional data
[6], [18], [19], [20], [21], [22], [23], [24], [25], [26], and
feature selection for dimensionality reduction [27], [28], [29],
[30], [31], [32], [33], [34], [35].

In this study, a novel approach is proposed to increase
the efficiency of filter feature selection methods based
on the clustering of features using gaussian mixture models.
The proposed approach aims to select the most appropriate
feature by bringing together features with similar charac-
teristics with clustering of features, especially in data with
high-dimensional and strong correlation structure. Thus, it is
desirable to avoid the problem of unnecessarily selecting
multiple features carrying the same information. In addi-
tion, with the proposed new approach, the question of how
many appropriate features will be included is also solved,
and an algorithm for calculating the initial cluster cen-
ters has been proposed to improve the performance of the
approach. The performance of the proposed approach is
demonstrated on high-dimensional reflectance data with high
correlations between features. The results obtained from the
study revealed that the proposed approach improves the clas-
sification performance of filter feature selection methods in
mixture discriminant analysis in terms of classification accu-
racy and entropy criteria.

The paper is organized as follows. In Section II, we present
the filter feature selection methods and the proposed feature
selection approach. In Section III, we not only introduce the
dataset but also present the model-based clustering analysis,
model-based discriminant analysis, and performance criteria.
In addition, we report the experimental results to support the
proposed approach and provide a comparison table with the
filter-based feature selection methods. Finally, in Section IV,
we summarize this study and draw some conclusions.

II. MATERIALS AND METHODS
A. FILTER FEATURE SELECTION METHODS
Feature selection can be defined as the process of identifying
relevant features and discarding irrelevant ones in order to
obtain a subset of features that will best represent the data
with minimal performance degradation [2], [3], [5].
Filter feature selection method, which is one of the feature

selection methods, is widely used in the literature because
of its ease of calculation and speed. Filter feature selection
methods make feature selection with the help of statistical
criteria such as distance, information, dependency and con-
sistency measurements. Basically, these methods calculate a

score for each feature found in the dataset through a function
calculated according to the statistical criterion determined.
With this calculated score, the features are ranked in order of
importance, and subsets are created by selecting the desired
number of features. These methods, which are less complex
and have lower computational cost than other methods, are
more suitable for high-dimensional data because they give
fast results [4], [6], [7].

In this section, themost popular filters are described, which
will be used throughout this paper.

1) CHI-SQUARED
This method is a univariate filter that evaluates each feature
based on chi-square (χ2) statistics independently by class.
Given the number of intervals (V ), the number of classes
(K ), and the total number of instances (N ); the value of
chi-squared for a feature is calculated as

χ2
=

V∑
i=1

K∑
j=1

[
Aij −

Ri∗Bj
N

]2
Ri∗Bj
N

(1)

where Ri denotes the number of instances in the range ith,
Bj stands for the number of instances in class jth, and Aij
indicates the number of instances in the range ith and class
jth [6], [36].

2) INFORMATION GAIN
This method [37] evaluates features according to their infor-
mation gain and considers a single feature at a time. The
entropy measure is considered as a measure to rank variables.
The entropy of class feature Y is

H (Y ) = −

∑
p (y) log2 p(y) (2)

where p(y) is the marginal probability density function for
the random variable Y . When calculating the entropy value,
if the values in the Y property are grouped according to the
X property, the entropy value of Y will be higher than the
entropy value of the data grouped according to X . According
to the observation of the X property, the entropy value of the
Y property is calculated as follows

H (Y |X) =

∑
p (x)

∑
p (y|x) log2 p(y|x) (3)

where p (y|x) is the conditional probability of y given x. The
measure of information gain (IG), which is an indicator of the
dependence between X and Y , is calculated as

IG = H (Y ) − H (Y |X) (4)

3) GAIN RATIO
The gain ratio (GR) method [38] is a normalized version of
the IG. Normalization is performed by dividing the IG by the
entropy of the quality by class; consequently, it reduces the
bias of the IG algorithm. The GR formula is as follows:

GR =
IG

H (X)
(5)
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TheGR takes values between 0 and 1. WhenGR is equal to 1,
it indicates that the information X can predict all information
Y , and when it is equal to 0, there is no relationship between
Y and X .

4) SYMMETRICAL UNCERTAINTY
The Symmetrical Uncertainty (SU ) [39] compensates for the
bias of the IG by dividing it by the sum of the entropy of X
and Y . The SU is calculated as

SU =
2 ∗ IG

H (X) + H (Y )
(6)

where H (X ) and H (Y ) are the entropy of X and Y . The SU
takes values between 0 and 1. The SU is interpreted similarly
to the GR.

5) RELIEF
Themain purpose of the Relief algorithm [40] is to predict the
quality of the features according to how well their values are
distinguished between samples that are close to each other.
The algorithm searches for two nearest neighbors, with a
randomly selected number of samples R. The first of these
is defined as H , which refers to the closest neighbor from the
same class, andM , which refers to the closest neighbor from
a different class. The estimated W [A] weighting coefficient
for the A feature based on R,M andH values are updated and
run t times to find the weight coefficients. TheW [A] formula
is as follows

Wnew [A] = Wold [A] −
diff (A,R,H )

t
+
diff (A,R,M )

t
(7)

6) CORRELATION-BASED FILTER
The algorithm finds weights of continuous attributes based
on their correlationwith the continuous class attribute. In gen-
eral, a feature is good if it is relevant to the class concept but is
not redundant to any of the other relevant features. According
to whether the relationship is parametric or nonparametric,
the relationship scores of the features are calculated using
Pearson or Spearman correlation coefficients. The attributes
with a high absolute value relationship score are ranked in
order of importance [41], [42].

7) RANDOM FOREST
The random forests (RF) method uses a collection of decision
tree classifiers, where each tree in the forest has been trained
using a bootstrap sample of individuals from the data, and
each split attribute in the tree is chosen from among a ran-
dom subset of attributes. The classification of individuals is
based on aggregate voting over all trees in the forest. Feature
selection using the RF method starts with determining the
threshold value to give a boundary between the features to
be selected and the features that will be eliminated. Then all
features will be sorted by Gini importance score from the
smallest to the largest. Furthermore, features with the Gini
importance score below the threshold valuewill be eliminated
[43], [44].

8) ONE-WAY ANOVA
The one-way analysis of variance (ANOVA) is used to
determine whether there are any statistically significant dif-
ferences between the means of independent k > 2 groups.
The larger F test statistics value in one-way ANOVA indi-
cates a statistically significant difference between groups.
The F test statistic is obtained by

F =
(n− k)

∑k
i=1 ni (x̄i − x̄)2

(k − 1)
∑k

i=1
∑nj

j=1 (xij − x̄i)2
(8)

where n is total sample size, k is number of groups, x̄i is the ith
group mean for the relevant feature, x̄ is the general average.
Dimension reduction is performed by selecting those with
higher F test statistic values among the F test statistic values
obtained for each feature [45].

9) NEIGHBORHOOD COMPONENT ANALYSIS
Neighborhood component analysis (NCA) [46] is a
non-parametric feature selection algorithm that maximizes
the correct classification probability of classification algo-
rithms. In neighborhood component analysis, features are
weighted to maximize the probability of correct classifi-
cation. Feature selection is performed using the weights
obtained.
pij is defined as the probability that data point xi chooses

xj as its neighbor and can be calculated as follows.

pij =

exp
(
−d2Aij

)
∑

k∈Ni exp
(
−d2Aik

) (9)

where Ni denotes the set of neighbors of xi. The purpose
of NCA is to learn a linear transform A that maximizes log
probability by selecting each data point as a neighbor with
the same labels as itself after the transformation [21].

B. THE PROPOSED APPROACH
The biggest problem in filtering-based feature selection
methods is the unnecessary selection of features that carry the
same information in the case of high correlation between fea-
tures. Another important problem of the filter-based feature
selection method is that the number of features to be selected
is unknown. The framework of the classical feature selection
methods is shown in Figure 1.

Figure 1 indicates that correlated features are selected
when the filter-based feature selection method is applied for
many related features. In this study, a novel algorithm is
proposed to increase the efficiency of filter-based feature
selection methods by focusing on these two problems. The
basis of the proposed algorithm is based on the clustering
of features. The features are clustered by mixture cluster
analysis based on the gaussian mixture model (GMM) in the
proposed algorithm. In the clustering with the GMM of fea-
tures, the appropriate number of clusters is determined using
the Bayesian information criterion (BIC). The best feature
is determined by applying the feature selection method to
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FIGURE 1. Framework of classical filter-based feature selection methods.

FIGURE 2. Use of the filter-based feature selection method with the
proposed algorithm.

each of the created feature clusters. The reduced dataset is
created by using the class means for each feature to increase
the efficiency of the proposed algorithm in clustering the
features. In the proposed algorithm, the effect of randomness
is avoided by creating an algorithm based on the range for
the initial cluster memberships in themixture cluster analysis.
The use of the filter-based feature selection method with the
proposed algorithm is shown in Figure 2.
The items of the proposed algorithm are as follows:

III. EXPERIMENTAL RESULTS
A. REAL DATASETS
In this study, data containing spectrometric measurements of
the critical nitrogen nutrient content of peach leaves were pro-
vided from the literature [10]. The data includes the training
(N1 = 84) and test (N2 = 96) data with K = 3 class and P =

601 feature. The features measured for each observation were
hyperspectral wavelength reflections of 400-1000 nm. The
peach trees were divided into three classifieds as deficient,
sufficient and excess, according to the amount of nitrogen
nutrient, which play an important role in the development of
the plant, applied to the plant.

B. MODEL-BASED CLUSTERING ANALYSIS
Model-based clustering assumes that each observation
emerges from a finite mixture of G probability distributions,
each representing a different set or group. The general form

Algorithm The Proposed Algorithm
Input: XN×P → D(F1,F2, . . . ,FP,C) # The dataset with N
observations, P features and K classes.
Output: SN×G # Selected G features.
Part 1: Processing the dataset for clustering of features
1) mk1xP # Calculate the vectors of cluster centers in terms

of the feature P of the kth class.

2) MKxP =


m1
1xP

m2
1xP
...

mK1xP

 # Reduced dataset consisting of K

class center vectors.
3) YPxK = (MKxP)

T # Transformed dataset, which is the
transpose of matrixM .

Part 2: A new algorithm for initial cluster memberships in
clustering

• Minimum (Min) and maximum (Max) values are deter-
mined for each of the K dimensions.

• The Range = (Max −Min) is calculated.
• The 1xK vector consisting of minimum values is chosen
as the 1 th cluster center.

• The increment amount for each dimension is determined
as H =

Range
g−1 ; g = 2, 3, . . .

• The origin centers for the g cluster are determined by
adding H to the 1th cluster center.

• Initial cluster memberships are created by the k-means
clustering using initial cluster centers.

Part 3: Features are clustered with the GMM
4) The YPxK transformed dataset is modeled for g =

2, 3, . . . , with the GMM according to the initial cluster
centers obtained by proposed algorithm.

5) The appropriate number of clusters G is determined by
the BIC.

6) The features are divided into G clusters and subsets are
determined as
XN×P =

[
X1 X2 · · · Xg · · · XG

]
where Xg of size N × Ri (

∑G
i=1 Ri = P) are subsets of

X dataset.
Part 4: The best feature is determined for each feature cluster
7) The best feature for each feature cluster is determined

with respect to the related feature selection method.
The reduced dataset is determined by combining the
best features selected for each feature set. The reduced
dataset is given as

SN×G =
[
S1 S2 · · · Sg · · · SG

]
where Sg is N × 1 dimensional vector consisting of the
best feature selected from Xg.

of the finite mixture distribution is specified as follows

f (xi;ψ) =

G∑
g=1

πgfg(xi, θg) (10)
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where the data x = (x1, . . . , xn) in Rnp, the πg are the
mixing probabilities (0 < πg < 1 and

∑G
g=1 πg = 1),

θg is the parameter set corresponding to component g and
ψ = (π1, . . . , πG, θ1, . . . , θG) denotes the set of all param-
eters of the mixture. The Gaussian mixture model (GMM),
is obtained by taking fg(xi, θg) as a multivariate Gaussian
density in Equation (10). The component densities fully char-
acterize the group structure of the data, and each observation
belongs to the corresponding cluster according to a latent
cluster membership indicator variable zi, such that zig = 1 if
xi arises from the gth subpopulation [47], [48].
Maximum likelihood estimations of parameters are usu-

ally estimated using the expectation-maximization (EM)
algorithm [49], [50]. The EM algorithm maximizes the con-
ditional log-likelihood

logL (ψ) =

G∑
g=1

n∑
i=1

zig
{
logπg + logfg(xi, θg)

}
(11)

After the parameters have been estimated, each observation
is assigned to gth cluster, which has the highest posterior
probability. Posterior probabilities τig = Pr(zig = 1|xi) of
observing cluster g given the data point i, and the mixing
probabilities are estimated as follows [51]:

τ̂ig =
πgfg(xi, θg)
f (xi;ψ)

(12)

π̂g =

n∑
i=1

τ̂ig

n
(13)

In determining the number of components G, information
criteria based on the log-likelihood function are generally
used, and the Bayes Information Criteria (BIC) [52] is the
most popular. The BIC is given following

BIC = −2logL
(
9̂

)
+ dlog(n) (14)

where log is the loglikelihood function and d is the number
of free parameters. The appropriate number of clusters is the
first g value at which the BIC (g) ≤ BIC(g+ 1) inequality is
satisfied.

C. MODEL-BASED DISCRIMINANT ANALYSIS
Suppose we have K classes in the data and the number of
subclasses in each class is Gk , k = 1, . . . ,K . The probability
density function in the mixture discriminant model based on
the multivariate Gaussian mixture model (Gaussian mixture
discriminant analysis - GMDA)

f (x,ψ) =

K∑
k=1

πk fk (x, θk ) (15)

here x is 1×p dimensional observation vector and πk is prior
probability of kth class (0 < πk < 1 and

∑K
k=1 πk = 1).

ψ = (π1, . . . , πK , θ1, . . . , θK ) is the vector containing all
unknown parameters of themixture discriminantmodel based

on the GMM. fk (x, θk ) is probability density function of the
GMM for kth class and fk (x, θk ) is defined

fk (x, θk) =

Gk∑
g=1

πkg
1

(2π )P/2
∣∣6kg

∣∣1/2
× exp

{
−
1
2

(
x− µkg

)
6−1
kg

(
x− µkg

)T}
(16)

where θk = (πk1, . . . , πkGk ,µk1, . . . ,µkGk ,6k1, . . . ,6kGk )
is the vector containing unknown parameters of the GMM
for kth class. Where πkg is mixture rate of gth subclasses
in the kth class (0 < πkg < 1 and

∑Gk
g=1 πkg = 1). In the

kth class, µkg and 6kg are denoted mixture rate, mean vector
and covariance matrix of gth subclass, respectively [47], [53],
[54].

The prior probability πk can be estimated from the training
data or other sources [55]. Estimation of the prior probability
πk from the training data is defined by

π̂k =
nk
n

(17)

where nk is the number of observations for the kth class of the
training data. The maximum likelihood estimations of param-
eters πkg, µkg and 6kg used in Equation (16) for kth class
can be estimated from training data using the EM algorithm
[49], [50]. The EM algorithm maximizes the conditional log-
likelihood, logL (θk), for the kth class of the training data

logL (θk) =

Gk∑
g=1

nk∑
i=1

Pk (G = g|Xk = xki)

×
{
logπkg + logfkg(xki, θkg)

}
(18)

where xki is 1×P dimensional observation vector of ith in the
kth class of the training data. An observation is classified into
kth class, which has the highest posterior probability, based
on the Bayes rule, denoted by

P (K = k |X = x) =
πk fk (x, θk)
f (x,ψ)

. (19)

D. PERFORMANCE CRITERIA
The efficiency of the proposed algorithm will be evaluated
according to the classification accuracy and entropy criteria
in the mixture discriminant analysis.

Classification accuracy (CA), which is one of the most
widely used criteria in the measurement of classification
performance, can be stated as:

CA =

∑G
g=1 fgg
N

(20)

where N is the number of observations, G is the number of
classes and fgg is the number of units assigned to class g due
to the classification analysis whose actual class membership
is g. If CA is close to 1, it indicates that the classification
performance is successful.
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TABLE 1. CA and entropy values according to the classical and proposed approach.

Another criterion used in themeasurement of classification
performance is entropy, which is a measure of classification
uncertainty. The entropy measure is calculated as follows

En (τ ) = −

∑N

i=1

∑G

g=1
τig ln

(
τig

)
(21)

The smaller the entropy measure, the more successful the
classification.

E. APPLICATION OF THE PROPOSED APPROACH
In this section, feature selection was performed for the train-
ing dataset using both the classical and the proposed approach
with filter-based feature selection methods. Then, the dataset
was modeled using the GMDA with the selected features.
The classification of the test dataset was performed using the
model obtained by the GMDA.

The features were clustered by the GMM and the appropri-
ate number of clusters was determined as G = 7 according
to the BIC values obtained for g = 2, 3, . . . , 10. Thus,
the features containing the same information were clustered
and the answer to the question ‘‘How many features should
be selected?’’ has been answered. A graph of BIC values
according to the number of clusters is shown in Figure 3.
In theGMDAapplication, each nitrogen class wasmodeled

by dividing it into three subgroups. In the GMM and the
GMDA applications, 10−12 was taken as the regularization
value for the variance covariance matrix. Both the classical
approach and the proposed algorithm were applied to the

FIGURE 3. BIC values according to the number of clusters.

training data, and the best features (S = 7) were selected.
The CA and entropy values obtained as a result of the GMDA
of the training and test data using these selected features
are given in Table 1. As seen in Table 1, feature selection
algorithms in the classical approach tend to select sequential,
i.e., correlated features. This situation was overcome using
the proposed approach.

According to Table 1, the proposed approach produced
better results than the classical approach in terms of both
training and test data. This approach increased the CA and
decreased the entropy values in all feature selection methods.
To demonstrate the validity of the proposed approach, the
Wilcoxon signed-rank test was also used, and the p-values
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FIGURE 4. CA values of the test data obtained using the classical and
proposed approach of feature selection methods.

FIGURE 5. Entropy values of the test data obtained using the classical
and proposed approach of feature selection methods.

from the one-tailed, paired difference test are given in Table 1.
As seen in the table, all the p-values are at the 99% confi-
dence level. These results confirm that the proposed approach
increases the success of all feature selection methods.

The CA values of the test data obtained with the classical
and proposed approach of the feature selection methods are
shown in Figure 4, and the entropy values are shown in
Figure 5.

IV. CONCLUSION
In this study, we presented a new feature selection
approach based on the clustering of variables for data with
high-dimensional and correlated features (variables). Using
this approach, dimension reduction was made using the clus-
ter centers to the data with class K and the variables were
assigned to the appropriate G clusters by the GMM. The
feature with the highest classification success was selected by
the feature selection methods from each cluster, and the most
suitable G features to represent the data were determined.
Thus, the selection of features that have the same information
has been prevented, and a suitable number of features has
been decided as the proposed approach. The results obtained
from the study revealed that the proposed approach improved
the classification accuracy and entropy criteria compared
with the classical approach.

The proposed approach was tested on peach plant data,
which has a higher number of variables than the number

of observations and a high correlation between variables.
The approach was applied to the training and test data,
respectively. The training data were first reduced by using
cluster centers, and then the features of the training data were
clustered by the GMM. Using filter-based feature selection
methods, a feature with the highest classification perfor-
mance from each cluster was selected and the features that
would represent the dataset were determined. The training
data was modeled by the GMDA using the determined fea-
tures. The model performance indicators for training and test
data were calculated using the obtained model. According
to the results in the training data, while the average CA and
entropy values of the classical approach are 0.893 and 19.825,
respectively; those of the proposed approach are 0.963 and
7.345. According to the results in the test data, while the
average CA and entropy values of the classical approach are
0.709 and 22.169, respectively; these values of the proposed
approach are 0.788 and 8.865. Thus, the proposed approach
has given better results than the classical approach in terms of
all feature selection algorithms in both training and test data.

On the other hand, principal components and multidi-
mensional scaling analysis can be used as an alternative for
dimensional reduction of datasets with unknown class mem-
berships. In addition, different clustering algorithms can be
used instead of the GMM used in the clustering of features.

It is obvious that this study contributes to the literature in
terms of dimensional reduction, clustering of features, selec-
tion of cluster initial center and determining the appropriate
number of features.
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