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ABSTRACT This paper proposes a spatiotemporal architecture with a deep neural network (DNN) for road
surface conditions and types classification using LiDAR for autonomous emergency braking (AEB) systems.
It is known that LiDAR provides information on the reflectivity and number of point clouds depending
on a road surface. Thus, this paper utilizes the characteristics of LiDAR and the vehicle’s speed obtained
from in-vehicle sensors for classifying front road surface conditions for the AEB system application. First,
we divided the front road area into four subregions to use spatial information from the vehicle’s speed.
Second, we constructed feature vectors using each subregion’s reflectivity, number of point clouds, and
in-vehicle information. Third, the DNN classifies road surface conditions and types for each subregion.
Finally, the output of the DNN feeds into the spatiotemporal process to make the final classification
reflecting vehicle speed and probability given by the outcomes of softmax functions of the DNN output
layer. To validate the effectiveness of the proposed method, we performed a comparative study with five
other algorithms. With the proposed DNN, we obtained the highest accuracy of 98.0% and 98.6% for two
subregions near the vehicle. In addition, we implemented the proposed method on the NVIDIA Jetson TX2
board to confirm that it is applicable in real-time.

INDEX TERMS Autonomous vehicles, road surface classification, LiDAR, spatiotemporal architecture.

I. INTRODUCTION
In automated driving, accurate detection of road surface
conditions and types are essential because the friction
between the road surface and the tire has a relationship
for driver safety [1]. Hydroplaning by heavy rain or low
friction between tires and slippery roads influenced by heavy
snow can cause fatal car accidents. In addition, knowing
the types of roads provides essential information regarding
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safety, fuel efficiency, and driver convenience [2]. Since all
these factors significantly influence ego vehicle stability,
e.g., braking distance under/oversteer, the recognition of road
surface conditions plays a vital role in improving the collision
avoidance performance of the ego vehicle. Hence, the ability
to classify road surfaces is critical for properly functioning
autonomous emergency braking (AEB) systems. The AEB
system consists of driving environment assessment, braking
decision & deceleration profile generation, and actuation of
speed reduction. For exact decision-making and reference
generation for the AEB system, evaluation of surrounding
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road property should be preceded. Using the AEB system,
we can avoid a forward collision with an unexpected cut-in
of a neighboring vehicle [3]. Thus, many techniques for
classifying the conditions and types of road surfaces have
been studied by using various sensors.

Generally, in-vehicle sensors have been widely used to
detect road surface conditions and types. One technique is to
classify the road surface conditions using in-vehicle sensors
with a fuzzy logic block and an artificial neural network [4].
In addition, a recurrent neural network architecture using
audio of tire-surface interaction was used for automated road
surface wetness detection [5]. However, it cannot predict the
forward road surface conditions required for the AEB system
during driving by using in-vehicle sensors to determine the
road surface’s condition directly contacting the vehicle’s
tires. Therefore, due to the necessity of predicting and
assessing road surface conditions along the vehicle’s intended
path, research is being conducted on utilizing cameras to
evaluate the road surface ahead for forward driving [6],
[7], [8]. Although the utilization of cameras to classify the
front road surfaces has become possible, challenges like
illumination continue to remain a concern [9]. Therefore,
research has been conducted using another sensor to cope
with these problems.

Various studies have been conducted to classify road sur-
faces using the characteristics of LiDAR that can be obtained
according to road surfaces. LiDAR can be effective in
determining road surface conditions and types. Using LiDAR
is robust against various factors, such as the shadow of
objects and illumination changes [9]. It is known that LiDAR
provides information on the reflectivity and range depending
on the roughness of objects. Using these characteristics of
LiDAR, many studies have applied them to classifying road
surfaces. One study classified road conditions using regular
reflection on the wet road due to water film and irregular
reflection on dry roads [10]. Likewise, there is a study to
classify the types of roads by utilizing the differences in the
range and remission of LiDARdata since the roughness varies
depending on the type of road [11].

In general, support vector machine (SVM) and K-nearest
neighbor (KNN) techniques have been utilized to classify
the condition and type of road surface using LiDAR [11],
[12], [13]. After extracting the reflectivity and range of
LiDAR point cloud as a feature, methods of classifying the
types of roads through SVM have been studied [11], [12].
Furthermore, KNN is used to classify the road condition using
reflectivity information from LiDAR [13]. Another approach
is to transform LiDAR data into an image. In [14], the
authors proposed a method of determining the road condition
and weather with a convolutional encoder by transforming
the LiDAR point cloud into a range image. These studies
determined the condition and type of roads using only
the characteristics of LiDAR, such as reflectivity and
range. However, it is necessary to utilize the spatiotemporal
information of sensor data to classify the road surface in an

FIGURE 1. Road conditions (dry, wet, and snow) and types (asphalt,
cement, gravel, and sand) with obtained sample images.

autonomous vehicle since the feature of LiDAR varies as the
vehicle moves [15]. Moreover, for normal operation of the
AEB system, it is essential to know the ego vehicle’s speed.
Hence, the use of in-vehicle sensors in conjunction becomes
imperative.

This paper proposes a deep learning spatiotemporal
architecture with the LiDAR and in-vehicle sensor data for
classifying road conditions and types to use on the AEB
system. To get spatial information, we divide the front road
area into four subregions: left near region, right near region,
left far region, and right far region. We classify the road
conditions and types for each region using a DNN. The
features are reflectivity, number of point clouds, and ego
vehicle speed. The selected features are stacked using the
time-windowing method to utilize the temporal information,
and this feature vector constructs the input vector of the deep
neural network (DNN). We are focusing on the regions near
the vehicle, as they are notably more important than the road
further away, considering the braking distance for passenger
safety against forward collisions. Therefore, we construct a
spatiotemporal formulation with past DNN results in regions
far from the vehicle, calculating the final results of regions
close to the vehicle. We compared the results with five other
methods (SVM, KNN, etc.) to show the effectiveness of the
proposed algorithm. The experimental results show that the
proposedmethod outperforms the othermethods by obtaining
the accuracies, 98.0% and 98.6%, for each near left and
right subregion, respectively. Furthermore, we implemented
the proposed method on the Jetson TX2 board to confirm
that it is applicable in real-time for the AEB system. It was
similar to the results implemented on a desktop; the average
computation time was about 10 ms.

II. APPROACH FOR ROAD SURFACE CONDITION AND
TYPE CLASSIFICATION
A. SCENARIO DESCRIPTION
This study considers three road conditions (dry, wet, and
snow) and four road types (asphalt, cement, gravel, and
sand). Figure 1 shows the obtained sample images of each
road condition and type. In an urban area, it is common
to discover that different types of roads exist, and rain or
snow may affect the condition of the road surface. Therefore,
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FIGURE 2. Configuration of the logging system in our test vehicle. We use
the test vehicle with LiDAR and in-vehicle sensors for obtaining the data
to make the training data set.

classifying the condition and type of road surface is a
big issue in autonomous vehicles in urban areas. Thus,
this paper considers the driving environment in an urban
area with various conditions and types of road surfaces.
We assumed the Car-to-Car Rear braking (CCRb) scenario
of autonomous emergency braking (AEB) protocol from the
Euro NCAP [16].

B. DATA ACQUISITION
In this study, we use a real car to obtain the dataset. Figure 2
shows the experimental vehicle and sensor system used for
the data acquisition. The vehicle is a small SUV, Tucson ix
from Hyundai Motors, and sensor data was obtained from
the LiDAR and in-vehicle sensors. The LiDAR was mounted
0.85 m above the ground in the vehicle’s front bumper so that
the LiDAR could obtain data on the front road surface. The
VLP16 from Velodyne, which has a rotation rate of 10 Hz
and 16 vertical channels, is used. As the number of channels
increases, accuracy improves; however, we employed a
cost-effective LiDARmodel for commercialization purposes.
As shown in Fig. 2 (b), the VN1630 from Vector is adopted
to obtain the data from the in-vehicle sensors through the
controller area network (CAN) bus. The vehicle state data was
obtained from the in-vehicle sensors, e.g., the vehicle’s speed.
A logging system is needed to obtain synchronized data from
various communication methods. Here, the RTMaps from
Intempora was used for acquiring LiDAR and in-vehicle data
under time synchronization.

The dataset was obtained for three road conditions (dry,
wet, and snow) and four road types (asphalt, cement, gravel,
and sand) where the vehicle drives in various places. The
point cloud obtained when LiDAR rotates once with a
rotation rate of 10 Hz is regarded as one frame. Point
cloud data of 34,000 frames from LiDAR and vehicle speed

TABLE 1. Data set for training and validation obtained by the logging
system.

FIGURE 3. Detecting points at each LiDAR channel, which measures the
road surface. The nearest distance is about 3.2m and the farthest
distance is about 48.7m.

FIGURE 4. Divided regions of the front road according to the AEB test
protocol and road regulations. Since the regions close to the vehicle is
essential regarding the safety of the vehicle, LN Region and RN Region
are mainly considered in this paper. We determined the size of the
subregion based on the Euro NCAP’s CCRb scenarios.

data from the in-vehicle sensor were obtained for each
road class, so a total of about 9 hours of point cloud data
and vehicle speed data were obtained. After generating a
feature vector from the obtained data (will be explained in
Section II-D), 243,000 frames were used as a training dataset.
The remaining 63,000 frames were used as a validation
dataset, as shown in Table 1. The validation dataset consists
of data acquired from different places on different days from
the training data set.

C. REGION TESSELLATION
This paper proposes an algorithm that classifies road
conditions and types with spatiotemporal information for
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the AEB system. To obtain this information, we first need
to set the region of interest (ROI) of the LiDAR sensor.
We used the data in which the LiDAR detected the front road
surface. Hence, the data was selected by the z-axis criteria
below 0.1 m. In addition, the lateral distance was set from
−1.75 m to 1.75 m according to the available road width of
3.5 m. The longitudinal distance was designed as 48.7 m,
the longest detectable distance for LiDAR, as depicted in
Fig 3. For spatial information, we divided the ROI of the
front road into four subregions, as shown in Fig. 4. Here, L
means Left, R means Right, N means Near the vehicle, and
F means Far from the vehicle. For example, the LF Region
means the Region of the left and far from the vehicle. In the
lateral direction, the ROI was separated as the {LN Region,
LF Region} group and the {RN Region, RF Region} group.
This is because the road conditions can significantly differ
between the left and right wheel paths, the so-called split
friction. The split friction phenomenon can affect the safety
of the vehicle’s motion. Thus, we separated the ROI into
the left and right regions to classify each wheel path’s road
conditions. Moreover, we divided the ROI into the near and
far regions as the {LN Region, RN Region} group and the {LF
Region, RF Region} group. According to the Car-to-Car Rear
braking (CCRb) scenario of AEB test protocol from Euro
NCAP [16], the near region in the longitudinal direction was
set as 12m to guarantee collision avoidance with the front car.
In this paper, N Regions are mainly considered because the
conditions of the road close to the vehicle are notably more
important than the road further away. In addition, since we are
proposing an algorithm assuming the AEB system, we only
consider scenarios where the road curvature is not excessive.

D. FEATURE VECTOR SELECTION
Data processing is required to obtain the feature data. The first
step is to select the feature vectors from the LiDAR sensor.
One of the feature vectors is the mean value of the reflectivity
information obtained during one rotation of the LiDAR in
each region. Another feature vector is the total number of
point clouds obtained during one rotation of the LiDAR in
each region. The reason for exploiting this information is that
the reflectivity and the number of point clouds returned to the
receiver of LiDAR are different according to the roughness
of the road surface [14]. Regular reflection can occur when
the road surface is polished smooth on a wet or snow road,
resulting in few point clouds. However, mirror reflection
occurs on the surface of the wet road, and point clouds return
immediately so that some samples show high reflectivity.
On the other hand, the number of point clouds and reflectivity
may have been high on the dry road due to an irregular
reflection [10]. To utilize this property of LiDAR data, the
reflectivity and the number of point clouds are considered
feature vectors. The feature data of the LiDAR are illustrated
in Fig. 5. It shows that the distribution of features varies
depending on the condition of the road. Similar to the method
of analyzing each road condition, the LiDAR data feature
by type of road was analyzed. Figure 6 (a)-(d) show the

feature of each type of road with the dry condition, and
Figure 6 (d)-(e) show the feature of each type of road with
the wet condition. Since the roughness of the road surface is
different depending on the type of road, it can be seen that
reflectivity and the number of points are different. In order to
analyze the area close to the vehicle mainly covered in this
paper, the characteristic of the LN region is represented.

The second step is to select the longitudinal speed
obtained from the in-vehicle sensor as a feature vector. Most
studies considered the characteristics of LiDAR, which varies
depending on the road surface, but it is necessary to consider
the feature that changes as the vehicle drives. Indeed, the
data of LiDAR mounted on the vehicle is affected by vehicle
speed since various motions occur as the vehicle moves [15].
Therefore, the vehicle speed is selected as another feature
vector to utilize the information of LiDAR in which the
vehicle speed was considered together. The ablation study for
selecting and not selecting the longitudinal speed as a feature
vector will be discussed in Section IV. Since the sample
rate of the in-vehicle sensor is faster than that of LiDAR,
unnecessary repetitive data for selecting the feature data must
be prevented so that under-sampling of the in-vehicle sensor
data is conducted with a sample rate of LiDAR (100 ms).

Finally, the feature vectors are stacked from the current
time to the past one second using the time-windowing
method, which causes the feature vector to contain the
temporal information [17]. Then, an input vector of DNN
is generated by this feature vector and entered into the
neural network as shown in Fig. 7. To create the target data,
we utilized the one-hot-encoding method to classify the nine
classes, for example,

[
1 0 0 . . . 0

]T
∈ Rnc×1 denotes dry

asphalt road, and
[
0 1 0 . . . 0

]T
∈ Rnc×1 denotes dry cement

road, where nc is the number of classes.

III. DEEP NEURAL NETWORK WITH SPATIOTEMPORAL
INFORMATION
A. DEEP NEURAL NETWORK AND OPTIMIZATION
We utilize the deep neural network to classify the road
surface. The overall configuration of the network is shown
in Fig. 7. The network consists of six hidden layers and one
output layer. The transfer function for each layer is set to a
non-linear function, e.g., the tangent-sigmoid function, since
it has a very smooth curvature and does not cause gradient
exploration affected by a sharp change in slope. The number
of neurons in each layer is set to 100, 80, 40, 40, 20, and
10, respectively. The activation function of the output layer
is utilized using the softmax method, in which the output is
obtained as the probability corresponding to each class. Here,
we design the neural network for each region, meaning there
are four neural networks for classifying the road conditions
at each region.

The scaled conjugate gradient (SCG) backpropagation
algorithm was selected to optimize the network. SCG is a
Conjugate Gradient Algorithm (CGA) variation [18]. Since
most CGAs conduct a line search for every iteration, they
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FIGURE 5. Feature of the LiDAR data with each road condition. Gray indicated the dry condition, blue is the wet condition, and green is the snow
condition. (a) -(d) are 3-dimension feature data (time vs number of points vs mean of reflecitivty), (e)-(h) are 2-dimension feature data (number of
points vs mean of reflectivity), and (i)-(j) are 2-dimension feature data (time vs mean of reflectivity).

FIGURE 6. Feature of the LiDAR data with each road type. (a) -(d) are the feature of the road type on dry road, and (e)-(h) are the feature of the road
type on wet road.

require complex computation and a long calculation time.
SCG with a step-size scaling mechanism was developed
to overcome this problem. The basic idea of the SCG is
to combine the model-trust region approach used in the
Levenberg-Marquardt algorithm with the CGA. Thus, the
SCG was used to optimize classification problems [19].
In DNN, the optimization is conducted by minimizing the

error between the target data and the neural network’s output.
Let the error function in the training set can be written as

E[i] = f[i](x[i]; θ[i]) − T[i],

i ∈ {LF,RF,LN ,RN } (1)

where i is the index of the networks for each region,
f[i](x[i]; θ[i]) is the output of the neural network, T[i], x[i], and
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FIGURE 7. Overall structure of the proposed algorithm. The final result p[LN]final and p[RN]final is updated through the function
F (p̃) by using the concatenated vector p̃ that stack the current result and past results over k − ls to k step.
(m = 3, lt = 9, ls = 5, nc = 9, i ∈ {LN, RN, LF , RF }).

FIGURE 8. As the vehicle moves forward at the speed Vx , the yellow hatched region of the current sample time, and the blue
hatched region of the past k − 1 sample time overlap by a distance of Ts × 1 × Vx (k − 1) (Blue region). In the same way, the ratio of
overlapping in the k − 2, k − 3, . . . , k − ls sample time can be determined. The road condition of the yellow hatched region can be
classified by using the spatiotemporal information with the past results of the blue hatched region. In this paper, we set the
parameter as ls = 5, Ts = 0.1s.

θ[i] are the target data, the selected feature vector inputs,
and weight parameters for the i ∈ {LF,RF,LN ,RN },
respectively. The loss function used for training the network
is the mean square error (MSE) function, as follows:

Ln[i] =
1
Nb

n·Nb∑
l=(n−1)Nb+1

E l[i]
T

· E l[i] +
λ

2
||θ[i]||

2
2 (2)

where n and Nb are the index and size of the mini-batch,
respectively. Here, we use the regularization strategy to
prevent overfitting that adds the L2 parameter norm penalty,
with hyper-parameter λ, λ

2 ||θ[i]||
2
2 toMSE function [20]. Now,

the SCG algorithm is utilized, and the optimal parameter of

the network is updated as follows:

θn[i] = θn−1
[i] + γ n[i]∇

n
[i]L

n
[i] (3)

where γ n[i] is a step size, and ∇
n
[i] is a conjugate direction,

respectively. The step size is calculated by the algorithm
from [18]. The final optimal parameter can be obtained
through the optimization process as

θ∗

[i] = argmin
θn[i]

(Ln[i](f[i](x[i]; θ[i]),T[i])). (4)

B. SPATIOTEMPORAL FORMULATION
To generate the input vector, we define the concatenated
vectors from k − lt to k steps s̄p(k|k − lt ), s̄r (k|k − lt ), and
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V̄x(k|k − lt ) such as

s̄p(k|k − lt ) = [sp(k), sp(k − 1), . . . , sp(k − lt )]T

s̄r (k|k − lt ) = [sr (k), sr (k − 1), . . . , sr (k − lt )]T

V̄x(k|k − lt ) = [Vx(k), Vx(k − 1), . . . ,Vx(k − lt )]T (5)

where lt is the stacking step for the time windowing
method, sp is the number of points, sr is the mean of the
reflectivity, and Vx is the longitudinal speed of ego-vehicle,
respectively. Let x[i] ∈ Rm(lt+1)×1 be the input vector for
i ∈ {LF,RF,LN ,RN } where m is the number of feature.
Then, we can present the input vector of the network as

x[i] =

 s̄p(k|k − lt )
s̄r (k|k − lt )
V̄x(k|k − lt )

 ∈ Rm(lt+1)×1. (6)

We want to estimate the probability that P(y = N |x[i]) for
each value of N = 1, . . . , nc to utilize the spatiotemporal
formulation where nc is the number of classes and y is
the label. In other words, we want to obtain the class
label’s probability distribution output, taking on each N
different possible value. To this end, we added the softmax
function, which normalizes the probability distribution to the
exponentials, to the output layer of the network model [20].
Using this exponential property, the probability can be
presented as

P(y = N |x[i]) =
exp(xT[i]θ

(N )
[i] )∑nc

l=1 exp(x
T
[i]θ

(l)
[i] )

(7)

where θ
(·)
[i] are the weighting vectors of the optimized network.

Therefore, the network output has a nc-dimensional vector,
whose elements sum to 1, giving us nc predicted probabilities.
Let p[i] ∈ Rnc×1 be the probability distribution output from
the optimized neural network for i ∈ {LF,RF,LN ,RN }

through the softmax layer, then it can be presented as

p[i] =


P(y = 1|x[i]; θ[i])
P(y = 2|x[i]; θ[i])

...

P(y = nc|x[i]; θ[i])



=
1∑nc

l=1 exp(x
T
[i]θ

(l)
[i] )


exp(xT[i]θ

(1)
[i] )

exp(xT[i]θ
(2)
[i] )

...

exp(xT[i]θ
(nc)
[i] )

 . (8)

Here, we introduce concatenated vector p̃(k) ∈ Rnc(ls+1)×1

with stacking step ls by stacking the current probabilistic
result of {LNRegion, RNRegion} and past probabilistic result
of {LF Region, RF Region} over k − ls to k step as

p̃(k) =

[
p[i](k)

p̄[j](k − 1|k − ls)

]
(9)

where

p̄[j](k − 1|k − ls) =


p[j](k − 1)
p[j](k − 2)

...

p[j](k − ls)

 ∈ Rncls×1,

i ∈ {LN ,RN }, j ∈ {LF, RF}.

Here, the spatiotemporal function with concatenated vector
F(p̃(k)) is defined as follows:

F(p̃(k)) := (�k ⊗ Inc)p̃(k) ∈ Rnc×1 (10)

where ⊗ means the Kronecker product, Inc ∈ Rnc×nc denotes
nc × nc identity matrix and

�k =
[
αk αk−1 . . . αk−ls

]
∈ R1×(ls+1),

with the time-varying weight constants αl for l ∈ {k, k −

1, . . . , k− ls} which are
∑k−ls

l=k αl = 1 corresponding to each
probabilistic result. Network output results of past LF region
and RF region are used to obtain road conditions and types of
LN region and RN region in the current step.

In order to utilize the spatiotemporal information, it is
necessary to set weight constants, αk on the DNN output
probabilities. To this end, we utilize the length information
of the overlapped area, as shown in Fig. 8. Let the current
time’s vehicle speed be Vx(k) m/s, and Ts is the sample rate
of the LiDAR sensor (100 ms). When the vehicle moves
forward at the longitudinal speed, Vx , the LF Region in
step k − 1 overlaps with the LN Region in step k as the
Ts × 1 × Vx(k − 1) distance. In general formulation, the LF
Region in step k− ls overlaps with the LN Region in step k as
the Ts × ls × Vx(k − ls) distance. Likewise, the RF Region
and RN Region overlap in the same method. By utilizing
this spatial information, it is possible to determine the road
condition and type in the LN Region fused with the past
probabilistic results of the LF Region and in the RN Region
with the past probabilistic results of the RF Region. In (11),
the weight matrix �k (·) dependent on Vx can be determined
as follows:

�k (V̄x(k − 1|k − ls))

=
1

β1 +
∑ls

l=2(l · Ts · Vx(k − l))


β1

TsVx(k − 1)
2TsVx(k − 2)

...

lsTsVx(k − ls)


T

(11)

Here, β1 is the length of the LN Region(or RN Region), e.g.,
12, and the term 1/(β1 +

∑ls
l=2(l · Ts · Vx(k − l))) needs for

normalization. Using this weight matrix, we can propose a
spatial fusion method as follows:

p[i]final(k) = F(p̃(k))i ∈ {LN ,RN }. (12)

The overall process of the proposed method can be presented
as Algorithm 1.
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Algorithm 1 Fusion Algorithm
Require: Network model f[i], Network input x[i], Longitu-

dinal speed Vx , Sample time Ts, Number of validation
dataset Nval , Number of stacking step ls

Require: i ∈ {LN ,RN ,LF,RF}

1: for k = 1, . . . ,Nval do
2: Obtain network output p[i](k) using Eq. (8)
3: if k = 1, . . . , ls then
4: p[i]final(k) = p[i](k)
5: else
6: for j = k, . . . , k − ls do
7: Obtain p̄(k) using Eq. (9)
8: end for
9: Obtain Vx(k − ls), . . . ,Vx(k − 1)
10: Calculate �k (V̄x(k − 1|k − ls)) using Eq. (11)
11: Update final result p[i]final(k) using Eq. (12)
12: end if
13: end for

IV. EXPERIMENT RESULTS
A. RESULT OF PROPOSED METHOD
To validate the proposed algorithm, we utilized the validation
dataset of Table 1, which was not used for training. Datasets
were collected from various places around the urban, rural,
and mountain areas near Seoul city in Korea. Paved roads,
such as asphalt and cement, were collected from the highway
and local roads, including the proving ground of Korea
Intelligent Automotive Parts Promotion Institute (KIAPI),
and unpaved roads, such as gravel and sand, were collected
in lane-free situations. Furthermore, additional data were
acquired when it rained or snowed in each place to acquire
data with different conditions on the road surfaces. In Table 2
and Table 3, the confusionmatrices show the overall accuracy
in bold at 98.0% and 98.6% for each region near the vehicle.
In addition, an essential value in the road classification
system is the proportion of risk situations. For example,
suppose a snow road is misclassified as dry or wet. In these
cases, fatal car accidents can occur because of delivering
incorrect friction data between the tire and the road to the
control system. Hence, the risk situation is one of the most
crucial issues and shows low values of about 0.01% for each
region.

B. ABLATION STUDY
We conducted an ablation study to explain the reason for
considering the vehicle speed in the feature vector. Since
this paper aims to classify road surfaces while the vehicle
moves at speeds within a certain range, it is necessary to use
the selected feature from LiDAR considering speed to learn
the classifier. Therefore, we evaluated the performance of the
classifier for both cases. The performance of the classifier of
the proposed method with the network input x[i] = [s̄p(k|k −

lt ) s̄r (k|k − lt ) V̄x(k|k − lt )]T has an accuracy of 98.0% and
98.6% for LN region and RN region, respectively. However,

FIGURE 9. Simple architecture of DEL, LSTM, TWM, KNN, and SVM.

the performance of the classifier in a method that the vehicle
speed is not selected as a feature vector, and the network input
is x[i] = [s̄p(k|k− lt ) s̄r (k|k− lt )]T drops to 82.2% and 81.4%
accuracy for LN region and RN region, respectively as shown
in Table 4 and 5. In other words, to utilize spatiotemporal
information, it is necessary to consider the vehicle’s speed
since the LiDAR feature is affected by vehicle motion during
the vehicle moves. More accurate road surface classifiers
can be conducted using spatiotemporal information through
classifiers that take into account the distribution of features
of LiDAR according to vehicle speed.

C. COMPARATIVE STUDY
While numerous papers utilize LiDAR to classify road
conditions [14], [21], our proposed approach involves a
simultaneous assessment of both the road condition and type,
as well as evaluating the road ahead during vehicle operation
for AEB. As a result, comparing our approach with the papers
mentioned above becomes inherently ambiguous. Therefore,
we compared our proposed method and the conventional
approaches, utilizing the feature vector we generated. There
are five other algorithms: deep ensemble learning (DEL) [22],
long-short term memory (LSTM) [23], using only the time
windowing method (TWM), K-nearest neighbor (KNN) [24],
and support vector machine (SVM) [25]. A schematic
structure of the five algorithms is shown in Fig. 9. DEL
uses spatiotemporal information similar to the proposed
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TABLE 2. The confusion matrix of validation data (LN Region).

TABLE 3. The confusion matrix of validation data (RN Region).

TABLE 4. The confusion matrix of validation data (LN Region w/o velocity feature).

TABLE 5. The confusion matrix of validation data (RN Region w/o velocity feature).

algorithm. However, there is a difference in which the parallel
structure of DNN is used for data fusion, as shown in
Fig 9 (a). The first DNN structure used for DEL is the

same as the proposed method. The second DNN consists
of three hidden layers, and the number of neurons in each
layer is set to 100, 80, and 80, respectively. Both DNNs
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TABLE 6. Accuracy of six methods used in comparative study(%).

FIGURE 10. Experimental environment and overall structure of real time
operation.

used non-linear functions, e.g., tangent-sigmoid functions,
as transfer functions. LSTM is useful for learning time-
sequence data. In this comparative study, the number of
hidden units is 200 in LSTM. Each unit’s state and gate
activation functions are set to tangent-hyperbolic and sigmoid
functions, respectively. The structure of LSTM is shown in
Fig 9 (b). TWM excludes the spatiotemporal fusion method
from the proposed method, as shown in Fig. 9 (c). The
structure of the DNN used here is the same as the proposed
method. KNN and SVM techniques have been utilized to
classify the condition and type of road surface using LiDAR.
Therefore, we compared using KNN and SVM, except for
DNN and spatiotemporal fusion method in the proposed
method as shown in Fig. 9 (d) and (e) to validate our
algorithm. In Table 6, we compared the accuracy of SVM,
KNN, TWM, DEL, and LSTM with the accuracy of the
proposed method. It can be seen that the accuracy of the
proposed method showed the highest values in both regions.
Here, we can see that the DEL method performs similarly
to the proposed method because it contains spatiotemporal
information. However, the proposed method can be analyzed
for better performance for moving ego vehicles since it
uses a fusion method dependent on the ego vehicle’s
speed.

FIGURE 11. Experimental results using Jetson TX2.

D. REAL TIME PERFORMANCE WITH NVIDA JETSON TX2
All the performances reported in the previous section were
the outcome of a desktop personnel computer. To see the
real time application of the proposed method, we executed
the proposed algorithm by porting it into a Jetson TX2
board from NVIDIA. In the actual AEB application, sensor
data fusion and risk assessment algorithms for potential
collision candidates can also significantly impact the task
computation time. However, it was deemed essential to
check how much real-time resources the method proposed
in this paper occupies in the total execution time. Therefore,
we confirmed the performance assuming a driving condition
with no forward vehicles or pedestrians. The experimental
environment is shown in Fig. 10 (a), and the overall structure
of the experiment is shown in Fig. 10 (b). The Host PC was
used only to provide an interface for RTMaps and was not
involved in running the algorithm. TheHost PC and the Jetson
TX2 are communicated over TCP/IP protocol. The CPU of
the Host PC is an Intel i7-8700k six-core, and the CPU of the
Jetson TX2 is Quad ARM A57 MPCore.

We compared the results calculated in the desktop
environment with those calculated in real time in the Jetson
TX2.We showed an implementation example for dry asphalt,
wet asphalt, and snow classes to see whether our algorithm
runs in real time. Figure 11 (a) compares the results in desktop
and Jetson TX2 for data with a ground truth of dry asphalt.
The circle marker is the result of Jetson TX2, and the star
marker is the result of the desktop. In the enlarged part, it can
be seen that the results in the desktop and Jetson TX2 are
almost the same. In addition, we considered the computation
time essential for the proposed algorithm to operate in real
time, so we calculated the time when the algorithm was
implemented in Jetson TX2. The computation time is shown
in Fig. 11 (b), and its average is about 10 ms.
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V. CONCLUSION
In this paper, we proposed a classification method for road
surface conditions and types using LiDAR for AEB systems.
We divided the front road area into four subregions to utilize
spatial information. The reflectivity, the number of point
clouds, and vehicle speed were selected as the feature vector
from the LiDAR and in-vehicle sensors. Then, the DNN
was used to classify road surface conditions and types for
each subregion. The outputs of the DNN were used for
spatiotemporal formulation to make the final classification
results of the subregions near the ego vehicle. To validate
the proposed algorithm, we compared it with five other
methods. The accuracy of the subregions near the ego vehicle
using the proposed method was the highest. In addition,
we implemented the proposed algorithm into the Jetson
TX2 board to show that our method can be applied in
real time. The average computation time was about 10 ms,
and the classification probability results were similar to
desktop results. Therefore, the proposed method is expected
to improve the safety of automated driving vehicles and be
applicable in the real world. In the current study, the LiDAR
and in-vehicle sensors were fused to classify road surfaces,
but in future studies, environmental sensors such as acoustic
sensors and cameras are used together to design a more
accurate road surface classification system.
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