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ABSTRACT Humans have a natural tendency to express their emotions, but they are also skilled at using
sarcasm to shape their feelings. In cognitive computing and natural language processing research, sentiment
analysis and sarcasm detection are typically treated as separate tasks, with each text analyzed in isolation.
However, this approach overlooks the connection between sentiment and sarcasm. We believe that sentiment
and sarcasm are closely related and should be analyzed together to achieve a better understanding of context
and natural language. In this paper, we propose a new framework that leverages the Cognitive Relationship
(CR) between sarcasm and sentiment to improve the accuracy of classification. By taking into account the
relationship between these two factors, we can achieve better results in sentiment analysis and sarcasm
detection.We have also created a new and nearly balanced dataset for sentiment and sarcasm classification in
standard Urdu that contains 7,000 tweets, whichmake up over 210K tokens. To gain a better understanding of
the data, we conducted exploratory data analysis on words, hashtags, and emojis. The proposed methodology
conducted a variety of classical machine learning classifiers and tested them with different variations of the
dataset. After a thorough analysis of the results and errors, we found that the CR-based approach for sarcasm
and sentiment classification performed better than the traditional stand-alone (SA) approach. Among the
classifiers, Linear Regression and eXtreme Gradient Boosting proved to be the most effective. The sentiment
classification based on CR has demonstrated a 9.3% enhancement compared to the stand-alone (SA) method
while maintaining an overall improvement of approximately 22% compared to the baseline distribution.
In the same way, the sarcasm classification based on CR has shown a 9.1% improvement over the SA
approach and approximately 23.6% improvement over the baseline distribution.

INDEX TERMS Sarcasm analysis, sentiment classification, natural language processing, machine learning,
cognition, Urdu.

I. INTRODUCTION
Humans, as sentient beings, possess the intrinsic ability
to express and share their affective states, regardless of
the methods employed to convey such expressions. These
affective phenomena have been extensively theorized within
the realm of psychology, contributing significantly to our
understanding of human emotions and behavior. In recent
times, the domain of affective computing, which involves
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computational approaches to handling affective data, has
garnered significant interest, particularly in social and
business sciences. The ability to computationally analyze
and interpret affective expressions from various sources,
such as text, speech, images, and videos, holds tremendous
importance in diverse domains like marketing, customer
service, education, healthcare, and entertainment. Automated
affective classification has the potential to revolutionize how
businesses and organizations interact with customers, tailor
experiences, and respond to feedback, ultimately enhancing
user satisfaction and engagement. However, alongside the
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mounting research work in this field, there is a growing
recognition of the ethical implications of automated affective
classification. Researchers are increasingly emphasizing the
importance of ethical considerations to ensure fairness,
transparency, and privacy in the development and deployment
of affective computing systems [1].

Affect is a multifarious subject within the literature
of psychological studies; therefrom we can see moods,
emotions, sarcasm/irony, and sentiment etc., [2], [3], [4],
[5], and [6]. have been considered as different concepts and
deal with a substantial amount of theories thereon. This
paper focuses on the computational classification of two
concepts, sarcasm and sentiment, in running text. Sentiment
classification is commonly viewed as a binary classification
problem, where the text is classified as either positive or
negative [1], [7] (and in some cases, neutral [8], [9]).
Sarcasm classification, on the other hand, is a strictly
binary classification problem, where the primary objective
is to predict whether the text is sarcastic or non-sarcastic.
Classifying sarcasm and sentiment in the running text is
relatively a complex task as supportive information, such as
speech and facial expressions, is missing. Forbye it, on a
challenging perspective, we can sense a twist when the
sentiment of a given text is ostensibly negative—however,
it projects a sarcastic attitude towards thematter. Thus, we can
relatively think that similar behaviour has a greater propensity
to alter the meaning of the running text when a document
carries emojis, emoticons, and puns.

In mainstream research, sarcasm, and sentiment classifica-
tion are commonly treated as separate problems. We support
this claim with a basic rationale, as there scarcely exists
any textual dataset where these two problems can coexist.
However, we contend that these problems are interrelated
due to a natural phenomenon, presenting the potential to
mutually enhance comprehension to a greater extent. In this
regard, some experiments have observed the development
of context-awareness through the usage of distributional
semantics. Where the core concept is that words with
similar meanings appear in comparable contexts and share
common associations. However, this approach tends to focus
solely on the textual content and may not fully incorporate
the psychological understanding of context when specific
labels like sarcasm or sentiment are present. Consequently,
the inclusive usage of psychological context understanding
remains limited.

To address this limitation, our paper proposes a novel
framework that leverages a mutual Cognitive Relationship
(CR) between sarcasm and sentiment in text classification.
By exploring this cognitive relationship, we aim to facilitate
a more comprehensive and inclusive usage of contextual
information, leading to an improved understanding of the
subject matter. Our proposed framework is based on the
following propositions:
Proposition 1: The Cognitive Relationship is the latent

potential or intrinsic information that coexists among
multiple distinct concepts of affects, such that its uti-

lization certainly enhances the cognition of the matter
understudy.

Forbye the condition as it is stated in proposition 1, it also
postulates the symmetric property in the Machine Learning
(ML) tasks, such that it is given below:
Proposition 2: In a machine learning context, the Cog-

nitive Relationship is meant to exist symmetrically for any
combination of affective concept(s) and input data.

For the example of proposition 2, let X be the given data,
affective concepts Y1 as sentiment and Y2 as sarcasm. The
Stand-Alone (SA) manner of ML classification (viz., baseline
ML function) is g0 : X → Y. Let 2 (g·) be the ML
evaluation metric to quantify the performance of any ML
function g·. For CR-based Y1 classification, we utilize Y2 in
input andmodify theML function as g1 : ⟨X , Y2⟩ → Y1 and
vice versa in g2 : ⟨X , Y1⟩ → Y2. Thus, to prove the
validity of the proposed architecture i.e., the existence of CR
between Y1 and Y2 w.r.t X , it must assert the propositional
equivalence that is 2 (g1) > 2 (g0)⇔ 2 (g2) > 2 (g0).
The input language employed in this paper is Urdu,

which is one of the major languages of the world w.r.t
the population of its speakers; however, w.r.t the computing
research, tools, and applications, it is a victim of resource
poverty. Urdu is intelligible with Hindi, which is syntactically
and morphologically akin to the Urdu language. Besides
the grammar, they share a huge overlap of vocabulary [10],
[11], [12], [13]. However, the primary difference between
the two is the writing script, such that standard Urdu uses
modified Perso-Arabic script, namely, Nastalique; whereas,
Hindi is written in the Devanagari script. Urdu, likewise its
share with Hindi vocabulary, has got hundreds of loan words
from Arabic, Persian, Turkish, and English [13]. We also
observed that people used to speak and write Urdu in a
code-mixed and code-switched manner, while using local
languages such as Punjabi, Pashto, Gujarati/Memoni, and
Bengali. Thus, we can surmise the existence of non-Urdu
puns and sarcastic phrases coming in between the running
Urdu text and speech. Forbye it, the source of data is Twitter;
from where we can get an enormous collection of publicly
and openly expressed short texts, engaging almost every topic
of discussion. Hence, these things, i.e., a shared vocabulary,
puns, free-style open expressions, and usage of emojis (be
they accurate w.r.t context or not), make the complexity of
sarcasm and sentiment analysis more diverse.

The main contributions and achievements made in this
paper are enumerated below.

1) With this paper, we turned up to commit the first work
for automated sarcasm classification in standard Urdu.

2) We presented ‘proportionate sampling’—an easy-to-
use method of creating a subset, emphasizing the
natural and semantic distribution of the dataset.

3) We prepared a preliminary and comprehensive dataset
for sarcasm and sentiment analysis, in standard Urdu,
enriched with emojis and other relevant elements of
online social networks. The majority of the tweets
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in the dataset are monolingual and otherwise have a
slight flavor of Punjabi mocking style. The number
of records in the dataset is 7,000 (comprising over
210,628 tokens, 2,210 hashtags, and 24,572 emojis);
moreover, the dataset is almost balanced w.r.t sarcasm
and sentiment classes.

4) We demonstrated that sarcasm and sentiment clas-
sification can be improved by utilizing the CR.
The proposed framework appeared to outperform the
technique of sarcasm and sentiment classification,
which are carried out in a SA manner.

5) A lot of research works showed that data prepa-
ration/labelling can be done with distant supervi-
sion—which claims that emojis are useful for labelling
the sentiment/dataset creation. In this regard, we inves-
tigated such a hypothesis and found the shortcomings
of such a criterion after a thorough analysis thereon.

Alongside it, we performed rigorous testing of the pro-
posed framework with different combinations of supervised
ML techniques and variations of the datasets to corroborate
the viability and usefulness of the proposed framework over
SA systems.

The rest of the paper is organized as the section II shares a
detailed analysis of relatedwork, which is exclusively divided
into subsections for sentiment and sarcasm classification (see
section II-A and section II-B), as well as for the context-aware
classification in section II-C. The details of dataset creation
(i.e., collection, annotation, pre-processing) are maintained in
section III–III-B. In sub-section III-C, we provide exploratory
data analysis for the dataset. The section III-D contains
details of ML contrivances (such as vectorization, classifiers,
experimental setup, and thorough evaluation criterion).
In section IV, we presented a comprehensive commentary
on the result and errors w.r.t each experiment in the whole
setup; followed by a comparative analysis thereof. In last, the
conclusion and future work is maintained in section V. The
full details of the result at the dataset level with respective
confusion matrices are presented in the appendix.

II. BACKGROUND AND RELATED WORK
The review of the state-of-the-art in the automated classifica-
tion of sentiment and sarcasm in standard Urdu is provided
in the subsequent subsections. However, we considered the
academic and research papers where the work for the Urdu
language in standard script i.e., Nastalique is maintained.
Hence, the works which show a computational technique for
sarcasm and sentiment classification in Romanized Urdu or
Urdu speech are excluded from the study.

Forbye it, going through the literature available online and
alongside the relevant academic research portals, we found
that there is very little work done so far for the automated
sarcasm classification in South Asian regional languages
such as Bengali, Hindi, Punjabi etc. In the same context,
for the sarcasm classification in Urdu text, as per the date
so far, we were unsuccessful in finding any of such work.

Hence, for the literature review, we considered Hindi as the
closest language. However, work in the other languages w.r.t
significance is also reported in related work.

A. SENTIMENT CLASSIFICATION
Based on the translation of five different English sentiment
lexicons, which are Affective norms of English words
[14], SenticNet [15], AFINN [16], and NRC-EmoLex [17],
Khan et al. [18] showed the sentiment classification of Urdu
tweets. In this regard, they collected the dataset [19] of 1K
Urdu tweets, which are related to politics, sports, religion
and society. The accuracy and F1-score achieved through
the lexicon-based experiment vary between 55-60% and
58-70% respectively. Moreover, the same work also shows
the comparison of the aforesaid approach with ML-based
classification, where the linear Logistic Regression [20], [21]
with bi-gram features secured the highest F1-score i.e. 70%.

Mukhtar et al. [22] showed SA in Urdu blogs by employing
a rule-based technique with an emphasis maintained on the
usage of intensifiers. In this regard, a sentiment corpus
of 151 Urdu blogs is created which is consisting of 6,025
sentences. The sentiment analyzer achieves an accuracy
of 83.4%, and this improves by 5.09% with the use of
intensifiers. Another study byMukhtar et al. [23] investigated
the impact of negations in the USA, using the same dataset
as their earlier work on identification [22]. However, this
time, with an overall accuracy of 78.32%, the improvement
is seen around 4.4% when the negations are handled during
the analysis.

Hassan and Shoaib [24] worked out an extended technique
on baseline Bag-of-Words (BoW) to capture the sub-opinion
in the running text. In this regard, they build up a sentence
segmentation module that is based on the determination of
coordinating and subordinating conjunctions in the sentence,
a sentiment lexicon, and their utilization for determining the
sentiment orientation of the sentence. The dataset of a total
of 844 product reviews about cars, cosmetics, and electronic
devices is used for testing the proposed approach. The
proposed/extended BoW approach showed an improvement
of 8.91% accuracy (with an overall accuracy of 75.98%) in
comparison to the baseline BoW approach.

Bibi et al. [25] did a very cursory work for SA in Urdu
tweets—which are reportedly related to the news items. The
paper briefly defines the data collection strategy through
which 600 tweets were collected; out of which 500 tweets
are used in training the predictive system. The methodology
only entails the employment of a decision tree classifier
[26]. The reported result shows 90% accuracy, which can
be contentious as the dataset employed in the experiment is
too small and the provided technique is not compared with
anyone.

In their study, Nasim and Ghani [8] utilized Markov chains
to classify sentiment in both binary (positive and negative)
and ternary (positive, negative, and neutral) forms. The
dataset used in the study contained 3,103 tweets. The paper
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also showed the experiments with the lexicon and ML-based
approaches and in a comparative analysis, it is found
the proposed method outperformed lexicon and ML-based
techniques by securing the highest accuracy i.e., 69%
and 86.5% for ternary and binary sentiment classification
respectively.

Sehar et al. [27] presented a DNN-based multi-modal
approach for the USA. In this regard, 44 review videos
were accumulated from YouTube through which 1,372
utterances are segmented. The experimental setup entails a
variety of different deep learning approaches (such as Con-
volutional Neural Network (CNN) [28], Long Short-Term
Memory (LSTM) [29], and the bi-directional variations
thereof etc.) and combination of textual, audio, and video
data for comparative analysis. The result showed 95.3%
accuracy achieved when all of the three mediums of data
(audio, video, and text) are exploited in the input; whereas
the accuracy of the prediction with the individual inputs
was 84%, 89%, and 80% for textual, video, and audio
respectively.

Naqvi et al. [30] showed a DNN-based approach for
the USA. The dataset used in the paper is about the
news 6K articles/reports that are collected from online
sources. However, the labelling strategy and Inter-Annotator
Agreement (IAA) of the corpus of such length are found
absent in the paper. The methodology used in the paper
involves CNN, Bi-LSTM, attention-based LSTM [31], and
the combination thereof. The experimental combinations
conclude attention-based LSTM to be the most optimal
model for the USA by achieving 77.9% accuracy. In the
same context, Safder et al. [9] also showed a DNN-based
approach for the USA. The dataset employed in the paper was
collected from online sources and consisted of feeds relating
to sports, food, software, politics, and entertainment; the
total number of accumulated records in the dataset is 6,281
and 10,008 for the binary and ternary classes respectively.
However, a similar suite of algorithms was applied for
the classification and comparative analysis thereof. The
result concluded CNN+RNN to be the most optimal model
through securing 84.98% and 68.56% accuracy for binary
and ternary sentiment classification. Employing DNN-based
CNN and LSTM architectures, Khan et al. [32] also showed
an experiment for the USA; for which a dataset of 9,601
user reviews is used. Besides DNN, themethodology includes
classical ML algorithms (such as Support Vector Machines
[33], AdaBoost [34], [35], and linear Logistic Regression
(LR)-based classifiers) and utilization of FastText-based
word embeddings [36] for document vectorization etc.
However, the result reports the highest F1-score, i.e., 82.05%
is achieved with n-gram features using LR. In another exper-
iment, Khan et al. [37] showed usage of multilingual BERT
for the USA, which secured 81.49% F1-score. We would also
like to maintain that unlike Naqvi et al. [30], Safder et al.
[9] and Khan et al. [32], [37] showed a proper strategy for
data collection alongside computing the IAA on the labelled
dataset.

Khan and Junejo [38] conducted an experiment utiliz-
ing a hybrid classification approach, which incorporated
lexicon-based scores of positive and negative classes for
supervised learning. The results showed a notable improve-
ment of 7.88% and 1.7% for the hybridized approach com-
pared to the lexicon-based approach and machine learning-
based approach, respectively.

B. SARCASM CLASSIFICATION
In the same context, Suhaimin et al. [39] proposed extraction
of sarcastic features in a bilingual context for Malay and
English languages. In this regard, Malay text is translated into
English, and linguistic features are extracted, which alongside
lexical and syntactic features involve pragmatics and prosodic
features as well. The result shows that the combination of
prosodic, pragmatic, and syntactic features with a non-linear
SVM is the most optimal technique—securing 85.2% F1-
score—for classification.

Mukherjee and Bala [40] showed the application of naïve
Bayes and fuzzy clustering for sarcasm classification. The
study involved n-gram and Part of Speech (PoS)-based
features extraction, and a dataset based on micro-blogs. The
paper reports the achievement of 65% accuracy.

Bharti et al. [41] targeted on context-based approach for
Hindi news. However, no standard classifying algorithm
is reported. In another work, Bharti et al. [42] showed a
keyword-matching technique to classify sarcastic and non-
sarcastic tweets; where the reported accuracy is 79.4% on the
dataset of 500 tweets.

Swami et al. [43] showed sarcasm detection in code-mixed
data relating to the English and Hindi tweet. In this regard,
a dataset of 5,250 tweets is prepared and a suite of algorithms
(i.e., SVM (with both radial basis function and linear kernels),
RF) is used in a 10-fold cross-validation strategy. The result
showed 78.4% accuracy with RF when word and character
n-grams, emoticons, and sarcastic lexicons are exploited.

Samonte et al. [44] focused on sentence-level sarcasm
detection based on lexical clues and using ML algorithms
i.e., Maximum Entropy (ME), naïve Bayes and SVM in
Filipino/Tagalog and English tweets. In this regard, they gath-
ered 6K tweets for English and 6K tweets for Filipino, which
are related to multiple real-life domains. The experimental
setup also includes working and comparisons with ML tools,
namely, WEKA and RapidMiner. Using RapidMiner, the
highest accuracy, i.e., 98.7% for the Filipino validation set
and 93.6% for the English validation set with SVM and RF
respectively.

Hazarika et al. [45] adopted a DNN-based hybrid approach
in which a combination of two techniques i.e., context-based
and content-based are employed. In this regard, word embed-
dings, stylometric, and personality-based features are used
in CNN-based architecture. The proposed method secured
77% and 86% F1-score respectively on the balanced and
imbalanced datasets, which brought 7% and 5% improvement
in comparison to the then state-of-the-art [46]. In a similar
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context, Ren et al. [47] showedDNN-based sarcasm detection
in tweets; where they use the history of the tweet author for
getting the context of the tweets. On the dataset of basic
1,500 tweets and 6,774 historic trails of tweets, the proposed
CNN-based architecture secured a 63% F1-score.

Thimmappa, in his thesis [48], showed word embedding-
based sarcasm classification where the paragraphs are vec-
torized using word2vec [49]. The experiment was executed
on an English news dataset i.e., consisting of 26,709 records.
Once the embedding is generated, the methodology employs
SVM, LR, and RF for classification. The SVM outperformed
the rest of the classifiers by securing 91.2%.

Cai et al. [50] worked DNN-based multi-modal approach,
which includes images and videos. The experiment involves
the usage of different variations of CNN and Bi-LSTM-based
architecture. The dataset was comprising over 19,816 items
on which the proposed method achieves 80.1% F1-score.
In a similar context, Bedi et al. [51] multi-modal approach
for Hindi and English in a code-mixed environment. The
dataset is consisting of 3,139 sarcastic records in 1,100 dia-
logues—carrying 14K utterances. The experiment proposed
LSTM and attention-based architecture and was carried out
with different input combinations. However, the highest F1-
score, i.e., 71.1%, is attained when acoustic and textual
input is given and an utterance-level attention mechanism
is employed in combination with LSTM and Context-based
attention. Jain et al. [52] showed the usage of soft-attention,
CNN, and Bi-LSTM in a mash-up language (viz. a code-
mixed environment of Hindi and English languages). The
dataset is consisting of 3K sarcastic and 3K non-sarcastic
tweets; the proposed approach attained an 89% F1-score.

C. CONTEXT-AWARE SARCASM AND SENTIMENT
CLASSIFICATION
For the context-awareness, we found the basic motive lies
within the story of the tweet. For example, [41] maintained
that sarcasm happens when the story of the tweet contradicts
the sentiment of the tweet; Muhammad et al. [53] and Bhat
et al. [54] maintained almost similar stance for the context-
awareness. We maintain that these sorts of hypotheses, in a
larger perspective, make the essence of the work limited to
the context of idealizing and data labelling strategies.

Forbye it, we also found the context of the running text is
retained by employing the dense vector representations that
are based on DNN-inspired word embeddings. In this regard,
we have seen many papers, which claim context-awareness
by using pre-trained models and transformers, such as
Potamias et al. [55] used RoBERTa [56], Alharbi and Lee
[57] used BERT that is fine-tuned for the Arabic language,
namely, ArBERT [58] for dealing with the context in the
running text. Similarly, Kumar and Sarin [59] used FastText
[36] and BERT [60] embeddings for context-based dense
representation. Badlani et al. [61] showed the concatenation
of embeddings that are based on hate speech, humour,
sarcasm, and sentiment for sentiment classification. The

datasets used in this word are based on Yelp reviews [62],
[63], [64] in the English language.

D. RESEARCH GAP
Based on our analysis, the majority of existing research
has approached the problems of sentiment and sarcasm
classification in isolation, with limited instances of their com-
bined utilization for classification tasks. Previous attempts
at combining affective information have primarily focused
on employing distributional semantics or transformer-based
dense vectors to replace traditional vector-transformation and
feature selection methods. However, we have observed a
lack of comprehensive work integrating both sarcasm and
sentiment information within a single framework, especially
for the resource-poor Urdu language.

While a study conducted by Badlani et al. [61] demon-
strated a related approach for English language datasets, its
applicability to Urdu language remains limited due to the
scarcity of resources. Consequently, the proposed CR-based
classification technique presents a novel and significant con-
tribution to the field of sarcasm and sentiment classification
in the standard Urdu language. By leveraging a mutual
Cognitive Relationship (CR) between sarcasm and sentiment,
our approach aims to overcome the limitations of existing
methods and provide an innovative solution for effectively
handling affective data in Urdu text classification tasks.

III. MATERIALS AND METHODS
This section is divided into two main subsections, which
are respectively focusing on the data alongside the associ-
ated tasks therein viz. data collection, labelling, and pre-
processing; and the details of feature extraction techniques,
classifiers, and metrics employed in the experiment.

A. DATA: COLLECTION AND LABELING
Since there is no benchmark or public dataset available for
the experiment, therefore we carried out this phase in a very
attentive manner.

1) DATA COLLECTION
We used a Python-based online library, namelyTweepy,1 for
scraping tweets. Alongside different configuring parameters
of data gathering, we set the language to ‘Urdu’ and the result
type to ‘popular’, and as for the search query, we iterate
over the list of trending hashtags that widely reflect different
aspects of society and human life. The list also includes
popular personalities, which have a significant following
in politics, sports, finance, technology, and show business
among other institutions such as defence and judiciary. As a
result, we collected over 1 million distinct tweets that do not
include retweets, replies, or redundant content. We maintain
that for the removal of redundancy, we simply used (hash) sets
as the data structure to store the text of the tweet. Followed
by the data gathering, we move forward with creating a small

1https://www.tweepy.org/
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subset for data labelling. However, this selection is based on
cluster analysis. This would technically mean performing k-
means clustering on the dataset and then, from each cluster,
selecting tweets as per the cluster’s proportion w.r.t to the
whole corpus. To mean the aforementioned sampling method
mathematically, consider the algorithm 1. Thus, for a hundred
clusters (i.e., k = 100), we iterate 500 cycles for hypo-
thetically reaching the cluster maturity. Eventually, we drew
around 15K randomly selected tweets from the corpus of
1 million tweets per the criterion discussed in algorithm 1.

Algorithm 1 Proportionate Sampling
Require: Set of distinct tweets (0), set of clusters (C)

formed on 0.
1: n←| 0 |; ▷ be the number of tweets in 0.
2: k ←| C |; ▷ be the number of clusters in C .
3: S ← ∅; ▷ be an empty set for the selected tweets.
4: s← 15000; ▷ be the number of tweets to be selected.
5: for k ′ ∈ {1 · · · k} do

6: m←
⌊
| Ck ′ |
n
× s

⌋
; ▷Where | ck ′ | be the number

of tweets in cluster ck ′ .
7: for i ∈ {1 · · ·m} do
8: t ← be the randomly selected tweet from ck ′ .
9: S ← S ∪ {t}
10: ck ′ ← ck ′\ {t}
11: end for
12: end for
13: return S

2) DATA LABELING
This phase is the crux of dataset creation; however, always
seen as a tedious task. One of the key challenges of such

labelling is the confusion among the annotators on the matter
under observation. Hence, the role of clear and handy data
annotating guidelines is of utmost importance. In this regard,
we worked out such guidelines for labelling tweets per their
sentiment and sarcasm. The action items for guidelines are
enumerated subsequently.

• Language. Mark ‘UR’ if the language of the tweet is
standard Urdu; otherwise ‘NUR’. Although we have set
the language to Urdu while scraping tweets; however,
we seldom find tweets written in other languages. The
basic problem lies with the script of standard Urdu, i.e.,
Nastalique—which allows text composition in Arabic,
Kashmiri, Persian/Farsi, Punjabi, Sindhi, and even the
Uyghur languages. Similarly, we can expect content in
a code-mixed and code-switched manner, or comprising
only emojis/emoticons, hashtags, and mentions. Thus,
for such tweets, where a dominating portion of the
content is not reflecting or relate to Urdu vocabulary,
we requested annotators to mark them ‘NUR’. Finally,
the tweets labelled per the language ‘UR’ are considered
for sentiment and sarcasm annotations.

• Sentiment. In the case of a subjective tweet: mark ‘1’ if
the synergy and central idea of the tweet are positive, that
is, there is no sign of apathy, cynicism, insult, negativity,
pejorative comment, abusive or swear wordings and
offensive attitude; and on the existence of any such
matter in the text, the case is negative and marking
must be maintained as ‘-1’. Otherwise, if there is no
subjectivity, mark ‘0’ for being a neutral tweet. However,
in the case where you have got the minute propensity of
polarity shown in the tweet (and more of the propensity
towards neutrality), we asked annotators to emphasize
choosing subjective labels.

FIGURE 1. The overall data annotation activity.
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TABLE 1. List of alphabets that require to be replaced for the character normalization. Source alphabets have to be searched out in Urdu text and the
target alphabet is to replace them.

TABLE 2. Distribution of finalized dataset w.r.t sentiment and sarcasm classes, at the end of annotation phase II.

• Sarcasm. This is the sort of Boolean label, indicating
the existence/reflection of sarcasm in the content or
not. The situation of sarcasm occurrence relies on
positive and negative concepts if they are co-existing
in a tweet against a mutual target. Forbye it, if there
is a mocking, taunt, or funny comment that is close
to offending someone/something implies the matter is
sarcastic; hence, the very tweet should be marked ‘1’,
otherwise ‘0’.

Figure 1 depicts the overall data annotation activity, where
with a group of seven (human) annotators, we devised a
data labelling strategy such that the dataset is divided into
multiple subsets. In phase I: a subset is assigned to the
pair of random annotators (in a blind manner) where they
provide labels for the sentiment and sarcasm on the tweet
under observation. After the labelling activity is completed,
we conducted a comparative analysis and measure Cohen’s
kappa statistics (κ) for the subset; in case of lower agreement
(κ < 0.5), we repeat the labelling activity for the very
subset. In the alternate case (i.e., κ > 0.5), we extract
the tweets in the labelled pool for which the labels are in
agreement. However, for the tweets where the consensus
was not developed, we kept them aside (for phase II) to
be labelled by the third annotator, followed by adding the
very tweet in the labelled pool as per the majority votes.
The breakdown of the annotated information for sarcasm and
sentiment is given respectively in table 3 and 4. However,
nota bene that the reported numbers in tables 3 and 4 are the
cumulative statistics of the repetitive annotation process as
defined for phase I; thus, we can presume κ statistics to be low
at the very phase but with phase II, as it is described above,
we gradually improved the decisions and IAA. We maintain
that the κ-statistics of the labelled tweets are found between
≈.76–.77 respectively for sarcasm and sentiment—indicating

TABLE 3. Cumulative labelling distribution (in %) between annotators for
sarcasm, at the end of annotation phase I.

TABLE 4. Cumulative labelling distribution (in %) between annotators for
sentiment, at the end of annotation phase I.

overall a substantial inter-annotator agreement [65], [66]; and
thus, as of a posteriori effect at the end of phase II, with the
consent of the third annotator, the decisions reached to the
perfect agreement, or the tweet is rejected for its inclusion
in the final dataset (as it reflects a cursory or no subjective
attitude in the text).

As the result of the data annotation activity, in total,
7K tweets were finalized after labelling, out of which,
3,904 are sarcastic and 3,096 are non-sarcastic. Similarly,
for the sentiment classification problem, 3,687 tweets are
negative, and 3,313 tweets are positive. The lowest count
of sentiment-sarcasm pairs is found in around 665 tweets,
which are negative and non-sarcastic in nature. In contrast,
the highest count of sentiment-sarcasm pairs is found around
3,022 negatively sarcastic tweets. We maintain that the
dataset is near balanced w.r.t to sentiment classification (i.e.,
in the ratio of ∼53:47 in %); and similarly, for the sarcasm
classification, it appears to be slightly imbalanced (i.e., in the
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ratio of ∼44:55 in %). These numbers are summarized and
maintained in table 2.

B. DATA PRE-PROCESSING
There are two sorts of pre-processing: the first one deals with
the cleaning of the dataset to make it usable for ML purposes,
and the latter one is for the construction of datasets featuring
slight variation w.r.t the content of tweets.

1) DATA CLEANING
This includes procedures for anomaly removal that occur
generally in natural language processing, specifically due to
the lexicographic errors committed by the public on online
social platforms while writing text in the Urdu language.
In the subsequent list, these procedures are discussed in
detail.

1) We applied a shallow pre-processing technique for
dealing with the word segmentation problem in
Urdu text [67]. However, since the experiment con-
ducted in course of this paper is the baseline work,
therefore, the word segmentation is only limited
to the insertion of white space after ‘Badi
Ye’ and ‘Noon-ghunna’ [18], [19]. Similarly,
we coarsely inserted a white space before and after
the glyphs/symbolic contractions for the religious

honorifics (e.g.
etc.)

2) Character deformation is also a critical problem inUrdu
text, for example, the usage of (Sindhi) ‘Swash
Kaaf’ (U+06AA) and ‘Sindhi Khey’ (U+06A9) in
place of Urdu alphabet ‘Urdu Kaaf’ (U+0643).
Another example is ‘Farsi Ye’ (U+06CC), ‘Ara-
bic Alif Maksura’ (U+0649), and ‘Arabic Ye’
(U+064A), all of these characters may visually appear
similar; however, they are distinct w.r.t their Unicode
values (see the respective values in parenthesis) and
behave differently in the text processing. Similarly,
there exist multiple alphabetic deformation/variations
where the diacritic is the intrinsic part of the alphabet
(see table 1). Hence, we customize a lookup table,
that is table 1, and normalize the deformed alpha-
bets (source alphabets) accordingly with the correct
ones (target alphabet). We maintain that usage of
the Python-based library UrduHack2 is handy for
fixing such problems; however, we experienced some
shortcomings. In last, the words/hashtags containing
non-Urdu alphabets were converted to lowercase.

3) We identify the character repetition in the running
text and remove it by keeping the leading character.
However, we took care of the condition that the
number of repeated characters is more than two in
a contiguous sequence. For example, consider
where the reduplication is done with the character Alif

2https://github.com/urduhack

(see the sub-string coloured in red); thus, the eventual
word after the removal of repeated characters would be

(noun, honorific as ‘mister’). This also
caters to the matter of character stretching/elongation
(conventionally known as Kashida or Tatweel in
Perso-Arabic typography) [18]; for example, compare

(a greeting phrase in
Arabic; transl. ‘peace be upon you’) vs. its elongated

form .
4) Forbye it, we also conducted a similar procedure for

replacing emoji and punctuation marks. Since we know
that, there are many cases where a certain sequence
of punctuation marks can produce a specific emoticon
(see https://en.wikipedia.org/wiki/List_of_emoticons
for a detailed list). Hence, for all such conditions,
we compiled a list of universal emoticons, and utilized
it in a lookup function for examining the existence
of emoticons in the text; in the negative evidence of
their existence, the punctuation that does not form any
emotion was removed from the text.

5) For better tokenization, we coarsely inserted white
space before and after every hashtag, emoji, and
emoticon.

6) We removed all URLs, mentions, and specific words
reflecting anything specific within the domain of
Twitter and social networks for example RT (i.e.,
retweet).

7) We removed all of the Arabic diacritics in the text.

C. EXPLORATORY DATA ANALYSIS
After pre-processing the tweets in an aforementionedmanner,
we computed the statistical information on the finalized
dataset. These insights, relating to the correlation and
lexical analysis are separately maintained in the subsequent
sections.

1) CORRELATION AND ASSOCIATION
Sarcasm and sentiment are the categorical and dichotomous
variables, to determine the correlations and association
between them we employed 4 different statistics which are
enumerated below with their details. These statistics need
data in the format of contingency matrix [68], for which,
consider the values presented in 2×2 contingency matrix (cf.
table 2); let the number of non-sarcastic and negative tweets
as n1, non-sarcastic as and positive tweets as n2, sarcastic
and negative tweets as n3, sarcastic and positive tweets as n4,
and N be the total number of tweets. For all statistics, the
null hypothesis (H0) states that the variables do not correlate;
and on contrary, the alternate hypothesis (Ha) affirms the
correlation between them. Table 5 shows the values for these
statistics.

1) Tetrachoric correlation quantifies whether the two
variables are correlated or not [69], [70]. The value
of the statistic ranges in [−1,1 ], where the value if
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TABLE 5. Correlation and association statistics.

approaching −1, indicates a strong negative correla-
tion, and similarly, the value if approaching 1, indicates
a strong positive correlation; however, if the value is
close to 0, then there is no correlation between the
variables. The Tetrachoric correlation can be calculated
as [70]:

Tetrachoric correlation = cos

 π(
1+

√
n1·n4
n2/n3

)
 (1)

Since the value of the Tetrachoric correlation is
≈-0.77, therefore, we reject H0 and conclude that
sarcasm and sentiment are likely to have a negative
correlation.

2) Pearson’s χ2 test is a statistical assessment for how
likely there can be the difference between observed and
expected sets, arose by chance [71]. We can calculate
the expected value (Ei) respectively for every cell per
the following function [71]:

Ei =

∑
ri
∑

ci
N

; i ∈ {n1, n2, n3, n4} (2)

where r and c are the row and column of the
contingency table, corresponding to the cell i. The

χ2 statistics, thus, can be calculated through the
following function [71]:

χ2
=

4∑
i=1

(ni − Ei)2

Ei
(3)

With the degree of freedom= 1, and significance factor
(α) = 0.01, we get the p-value = 0; since p-value <
α, therefore, we reject the H0 and conclude the two
variables are dependent.

3) Matthew’s correlation coefficient or ϕ coefficient
shows association between two dichotomous variables
[72], [73]. Likewise, the Tetrachoric correlation ranges
in [−1,1 ] and holds a similar intuition for the value.
The statistic can be calculated through the following
equation [73], [74]:

Matthew’s corr. coef. = ϕ =
n1n4 − n2n3√∑
r1
∑
r2
∑
c1
∑
c2
(4)

Since the value of ϕ is negative and has got a
propensity towards−1, therefore, we reject the H0 and
conclude that the sarcasm and sentiment are somewhat
associated.

4) Cramér’s V is another measure for association anal-
ysis [75]; however, in the case of 2 × 2 contingency
matrix, it is equal to the absolute value of ϕ. Thus,
for the case of this paper, it will be ranging in [0,1 ]
[75], [76]. Cramér’s V can be calculated through the
following equation [75]:

Cramér’s V =

√
χ2

N · (q− 1)
(5)

FIGURE 2. Top-50 most frequent hashtags in the corpus. The markers of the scatter plot indicate the respective ranks of hashtags within the associated
class domain. See the respective rank of the hashtag at the right y-axis.
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where q is the minimum number of rows and a number
of columns. Since the value is ditto to the ϕ, therefore,
with the value (≈0.56) we reject the H0 and conclude
that there is a lightly moderate association between
sarcasm and sentiment.

Observing all of the above measures for correlations and
association, we deduce that the two variables i.e., sarcasm
and sentiment demonstrate a dependency on each other.
However, w.r.t to the proposition 2, there is a need to
perform a comparative analysis on the supervised learning
results considering the combination of data and affective
concepts for utilizing CR, such discussion is maintained in
section IV.

2) LEXICAL ANALYSIS
The token-level informatics of the dataset is maintained in
tables 6 and 7 for the total number of tokens and (distinct)
terms respectively. However, at this moment, we counted
everything (words, hashtags, and emojis) as a token. We can
see the corpus is consisting of 210,628 tokens; however,
if these tokens are seen in their distinct counts (in a
non-overlapping manner) then the tokens will be reduced
to 18,693 in numbers, and that is a mere ≈0.87% of the
total count. In addition to it, we found the shared vocabulary
between the sentiment classes is 5,859 which is ≈31.34% of
the total distinct terms of the corpus. Similarly, the shared
vocabulary between the sarcasm classes is 5,809, which is
≈31.07% of the total distinct terms therein.

Table 8 presents the count and the respective distribution
of hashtags among the classification labels. The number of
distinct hashtags found in the corpus is 2,210. We maintain
there is no such significance, w.r.t numbers, reflected

through the distribution; except for the fact that tweets that
are—in a paired manner of negative sentiment and sarcastic
context—turned up to have the maximum hashtags. However,
in the same paired manner the tweets, which are negative and
non-sarcastic in nature, hold the lowest share (i.e., 216) of
having hashtags. Beyond the statistics provided in table 8,
we found the count of common hashtags between sarcasm
classes is 124, and the count of common hashtags between
sentiment classes is 100.

Figure 2 tells us the top-50 frequent hashtags used in the
corpus irrespective of any of the class labels; alongside it, the
rank of these hashtags stands w.r.t the class. We can sense
some of the hashtags can play a very discriminative role in
classification, for example, #psl15 (a hashtag relating to
Pakistan Super League, a sport/cricket tournament) stood first
in positive and a non-sarcastic class of tweet whereas it is
very low in rank for the opposite counterparts. In a similar

context, hashtags such as
(transl. ‘the journey of literature’) shows more dis-
criminative for sentiment and sarcasm classes; and

(tra-
nsl. ‘Half an hour of Kashmir-seller’) appears at the
top rank w.r.t the negative and sarcastic tweets vs.
positive and non-sarcastic subsets. However, alongside this,
many hashtags have got the confounding characteristic
as their ranks are high in both classes; for example,

(transl. ‘okay sorry’) is at the
first place for both classes w.r.t sentiment, and simi-

larly, (transl.
‘destruction of/made by Niazi’) appears at the same rank
w.r.t sentiment classes. Thus, we can anticipate the usage

TABLE 6. Distribution of tokens in finalized dataset w.r.t sentiment and sarcasm classes.

TABLE 7. Distribution of terms (distinct tokens) in finalized dataset w.r.t sentiment and sarcasm classes. However, the numbers of terms presented in the
table are calculated in a non-overlapping manner; hence, it can be possible that their summation ̸=1.

TABLE 8. Distribution of hashtags in finalized dataset w.r.t sentiment and sarcasm classes.
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TABLE 9. Distribution of emojis in finalized dataset w.r.t sentiment and sarcasm classes.

TABLE 10. Distribution of tweets containing emojis in finalized dataset w.r.t sentiment and sarcasm classes.

of hashtag-based feature extraction would be challenging in
probabilistic supervised learning methods.

The corpus contains a comprehensive variety of emojis.
In relation to it, table 9 presents the distribution of (total
appearances of) emojis w.r.t to the classification labels. The
overall usage of emojis is seen more liable in sarcastic tweets
(i.e., 14,467, which makes approximately 58.87% of whole
emojis count as in the corpus). The tweets which are negative
and sarcastic hold the largest share of emojis, i.e. 10,920, in a
paired manner. Whereas, the tweets which are positive and
non-sarcastic have got a similar significance by comprising
over 8,120 records. In the same context, table 10 presents the
number of tweets containing emojis w.r.t the classification
labels. Forbye it, these emojis share ≈12% of the corpus—if
compared with the number of tokens. In last, we present a
list of top-50 emojis and the distribution thereof w.r.t the
sarcasm and sentiment classes table 11. In addition to it, in the
situation where the emojis are likely to be spammed or placed
in a recurringmanner, wemaintain that the emojis are counted
once while computing the numbers for table 11.
We can surmise that relying solely on the usage/meaning

of emojis for tweet collection (in the manner of distant
supervision) can be erroneous. For example, in a general
sense, the symbol (joy, 1st entry in table 11), (beaming
face with smiling eyes, 4th entry ibid.), (rolling on
the floor, 5th entry ibid.), (smile, 19th entry ibid.),

(grimacing, 30th entry ibid.) are interpreted in positive
terms; however, we found their distributions unassertive for
the positive class as their share has got only 38–41% of
tweets for the positive sentiments out of the total tweets
where the respective emojis exist. Similarly, the emojis
that are, in a general sense, taken as a negative such as

(neutral face, 20th entry ibid.), pensive, 29th entry
ibid.), and (expressionless, 33rd entry ibid.); however,
they have got a dominant share, i.e., 52–56%, in the positive
class. In contrast, we also have the obvious relations with
emojis and the sentiments, such as (pray, 2nd entry
ibid.), (heart eyes, 7th entry ibid.), (blush, 10th entry
ibid.), (rose, 32nd entry ibid.), (two hearts, 47th entry

ibid.) are taken as positive emojis and do have a dominant
share in positive class; similarly, (pout, 38th entry
ibid.) and (broken heart, 49th entry ibid.) are generally
considered negative and have got the dominant negative share
as well.

D. METHODOLOGY: FEATURE EXTRACTION, CLASSIFIERS,
EXPERIMENTAL SETUP, AND EVALUATIONS
1) DOCUMENT VECTORIZATION AND FEATURE SELECTION
For representing documents in a vector space, we primarily
performed two forms of document vectorization, namely
count vectorization (or frequency-based vectorization), and
Term Frequency-Inverse Document Frequency (TF-IDF)
based vectorization. The details of these vectorization
techniques are given in the subsequent paragraphs.

In count vectorization, a M|D |×|T | matrix is created for
representing text documents in the vector space (where D
is the set of documents, | D | is the number of documents,
and |T | is the number of distinct terms); such that every
row in the matrix represents a single document and the
column of the matrix represents a specific term. The value
for each element of M say m(i,j);m(i,j) ∈ M holds the
frequency of the term j in the document i. However, due to
the limited capacity of memory, usually, the matrix M is
converted into a sparse representation where we keep only the
information of terms having at least 1 count in the document.
Figure 3 depicts how a count vectorizer works in a non-sparse
fashion.

FIGURE 3. Example of count vectorization.
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TABLE 11. Distribution of top-50 emojis in tweets. The text beside the emoji figure is maintained to define the actual concept. Numbers in the
parenthesis are the respective percentages w.r.t to the total count of emojis.
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FIGURE 4. Example of TF-IDF vectorization.

Consider the situations in the running text when a term
is more frequent (such as pronouns and auxiliaries) in the
corpus in comparison to the proper nouns. These frequent
words are considered less discriminative (as they tend
to appear in every document). Thus, in practice, we are
more interested in getting a trade-off between high-frequent
and infrequent terms and for such objective TF-IDF-based
normalization comes into action. It mitigates the value or
the weight of frequent terms and vice versa increases the
weights for the infrequent terms in the corpus. The TF-
IDF is computed by multiplying TF (i.e., term-frequency
viz. frequency of term t w.r.t document d) with IDF (i.e.,
inverse documents frequency viz. ratio of total documents
to the number of documents having term t). To mean it
mathematically, consider equation 6 for computing TF, and
equation 7 for IDF below. Figure 4 depicts an example of
computing TF-IDF.

TF (t, d) =
frequency of term t in doc d

total number of terms in the doc

=
ft,d∑
t∈d ft,d

(6)

IDF (t, D) = log
(

total number of docs in the dataset
number of docs containing the term t

)
= log

(
| D |

| {d ∈ D : t ∈ d} |

)
(7)

Forbye the vectorization of documents, we cater for
the word features only in the form of bag-of-words and
specifically with the two variations of thereof, i.e., uni-
gram—where the words in a document are kept as of a single
entity, and n-gram—where the sequence of every nwords are
maintained in an adjacent manner. For the latter type of word
sequencing, we used the combination of sequences in uni-
gram, bigram, and trigrams; which equally means to have the
value n as 1 ≤ n ≤ 3. We maintain that as of the baseline
approach, there are no other pre-processing activities such as
stop word removal, lemmatization and stemming performed
in this work.

2) CLASSIFIERS
We have employed the following seven classifiers in
experiments. The information is briefly maintained in the
subsequent items.

a: LOGISTIC REGRESSION (LR)
It is amongst the linear model inML classifiers, for predicting
the probability of a target variable [20], [21]. It is well-suited
for classification problems that are binary in nature. In its
simplest form, it takes the output of the linear regression (see
θT x in equation 8) to another function (typically logistic or
sigmoid function; see s (·) in equation 9) that converts it into
the dichotomous value in the range [0, 1].

hθ (X ) = s
(
θTX

)
where 0 ≤ hθ ≤ 1 (8)

where θ is the weights for the features and s is the logistic or
sigmoid function:

s (z) =
1

1+ e−z
provided z = θTX (9)

Thus, to characterize the target class we set the threshold for
the value of s, such that if s (·) ≥ 0.5 we consider positive
class as a predictive outcome for the document X , otherwise
it is negative class [18], [77].

b: SUPPORT VECTOR CLASSIFIER (SVC)
One of the most commonly used ML classifiers is the
Support Vector Machine (SVM). It is often considered a
suitable classifier for datasets that are imbalanced and have
a small or medium size. Its functioning involves fitting
a hyperplane in an n-dimensional vector space, such that
documents belonging to different classes are separated by
the maximum possible margin. Figure 5 illustrates the
hyperplane and the separation of classes in SVC. To basic
mathematical representation of SCV is given below; where,
likewise equation 8, θ represents weights associated with the
features:

ŷ =

{
1 if θT ·X − b ≥ 1
−1 if θT ·X − b < 1

(10)

FIGURE 5. Illustration of linear support vector classifier.

c: NAÏVE BAYES (NB)
In text classification, NB is considered amongst the classical
methods. It is a probabilistic classifier that uses Bayes’
theorem with the assumption that the features are mutually
independent [78], [79], [80]. For the document X , the
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prediction for class Ll can be calculated through the
following equation:

f (Ll |X ) =
p (X | Ll) p (Ll)

p (X )
(11)

where the Bayes’ rule can (in equation 11) can be expanded
w.r.t individual features of the document X (such that X ≡

{x0, x1, · · · , xn}) as:

f (Ll | x0, · · · , xn) = p (Ll) · p (x0 | Ll) · p (x1 | Ll) ·

· · · p (xn | Ll)

≈ p (Ll)

n∏
i=0

p (xi | Ll) (12)

However, if the features are in the continuous form (that in
our case is with the TF-IDF vectorization) then the Gaussian
distribution will be employed [81], [82], [83], which modifies
the function as per following:

p(xi | Ll) =
1√

2πσ 2
Ll

exp

(
−
(xi − µLl )

2

2σ 2
Ll

)
(13)

We have to repeat the probability calculation for every class;
followed by elicitation of class k as the final class (ŷ) for a
document X where the probability is maximum viz.,

ŷ = argmax
l∈L

p(l)
n∏
i=1

p(xi | l). (14)

d: EXTREME GRADIENT BOOSTING (XGB)
Likewise RFT, it is also a DT-based ensemble approach for
classification. However, the basic difference XGB shows
against the RFT is: that it takes each DT one by one
for learning, considering the improvement through the
predecessor’s error and giving more weight to the DT that
performs better [84]. It also minimizes the loss function
using a gradient descent algorithm. In contemporary times,
except the deep neural networks, it is a widely preferred ML
technique for classification problems.

e: RANDOM FOREST
The ensemble technique in ML, which combines several
Decision Trees (DT), is known as Random Forest (RF) [33],
[85]. The RF is built by training each tree in combination
with randomly selected documents and predicting the class
for unseen data. The final class for the unseen data is
determined by majority voting. In our experiment, we have
used 300 estimators for the DT and gini impurity [86] as the
function for measuring impurity. Figure 6 depicts the process
of RF and the finalization of prediction there out.

f: PASSIVE AGGRESSIVE-CLASSIFIER (PA)
It is a regressive classifier that belongs to the category of
online learning in ML [87]. Typically, in PA a model learns
incrementally in the form of mini-batches of the model.
In function, it is similar to the Perceptron as it does not

FIGURE 6. Scheme of random forest trees.

require a learning rate. However, in contrast, it includes a
regularization parameter c.

g: K-NEAREST NEIGHBOR (K-NN)
It is amongst the classical ML algorithm based on lazy
learning techniques [79], [88], [89]. It follows the mechanism
of calculating the distance (or similarity) between the unseen
document with all other documents in the dataset. Followed
by taking the votes of k documents where the distance
is minimum (or similarity is maximum) for predicting the
class of unseen documents. In our experiment, we used the
following cosine similarity Scos as a comparison measure:

Scos(Xa, Xb) =
Xa ·Xb

|Xa ||Xb |
=

n∑
i=1

XaiXbi√
n∑
i=1

X 2
ai

√
n∑
i=1

X 2
bi

(15)

3) EXPERIMENTAL SETUP
We executed the experiment for the sentiment and sarcasm
classification in Urdu tweets from two perspectives. The
foremost is the classification in the SAmanner, where the text
of the tweet is given as input to the classifier for training the
sentiment and sarcasm classification systems. And secondly,
for the utilization of mutual CR, alongside the text of the
tweet, the sentiment label is also made part of the input for the
training sarcasm classifier; and vice versa. The mathematical
representation of baseline/SA and CR-based ML functions
are already given in the introduction section I. In the similar
context, the pseudocode (see algorithm 2) differentiates the
conventional approach for the ML classification and the
proposed one.

For the comprehensive analysis of the machine-learning
task, we have created four variations of the dataset. We main-
tain that the emojis are the concentric part of tweets (as
we have seen their counts and distributions in tables 9 and
10) therefore, we catered for their presence and absence in
the experimental variation of the datasets. Details of these
datasets are provided in table 12.

Instead of k-fold cross-validation, we performed rigorous
experiments through the Monte-Carlo sampling method.
In comparison, it gives a better approximation of results
(by reflecting the philosophies of both) to cross-validations
and static train-test split w.r.t the Pareto principle. The
classification in the Monte-Carlo sampling method functions
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Algorithm 2 Pseudocode for Outlining the Difference
Between Conventional ML and Proposed CR-Based
Approaches
Require: A data-frame or delimited text file (D), consisting

of three columns: Tweets (T), Sentiment_Label (sen),
and Sarcasm_Label (sar).

1: shuffle (D)

2: T ← vectorize (pre_process (D[T])) ▷ Copy the (pre-
processed and vectorized) tweets in a separate variable.

3: sen← D[sen] ▷ Copy the sentiment labels of the
respective tweets in a separate variable.

4: sar ← D[sar] ▷ Copy the sarcasm labels of the
respective tweets in a separate variable.

5: t ← 0.8 ▷

be a floating value in the range (0, 1]. It is a threshold for
splitting dataset in training and testing subsets, where it
specifically maintains the size of training data.

Conventional ML approach
A.1:

〈
Xtrain,Xtest, yltrain, y

l
test
〉

←

split_into_subsets (T , l, t) ▷ This
is basically sampling function that split a dataset in the
train test split. We emphasize on the stratified sampling.
l ∈ {sen, sar} and t is the splitting threshold.

A.2: model← instantiate an ML model.
A.3: model.train

(
Xtrain, yltrain

)
A.4: ylpred← model.predict (Xtest); ▷ Predict the unseen
test set.

A.5: evaluate
(
yltest, y

l
pred

)
▷We maintained Monte Carlo

sampling and evaluation, see figure 7.
Proposed CR-based approach
B.1: tar ← sen ▷We target sentiment classification.
B.2: T ′← {x [0]⌢ x [1] | x ∈ T∇sar} ▷

since sentiment classification is targeted; therefore, sar is
appended to the tweets in the respective order so that the
training will happen in the presence of sarcasm label. The
nabla symbol (∇) is introduced to show the zip function
∴ T∇sar ≡ zip (T , sar)

B.3:
〈
Xtrain,Xtest, ytartrain, y

tar
test
〉
← split_into_subsets

(
T ′, l, t

)
▷ See line number A.1 ibid.

B.4: model← instantiate an ML model.
B.5: model.train

(
Xtrain, ytartrain

)
B.6: ytarpred← model.predict (Xtest) ▷ See line number
A.4 ibid.

B.7: evaluate
(
ytartest, y

tar
pred

)
▷ See line number A.5 ibid.

in multiple rounds (see figure 7 for illustration), viz., for the r
rounds—provided that r ≥ 2—we do: (1) dataset is shuffled,
(2) training-testing splits are taken out in a stratified manner,
(3) employing train split for ML, (4) evaluation of resulting
predictive model on test split, (5) cumulation/aggregation of
results in respective variables, (6) go to step 1 for next round,
(7) in last, averaging/division of accumulated results by r
[90]. In the course of this paper, we set the value of r = 10.

TABLE 12. Dataset variation for the experimentation.

To summarize the numbers, there are 2 vectorization tech-
niques, 2 bag-of-words approaches, 7 classifiers, 4 variations
of the dataset, and 10 rounds of Monte-Carlo sampling; thus,
we performed 1,120 experiments for approximating results
for a single suite of sentiment classification. Hence, the total
number of experiments counting the 2 SA classifications and
2 experiments based on CR is equal to 4,480.

4) EVALUATION CRITERIA
The evaluation of each experiment follows the statistical
measures outlined in table 13 [83]. As the dataset is balanced
for sentiment but somewhat imbalanced for sarcasm, we have
used weighted statistics to measure the performance, rather
than conventional statistics. Mathematically, this can be
expressed as follows [79]:

1∑
l∈L | ỹl |

∑
l∈L

| ỹl | 8
(
ŷl, ỹl

)
(16)

where,L is the set of classes/labels, ỹ is the actual/true label,
ŷ is the predicted label, ỹl and yl are respectively all the true
labels and predicted labels that have the label l, | ỹl | is
the number of true labels that have the label l, and 8

(
ŷl, ỹl

)
computes the any of the evaluation metrics given in table 13
for the true and predicted labels that have the label l. For
example, to compute the weighted precision for label/class
l we consider: 8(ŷl, ỹl) =

|ŷl∩ỹl |
|ŷl |

≡
Tl

Tl+Fl
; where l in

Fl /Tl ⇒ l ∈ L = {P,N } and Tl is an element of the
confusion matrix (see table 14).

We maintain that the TP i.e., true positive—is the number
of records where the actual and predicted labels are positive
(TP ≡| ỹl ∩ ŷl |; l = P); and likewise, TN i.e., true
negative—is the number of records where the actual and
predicted labels are negative (TN ≡| ỹl ∩ ŷl |; l = N ).
FP and FN i.e., false positive and false negative respectively.
They show the number of wrong predictions, such that
FP is negative in actual but wrongly predicted as positive
(FP ≡| ỹ¬l ∩ ŷl |;l = P and ¬l = N ), whereas FN is
vice versa.

There has been much research on sentiment classification
in which the F1-score has been used as the main evaluation
metric, as demonstrated in works like [18], [38], and
[78]. However, since the dataset used in this paper is
slightly imbalanced, the authors are placing more emphasis
on achieving a higher balanced accuracy [83], which is
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FIGURE 7. Illustration of monte carlo sampling and evaluation.

TABLE 13. Summary of evaluation statistics used in this paper.

TABLE 14. A model confusion matrix.

calculated as the arithmetic mean of the true positive rate and
true negative rate [91], [92], [93].

IV. RESULTS AND DISCUSSION
The results and discussion on it are organized into five
subsections, each focusing on specific aspects of the
study. Subsections IV-A to IV-D provide individual anal-
yses of the SA and CR-based sentiment and sarcasm
classifications, respectively. These sections discuss the per-
formance of each approach, highlighting potential errors
through the presentation of examples that represent common
mistakes across different datasets and machine learning
models. A comprehensive review of these errors is also
provided.

The final subsection, namely IV-E, presents a comparative
analysis between the SA and CR-based approaches for
sentiment and sarcasm classification. This section evaluates
the extent of improvement achieved by the CR-based

approach compared to its SA counterpart. Throughout these
subsections, the primary focus of discussion is placed on the
BA statistic, which serves as a key measure of performance.
For a more detailed account of the datasets, data processing
techniques, and evaluation metrics used in the study, readers
are referred to the appendices.

A. STAND-ALONE SENTIMENT CLASSIFICATION
The overall result of SA classification is, in some measure,
fair—as the averaged BA runs between ≈59.35–67.38% in
all of the experiments catering for all features selection,
vectorization, and datasets. Viz., it shows, that there is
≈6.68–14.71% improvement w.r.t the baseline distribution
of sentiment in the dataset (since 52.67% records out of
total and w.r.t the sentiment classification, are negative (cf.
table 2); therefore, if any of the classifiers marks all test
documents negative then we can achieve at least 52.67%
accuracy. Hence, the reported gain is calculated for such a
baseline).

We observed that TF-IDF vectorization is conducive to
achieving better results than count vectorization. However,
uni-gram and n-gram showed almost similar results except
for the dataset DTEXT (i.e., the dataset where we eliminated
all emojis, emoticons, hashtags), where uni-gram has got
a trivial improvement. In the comparative analysis of ML
classifiers, we found that classifiers that are probabilistic and
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FIGURE 8. Balanced-accuracy achieved on datasets for the SA sentiment classification.

FIGURE 9. Balanced-ccuracy achieved on datasets for the SA sarcasm classification.

statistical such as NB, LR, and RF are the most advantageous
for SA sentiment classification. In the comparative analysis
of datasets with a collective impact created therein (where the
impact is considered with the averaged BA of experiments
employed therein the dataset), we found the DTEXT secured
the highest result (i.e., ≈67.38% averaged BA); whereas,
the dataset DEMOJI (i.e., the dataset with only emojis;
forbye it, the very dataset is prepared to investigate the
effectiveness of distant supervision technique) appeared to
be very unsuccessful in discriminating positive and negative
tweets by attaining≈59.35% averaged BA. Hence, as the SA
approach for the USA, we maintain that the usage of emojis
is not a very conducive approach for data labelling and data
creation.

In a similar context, the BA achieved in the experiments
w.r.t classifiers at the individual dataset level are maintained
in figure 8; where the highest accuracy is: 69.45% in
DBASE with RF+count vectorization+n-gram, 70.14% in
D-TAGS with LR+TF-IDF+uni-gram, 71.91% in DTEXT

with LR+TF-IDF+uni-gram, and 61.81% in DEMOJI with
NB+TF-IDF+uni-gram.

We performed a detailed analysis of the misclassifications
in the SA sentiment analysis. The conclusion of these mis-
takes is itemized below; however, for a better understanding,
the list of examples is also maintained.

Following is the review of errors in SA sentiment
classification.

• The utilization of the term (transl.
‘sorry’, also encompassing the connotations of excuse,
‘apology’, or ‘plea’) exhibits a multifaceted nature,
as evidenced by the first three examples. In the first
example, it conveys feelings of sorrow and grief,
while in the second example, it sarcastically expresses
an excuse. The third example employs it to seek
genuine remorse. Consequently, it is apparent that
tweets devoid of contextual clues regarding sarcasm
may lead to erroneous categorization. Similarly, the term

(transl. ‘soul’, ‘energy’, ‘beloved’, etc.)
necessitates a contextual framework to ensure precise
classification.

• Humorous expressions, as exemplified in the final

instance, often employwordplay, such as
(transl. ‘clock’, also used as a slang term for ‘nothing’).
Furthermore, the tweet itself incorporates multi-word
expressions like (transl. ‘headache’),
which may introduce an element of ambiguity and
potential inaccuracies.

VOLUME 11, 2023 126677



M. Y. Khan et al.: Cognitive Relationship-Based Approach for Urdu Sarcasm and Sentiment Classification

• Lastly, the integration of emojis in conjunction with
textual content within the respective tweets does not
consistently align with precise categorization. Conse-
quently, the reliance solely on emojis is inadequate
for accurate classification in the absence of contextual
information.

B. STAND-ALONE SARCASM CLASSIFICATION
The SA sarcasm classification appears better than the
SA sentiment classification. The averaged BA, in all
experiments conducted for sarcasm classification, is found
running between ≈62.34–65.80%. Viz., which means, there
is 6.57–10% improvement w.r.t the baseline distribution of
sarcastic tweets (i.e., 55.77%) of the whole corpus.

We observed that normally count-based vectorization
performed better than TF-IDF vectorization, except for
the dataset D-TAGS (i.e., the dataset where hashtags were
eliminated) with n-gram features. Moreover, on average,
uni-gram and n-gram appeared similar in all datasets.
In the comparative analysis, we found NB and RF
are the most successful ML classifiers for the SA
sarcasm classification; this is akin to the sentiment
classification.

In the comparative analysis of datasets, we found that
maximum impact, w.r.t the averaged BA, is created in
DBASE i.e., 65.8% whereas DEMOJI appears to have the
least impact with 62.34% average BA. Since the sole
existence of emojis, without the information of words or
context, is not producing any better results, therefore, as for
the SA approach, we maintain that it is also not a very
conducive approach for sarcasm classification or dataset
labelling in a distant supervision fashion. Moving onwards,
the BA achieved in the experiments w.r.t classifiers at
dataset level is maintained in figure 9; where the highest
accuracy is: 70.12% in DBASE with RF+TF-IDF+uni-gram,
69.24% in D-TAGS with RF+Count+uni-gram, 70.18% in
DTEXT with NB+Count+uni-gram, and 65.75% in DEMOJI

with RF+TF-IDF+uni-gram. The error analysis on the SA
sarcasm classification concluded in the following points with
examples.

Following is the review of errors in SA sarcasm
classification.

• Example 5 demonstrates the nuanced usage of the
hashtag #MeToo, which typically denotes discussions
surrounding sensitive topics such as physical/sexual
abuse, bullying, and persecution. However, it is often
employed as a tool for sarcasm. Consequently, its
interpretation without proper contextual cues may result
in misclassification.

• In the case of example 6, the word (lit-
erally meaning ‘peace’, commonly used as a salutation
or greeting) shares a comparable characteristic with the
word . Its presence in a positive tweet signifies
a non-sarcastic context, whereas its absence indicates
the opposite. Furthermore, example 7 underscores
the necessity of a comprehensive textual analysis to
accurately identify sarcastic elements.

• Additionally, certain words are specifically designed for
mockery, such as (literally referring
to a ‘village accountant’ and in the realm of Pakistani
politics, denoting a ‘member/supporter of the Pakistan
Muslim League (Nawaz Sharif Group)’). Such words
often lead to misclassification as sarcastic. However,
in example 8, the absence of a sarcastic pivot within the
text indicates a non-sarcastic usage of .

C. CR-BASED SENTIMENT CLASSIFICATION
The addition of sarcastic and sentiment-based cognition
in the process turns out to be very productive for the
improvement of classification accuracy. The averaged BA
of all experiments conducted for CR-based sentiment
classification runs between ≈73–74.5%. It means, there
is ≈ 20.33–22% improvement over baseline sentiment
distribution.

Throughout the datasets, we found that the performance
of count and TF-IDF vectorization is approximately sim-
ilar; however, n-gram shows a cursory improvement in
comparison with uni-gram features. For the ML classifiers,
we found XGB as an outperformer followed by RF and LR.
Lastly, figure 10 shows the BA achieved by ML classifiers
in the datasets; where the highest accuracy is: 77.97% in
DBASE with XGB+TF-IDF for both uni-gram and n-gram
features, 78.13% in D-TAGS with XGB+TF-IDF+uni-gram,
77.97% in DTEXT with RF+Count+uni-gram, and 79.17% in
DEMOJI with XGB+TF-IDF for both uni-gram and n-gram
features.

In general, the misclassified tweets with CR-based
sentiment classification are not inclusive of what hap-
pened in the SA classification. The error analysis and
conclusion thereof are provided subsequently with the
example.
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FIGURE 10. Balanced-accuracy achieved on datasets for sentiment classification utilizing CR based on sarcasm information.

Following is the review of errors in CR-based sentiment
analysis.

• A significant number of errors arise when the content
is composed in a code-mixed or code-switched style.
Example 9 serves as an illustration of such behavior.

• The presence of short tweets or fragmented/incomplete
sentences contributes to misclassification. This can be
observed in example 10, which exhibits the aforemen-
tioned pattern.

• Additionally, the inclusion of poetic expressions (see
example 11) within tweets introduces further confusion.
This is particularly true when a philosophic context

such as hashtags resembling

(transl. ‘love poetry’) and
(transl. ‘journey of thought’) are combined with
heart-breaking or loving emojis such as .

• Tweets that predominantly consist of positive phrases
are more susceptible to misclassification. For instance,
example 12 encompasses phrases like [sic.]

(transl. ‘apologetic’),

(transl. ‘embracing a defensive attitude’), and

(literal transl. ‘is bet-
ter’). Such phrases may overshadow the overall narrative
of the tweet.

D. CR-BASED SARCASM CLASSIFICATION
Likewise, in CR-based sentiment classification, we observed
a significant improvement in CR-based sarcasm classifica-
tion, with the yield of ≈72.57–76.30% averaged BA on
all of the experiments conducted throughout the course of
respective work. Compared to the baseline distribution of sar-
castic tweets, the said averaged BA shows the improvement
between ≈20–23.6%.

We observed that, in most of the experiments, the per-
formance of TF-IDF-based vectorization and n-gram appear
to be better techniques in comparison to their respective
counterparts. In the comparative analysis of ML classifiers,
we found that RF and XGB are more advantageous with the
uni-gram and n-gram features respectively. Lastly, figure 11
shows the BA achieved by ML classifiers in the datasets;
where the highest accuracy is: 78.85% in DBASE with
RF+Count+uni-gram, 77.89% in D-TAGS with XGB+TF-
IDF for both uni-gram and n-gram features, ≈79% in DTEXT

with RF+Count+uni-gram, and 80.74% in DEMOJI with
XGB+TF-IDF+uni-gram.

The subsequent examples provide the survey of errors
in CR-based sarcasm analysis. The conclusion thereof is
itemized below.
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FIGURE 11. Balanced-Accuracy achieved on datasets for sarcasm classification utilizing CR based on sentiment information.

Following is the review of erros in CR-based sarcasm
classification.

• The observed errors in sarcasm classification within
sentiment analysis (SA) have been minimized to a
negligible extent. However, a significant number of
errors encountered in context-based classification arise
from the complex interplay of emojis, the tweets’
brevity, and puns’ presence.

• Tweets that engender confusion in terms of their
content, such as those blurring the lines between real
and fabricated experiences (see example 13), evoking
thoughtfulness (see example 14), or loose talking and
double meanings (see example 15), possess a higher
likelihood of being misclassified.

• Both short and excessively long tweets, which attempt
to encompass a wide range of subjects and inundate the
reader with an abundance of emojis (see example 16),
are prone to misclassification.

Table 15 provides the sample of correct prediction with
XGB+TF-IDF+n-gram; tweets alongside the class probabil-
ities are also maintained for SA and CR-based classification.

The CR-based result clearly shows improvement in compar-
ison to the SA.

E. COMPARATIVE ANALYSIS
Figures 12 and 13 present a comparative analysis of the
improvements achieved through CR-based sentiment and
sarcasm classification over their SA counterparts, showcasing
the results for each feature selection pair across different
classifiers. The color gradient ranging from gray to bright
green in the cells indicates the degree of improvement, with
brighter shades denoting higher improvement.

Regarding sentiment classification (refer to Figure 12),
a consistent positive trend of improvement was observed
in all experiments, except for a single case where a
negative improvement of -1.1% was recorded in DTEXT with
the NB+TF-IDF+uni-gram experiment. Notably, the most
remarkable improvement was observed in DEMOJI, exhibiting
an impressive approximate improvement of 15.2±3.7σ%
compared to SA sentiment classification. Furthermore,
the dataset-wise percentage improvements of CR-based
sentiment classification over its SA counterpart are as
follows: 8.47±3.2σ% in DBASE, 7.76±3σ% in D-TAGS,
and 5.72±3.8σ% in DTEXT. Therefore, based on these
statistics, it can be inferred that sentiment classification
relying solely on DTEXT (i.e., excluding hashtags, emojis, and
emoticons) is an unreliable technique, as it exhibits lower
improvement rates and higher standard deviations. Among
the ML classifiers, the ensemble techniques XGB and RF
demonstrated the maximum improvements, followed by LR
in the third position. Conversely, NB and PA proved to be less
effective classifiers for CR-based sentiment classification.
The overall collective improvement in CR-based sentiment
classification, computed as an average of improvements,
amounts to approximately 9.3%.

FIGURE 12. Improvement in sentiment classification achieved through using CR based on sarcasm.
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FIGURE 13. Improvement in sarcasm classification achieved through using CR based on sentiment.

TABLE 15. Sample of correct prediction with XGB+TF-IDF+n-gram. The numbers indicate the predicted probability of the labels as they are maintained in
the column Original Labels.

Turning to sarcasm classification (see Figure 13), a similar
positive trend of improvement was observed in all experi-
ments, with only two instances of negative improvements: -
0.23% in DTEXT with NB+TF-IDF+uni-gram, and -0.6% in
D-TAGS with k-NN+Count+n-gram features. Similar to the
previous analysis, DEMOJI exhibited the highest improvement
among all datasets, with an approximate improvement of
14.02±3.7σ% compared to SA sarcasm classification. The
dataset-wise improvements of CR-based sarcasm classifica-
tion over its SA counterpart are as follows: 6.8±3.7σ% in
DBASE, 7.8±3.2σ% in D-TAGS, and 7.6±3.6σ% in DTEXT.
Hence, based on these statistics, it can be deduced that using
DBASE as a dataset preparation technique, which includes all
hashtags, emojis, and emoticons, is not suitable for sarcasm
classification. This aligns with the findings in section IV-D,
where it was established that text containing excessive
emojis is unsuitable for accurate sarcasm classification.
Among the ML classifiers, the maximum improvement
was observed in XGB and LR, with RF ranking third.
Conversely, NB and k-NN proved to be underperforming
classifiers for CR-based sarcasm classification. The overall
collective improvement in CR-based sarcasm classification,
computed as an average of improvements, amounts to
approximately 9.1%.

Thus abridging the details given above and con-
clude the validity of the proposed architecture, we maintain
that the both of the propositions are asserted to be true
with the results of the experiments. As a consequence,
we assert with confidence that the proposed approach
i.e., ‘CR-based classification’, stands as a consequential
advancement in elucidating the exigency of performing
sentiment classification in contexts permeated with sarcasm,
and conversely, vice-versa.

V. CONCLUSION AND FUTURE WORK
Text-based sarcasm and sentiment classification appear as
a significant problem w.r.t to their application in real life
and the latent complexities involved with them. In this
work, we have shown that the sarcasm and sentiment
classifications, employing the classical ML approaches in
a SA fashion, are not much fruitful in comparison to
the proposed context-driven CR-based classification where
the latent cognitive information is utilized in the text
classification.

We found that employing emojis-based classification
techniques or dataset preparation techniques can be risky
without knowing the context of the text. We confirmed this
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hypothesis in our experiments; the dataset where the emojis
are removed performed better than the dataset that solely
relies on the emojis; however, when the CR is exerted, the
emoji-based dataset improved to be the equivalent of its
counterparts.

After comprehensive experiments on a dataset (extracted
from Twitter), feature selection, and ML classifiers, we
conclude that the CR-based proposed approach outperforms
the SA classification by showing ≈9.3% and ≈9.1%
improvement respectively for sentiment and sarcasm clas-
sification; alongside yielding ≈21±1% improvement over
the baseline distributions. Hence, the CR-based proposed
technique is more conducive for sarcasm and sentiment
classification.

In our future work, we have identified several areas of
interest that we plan to explore further. Firstly, we aim to
expand our dataset by incorporating more code-mixed and
code-switched data. This expansion will allow us to better
capture the linguistic phenomena and challenges associated
with language mixing. Secondly, we plan to explore feature
enhancement techniques based on distributional semantics.
These techniques leverage the semantic relationships and
contextual information embedded in large corpora to enhance

the representation of text. By incorporating these techniques
into our models, we anticipate improved performance in sen-
timent and sarcasm classification tasks. Lastly, we are eager
to experiment with deep neural network (DNN) architectures.
DNNs have demonstrated remarkable success in various
natural language processing tasks, and we believe they have
the potential to enhance the performance of sentiment and
sarcasm classification models as well. By leveraging the
expressive power of DNNs, we aim to capture more intricate
patterns and nuances in textual data, ultimately leading to
improved classification accuracy.

APPENDIX A
DETAILED RESULTS
Individual results for the SA sentiment classification on
DBASE, D-TAGS, DTEXT, andDEMOJI are respectively provided
in tables 16–19. Similarly, tables 20–23 provide individual
results for SA sarcasm classification. Tables 24–27 provide
individual results for CR-based sentiment classification. And
tables 28–31 provide individual results for CR-based sarcasm
classification. All of the numbers reported in the appendix are
the percentages. We have marked the highest values in bold
letters.

TABLE 16. Results of SA sentiment classification on dataset DBASE.

TABLE 17. Results of SA sentiment classification on dataset D-TAGS.
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TABLE 18. Results of SA sentiment classification on dataset DTEXT.

TABLE 19. Results of SA sentiment classification on dataset DEMOJI.

TABLE 20. Results of SA sarcasm classification on dataset DBASE.
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TABLE 21. Results of SA sarcasm classification on dataset D-TAGS.

TABLE 22. Results of SA sarcasm classification on dataset DTEXT.

TABLE 23. Results of SA sarcasm classification on dataset DEMOJI.
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TABLE 24. Results of CR-based sentiment classification on dataset DBASE.

TABLE 25. Results of CR-based sentiment classification on dataset D-TAGS.

TABLE 26. Results of CR-based sentiment classification on dataset DTEXT.
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TABLE 27. Results of CR-based sentiment classification on dataset DEMOJI.

TABLE 28. Results of CR-based sarcasm classification on dataset DBASE.

TABLE 29. Results of CR-based sarcasm classification on dataset D-TAGS.
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TABLE 30. Results of CR-based sarcasm classification on dataset DTEXT.

TABLE 31. Results of CR-based sarcasm classification on dataset DEMOJI.
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