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ABSTRACT Global warming poses a significant challenge to environmental sustainability due to the high
greenhouse gas emissions originating from human activities. Among the various sectors contributing to
these emissions, the education sector, particularly at the university level, plays a crucial role in generating
carbon footprints. While several studies have examined carbon footprints within universities, few have
focused on understanding the behavior and activities of individuals. Statistics show that students are the
primary contributors to carbon emissions in higher education. Despite the availability of various methods for
calculating carbon emissions, limited studies have utilized such data to predict future trends. Therefore, this
study aimed to develop a predictive analyticsmodel that leveraged students’ learning activities as a significant
factor to predict future trends in university carbon emissions. Institut Teknologi Bandung (ITB) was used as
a case study, especially computer science-related majors. The carbon emission calculation utilized a formula
that incorporated various emission sources, including electricity, transportation, and paper consumption.
In the 2022/2023 academic year, ITB generated 612.8 tons of CO2e. The prediction modeling employed
the SVR algorithm and utilized historical data, such as carbon emissions from the last 30 days, and external
information, such as weather, event-related data, and university data. Themodel’s performancewas evaluated
using metrics, yielding values of 129.41 for MAE, 158.03 for RMSE, 0.98 for R2, and 15.83 for MAPE.
The results provided insights for universities to assess their carbon footprint and raised awareness among
the academic community, supporting decision-making to optimize carbon emissions at the students’ level.

INDEX TERMS Carbon footprint, information technology, predictive analytics, students.

I. INTRODUCTION
Global warming has emerged as a critical issue demanding
attention to ensure environmental and planetary sustainabil-
ity. The increasing climate change worldwide was primarily
driven by the rise in greenhouse gases [1]. Among these
gases, carbon emissions from human activities are one of the
largest contributors. These emissions originated from various
sources, including transportation, electricity consumption,
and the industrial sector [2]. Between 1970 and 2011, global
carbon emissions resulting from fossil fuel combustion wit-
nessed a significant increase of up to 90% [2]. Within various
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sectors, higher education, as part of the education sector,
was accountable for greenhouse gas due to its operational
activities.

Several universities have undertaken assessments of their
carbon footprints, providing valuable insights into their
emissions. For instance, a study conducted in Mexican uni-
versities revealed that electricity usage accounted for 42% of
greenhouse gas emissions, while transportation contributed
to 50% [3]. Similarly, at the University of Patras in Greece,
students’ commuting and electricity usage were found to
contribute to 60.2% of the total emissions [4]. In-depth stud-
ies conducted at the Norwegian University of Technology
and Science demonstrated that students in social departments
emitted 50% less carbon compared to those in technology
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and natural sciences departments [5].While numerous studies
have estimated carbon emissions, only a few have delved into
exploring human behavior as a causative factor.

Behavioral factors and habits were responsible for approx-
imately 30 and 50% of overall heating and cooling energy
consumption, respectively [6]. By implementing behavioral
adjustments, organizations can achieve energy savings of
10-20% without incurring additional equipment costs [7].
In the context of higher education, students’ behavior was
particularly influential. Carbon footprint analysis indicated
that the average emissions per student were 3.84 tons of
CO2e, with 65, 20, and 15% attributed to daily activities,
transportation, and academic activities such as studying,
respectively [8].

The case study university chosen for this research was the
Bandung Institute of Technology (ITB), which was projected
to have 23,000 students in 2022 [9]. The academic commu-
nity at ITB was primarily composed of students, accounting
for 94.28% of the total, emphasizing their substantial con-
tribution to carbon emissions. These emissions result from
their daily activities, electronic usage, and transportation to
campus. Although various carbon accounting methods exist
to calculate emissions from these activities, the results have
not been effectively utilized for predicting future trends.

Predictive Analytics offered a concept for anticipating
future trends and has discovered broad applications across
different industries [10], [11]. In the banking sector, it was
employed for fraud detection [12]. This analytics aids in
disease diagnosis by analyzing health records from thousands
of patients with similar conditions [13]. Furthermore, it was
utilized by manufacturers for inventory management [14]
and to develop effective pricing strategies based on market
trends [10], such as in stock market analysis [15]. Sustain-
ability Analysis, specifically Life Cycle Assessment (LCA),
employed predictive analytics to identify stages of the prod-
uct life cycle with the most significant environmental impact
and calculate the Carbon Footprint [16]. Therefore, the utility
spans diverse fields, making it a valuable tool in various
industries.

Several studies applied machine learning to predict future
carbon emissions [17], [18], [19], [20], [21]. The majority
utilized global or country carbon emission data for predict-
ing the model-building process [17], [18], [19]. From the
historical carbon data, emission in the next few years was
forecasted utilizing machine learning [17], [18], [19]. Some
studies relate the data to other factors, such as a country’s
GDP per capita, human population, and the energy intensity
of industries [20]. However, most of these studies use histor-
ical carbon emission data on a national scale. There are very
few studies that utilize day-to-day data from human activities
and take it further to trend prediction. It is a big challenge
to obtain real-time activity data that can be processed into
carbon emission data that can be used in the process of
building a prediction model. Therefore, this research will
try to raise the integration of activity data, especially at the

university level, to determine the trend of carbon emissions
in universities based on student learning activities.

This information is used to reduce carbon emissions at the
institutional level. The measured emissions serve as inputs
for prediction, as well as for identifying patterns or behaviors
of students that significantly contribute to carbon production.
By leveraging the concept of predictive analytics, it becomes
possible to predict carbon emissions resulting from students’
activities and behaviors. This leads to the identification of
specific behaviors that can optimize energy consumption
related to student learning activities. Therefore, this study
aims to develop a predictive analytics model to predict the
use of university carbon emissions based on the behavior
and learning activities conducted by students. The model
is expected to identify actionable steps regarding students’
learning activities to reduce carbon emissions, utilizing the
generated predictive analytics model. In the initial phase,
this research will be limited to students within the computer
science-related majors as an initial case study in developing
a prediction model for student learning activities, with subse-
quent expansion to the entire university level.

II. RELATED WORKS
This section will discuss all related works which are used as
the main reference and used in developing solutions.

A. CARBON FOOTPRINT CALCULATION
The carbon emissions of each source were calculated with
the following formula as in (1), where Es, ADs, and EFs
denote the emission from source S, the quantitative measure
to express a unit (such as kWh in electricity use), and the
coefficient to convert to CO2e, respectively [22].

ES = ADS · EFS (1)

Based on the general formula above, it was possible to
calculate carbon emissions from each source, given the avail-
ability of the emission factor. To achieve this, the obtained
list of these factors was then used to derive the calculation
formula for each defined source.

1) COMMUTING EMISSION CALCULATION
To calculate carbon emissions from commuting activities, the
following formula in (2) will be used. It is important to note
that the emission factors of each transportation mode may
vary and the figures used will be specific to Indonesia [23].

Ecommuting = Ef commuting (v) . S (2)

Description:
Ecommuting = Emissions generated from commuting activ-

ities (g CO2e)
Efcommuting(v) = Emission factor from transportation

mode v for each kilometer (g CO2/km)
S = Travel distance from origin to destination (km)
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2) ELECTRICITY EMISSION CALCULATION
To carbon emissions from electricity, the following formula
in (3) will be applied. The electricity emission factor usedwas
the value applicable in Indonesia [24].

Eelectricity = Ef electricity.W

W =
P.t
1000

(3)

Description:
Eelectricity = Emissions from the use of electricity
Efelectricity = Emission factor produced for each kWh
W = Electrical energy consumed (kWh)
P = Power of an electronic device (Watt)
t = Consumption time of electricity (hour)

3) PAPER WASTE EMISSION CALCULATION
To calculate carbon emissions from paper consumption, the
following formula in (4) will be applied. The emission factor
used was obtained from the paper type in Indonesia [25].

Epaper = Ef paper .Npaper (4)

Description:
Epaper = Emissions from paper consumption
Efpaper = Emission factor from each ream of paper
Npaper = The amount of paper used (reams)

4) CLASSROOM EMISSION CALCULATION
To calculate carbon emission from classroom usage, the fol-
lowing formula in (5) will be applied.

Eclassroom =
Ef classroom.t
Nstudents

(5)

Description:
Eclassroom = Emissions from classroom usage (kg CO2)
Efclassroom = Emission factor from the use of a classroom

for each hour (kg CO2/hour)
t = Total time of classroom usage (hours)
Nstudents = Number of students using the classroom at a

time.
A classroom or room consisted of a collection of electronic

devices. The following steps can be used to determine the
emission factor value.

a. Identify all electronic assets in the room.
b. Estimate the time of use of each electronic asset in the

room.
c. Calculate the energy usage (kWh) of each electronic

asset using the power consumption formula.
d. Normalize the energy usage of all equipment in the

room by following the formula in (6).

Ef classroom =

∑n
i=1 Piti∑n
i=1 ti

.Ef electricity (6)

Description:
Efclassroom = Emission factor in emissions resulting from

the use of a classroom or room for each hour (kg CO2/hour)

Efelectricity = Emission factor in emissions generated for
each kWh of electricity

Pi = Power of the i-th electronic device (Watt)
ti = Consumption time of the i-th electronic device

(hour)

B. CALCULATE CARBON EMISSIONS IN UNIVERSITY
This section discusses various related studies that are relevant
to the process of calculating carbon emissions in universities
from the perspective of students. These included the method-
ology employed and the results of comparing the emissions
between universities within each study.

1) CARBON FOOTPRINT OF THE UNIVERSITY OF PATRAS,
GREECE
The University of Patras conducted comprehensive calcula-
tion on carbon emissions calculations using campus facili-
ties and individual behaviors. Data were collected through
questionnaires and relevant departments from over 30,000
students and various staff members. The Campus Carbon
Calculator tool was used, and the results showed a total
of 32,882.5 tons of CO2e in 2015. Transportation by stu-
dents and electricity usage are the primary contributors,
accounting for 60.2% of emissions. On average, each stu-
dent at the University produced about 0.931 tons of CO2e
per year [4].

2) CARBON FOOTPRINT OF STUDENTS’ BEHAVIOR IN
TONGJI UNIVERSITY, CHINA
This study focused on estimating carbon emissions from the
behavior and activities of university students. The method-
ology was tested at Tongji University in Shanghai, where
data were collected through a structured survey. The activities
were categorized into daily, academic, and transportation
activities, with the corresponding carbon emission measure-
ments. The average emissions per student were observed to
be 3.84 tons CO2e, with 65, 20, and 18% from daily activ-
ities, transportation, and academic activities. Specifically,
teaching and learning activities accounted for approximately
0.691 tons per student [8].

3) CARBON FOOTPRINT OF ENVIRONMENTAL SCIENCE
STUDENTS AT SUAN SUNANDHA RAJABHAT UNIVERSITY,
THAILAND
This study focused on calculating carbon emissions from
students enrolled in the Environmental Science program
at Suan Sunandha Rajabhat University, Thailand. Three
main categories, namely transportation, food consumption,
and electricity usage, were examined. The survey involved
35 students and the tool employed was a carbon footprint
calculation tool provided by the Thailand Greenhouse Gas
Management Organization (TGO). The results showed that
each student generated 2.15 tons of CO2e per year, with 1.05,
0.70, and 0.40 tons originating from electricity consumption,
food consumption, and transportation, respectively [26].
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4) CARBON FOOTPRINT OF ERASMUS UNIVERSITY
ROTTERDAM
This study aimed to develop a model for calculating carbon
emissions specifically at Erasmus University, which could
subsequently be applied to other campuses. The model con-
sidered three scopes, namely on-campus sources, purchased
electricity and heat, and various other factors such as com-
muting, travel, water usage, paper consumption, waste, and
electricity losses. To collect data on transportation behavior,
surveys were conducted on a sample of 1,548 students and
1,028. The results showed that Erasmus University produced
12,601 tons of CO2e annually, with an average of 0.521 tons
of CO2e per student. However, by excluding commuting
students, the emissions from teaching and learning activities
on campus were 0.098 tons of CO2e per student. This repre-
sented 18% of the students’ total CO2e emissions [27].

5) CARBON FOOTPRINT OF UNIVERSITI TEKNOLOGI
MALAYSIA
This study focused on measuring carbon emissions at
Universiti Teknologi Malaysia, with a specific emphasis
on energy consumption from human activities. The two
main sources of emissions considered were electricity usage
and transportation activities. This study covered teaching
and learning activities, residential accommodations, admin-
istrative activities, and the information and communication
technology sector. For the teaching and learning activities,
energy consumption was analyzed for students, administra-
tive staff, and the information and communication technology
sector [28].

C. APPLIED MACHINE LEARNING IN PREDICT CARBON
EMISSIONS
This section provides an overview of relevant studies
that utilize machine learning for building predictive mod-
els to predict carbon emissions, discussing their back-
ground, modeling techniques, experimental results, and key
insights.

1) PREDICTING GLOBAL CO2 EMISSION USING SARIMA
This study aimed to develop a CO2 emission predicting
model that covered past, present, and future emission pat-
terns. SARIMA was used as the time series model, and the
dataset spanned from 1751 to 2018. Furthermore, 4 prediction
models were created based on different periods, including
pre-COVID-19, start-COVID-19, trans-COVID-19, and post-
COVID-19 periods. Themodels were trained and tested using
an 8:2 ratio, with MAPE being applied as the evaluation
parameter. The post-COVID-19 model had the best accuracy
by predicting a decrease in CO2 emissions in 2022. Addition-
ally, it highlighted the impact of the pandemic in decreasing
global emissions and raising awareness of the significant
reductions [19].

2) MACHINE LEARNING-BASED TIME SERIES MODELS FOR
EFFECTIVE CO2 EMISSION PREDICTION IN INDIA
This study was driven by the growing CO2 emissions in
India, which have reached 1.8 tons per capita. The aim was
to develop a predictive model for predicting CO2 emissions
over the next 10 years using univariate time-series data
from 1980 to 2019. Several models, including 3 statistical
(ARIMA, SARIMAX, Holt-Winters), 2 machine learning
(linear regression and random forest), and 1 deep learning
model, were experimented with using LSTM. Based on the
results and evaluation using 9 regression testing metrics, the
LSTM, SARIMAX, and Holt-Winters exhibited the most
accurate performance. Among them, the LSTM model was
more predictive with MAPE, RMSE, and MedAE values of
3.101%, 60.635, and 28.898, respectively [18].

3) INFLUENCING FACTORS OF CARBON EMISSIONS AND
THEIR TRENDS IN CHINA AND INDIA: A MACHINE
LEARNING METHOD
This study aimed to identify factors influencing CO2 emis-
sions using machine learning, with a focus on China and
India, the largest fossil fuel consumers, and most populous
countries. Factors such as energy consumption in indus-
try, financial development, gross domestic product, human
population, and renewable energy, were analyzed using a
dataset from 1990 to 2014 [17]. A carbon emission pre-
diction model based on the LSTM algorithm showed that
energy consumption in industry and renewable energy had
the greatest and least impact, respectively. By adjusting the
coefficients associated with renewable energy and industrial
energy consumption, this study observed reductions in carbon
emissions in China and India by 2022 and 2023, respectively.

4) CARBON EMISSION PREDICTION MODEL AND ANALYSIS
IN THE YELLOW RIVER BASIN BASED ON A MACHINE
LEARNING METHOD
This study focused on studying the factors influencing carbon
emissions in the Yellow River Basin to provide insights into
the reduction in China. The approaches employed were the
quadratic assignment procedure regression and the machine
learning approach using LSTM. The regression approach
identified regional differences in factors that affected carbon
emissions, while LSTM analyzed the contributing factors
based on annual data including population, GDP per capita,
industrial structure, urbanization, energy intensity, and car-
bon emissions. The results showed that GDP per capita
primarily affected emissions from 2000 to 2010, but it shifted
to the human population after 2010. Finally, the LSTMmodel
achieved a MAPE of 44.38% [20].

Table 1 presents a comparative analysis of machine learn-
ing applications for carbon emission prediction across various
studies. This comprehensive overview serves as a founda-
tional reference for the solutions developed in this research.
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TABLE 1. Comparative analysis of applied machine learning for predicting carbon emissions.

III. PROPOSED METHOD
This study continues to build upon the proposed solution in
a previous research, which developed a predictive analyt-
ics model for optimizing carbon emissions from students’
activities and behaviors [29]. However, after further review,
several improvements and changes were made to the pro-
posed model. The primary distinctions between the solution
in this study and the previous research are delineated as
follows:

1) Inclusion of external data sources considered to exert
an influence on carbon emissions stemming from stu-
dent learning activities.

2) Simplification of the predictive analytics model to a
singular model, specifically, the predictive model for
carbon emissions that employs a supervised classifica-
tion with target variables expressed as continuous data.

3) The integration of the analysis section from the prior
study into the output section.

Apart from that, some parts are retained such as the data
used and the final output of the developed system. The sys-
tem design for predictive analytics consisted of three parts,
namely input, system, and output, with each being described
further below as shown in Figure 1.

On a broad aspect, students, university, and external data
were used to build predictive analytics models. The following
is an explanation and details of each data group used in this
study.

A. STUDENTS’ DATA
Students’ activity was a critical factor in calculating and
predicting carbon emissions. This study focused on the

learning activities of students as the main subject contributing
to these emissions. Data on learning behavior and activi-
ties are collected from students in Computer Science-related
majors from 2019 to 2021. The recorded data about students’
activities that were deemed relevant to carbon emissions
included:

a) Classroom schedule: This schedule outlined lectures
received by students daily, to measure emissions during
a single session of teaching-learning activities.

b) Practicum schedule: These are activities students
engage in, which typically involve equipment either in
the laboratory or outside.

c) Student questionnaire: This was used to collect data
related to students’ behavior in the teaching and
learning process, both inside and outside lectures. Fur-
thermore, this questionnaire covered various aspects
such as traveling to campus, themode of transportation,
participating in learning during lectures, and students’
habits regarding gadgets usage during lectures.

B. UNIVERSITY DATA
Learning activities undertaken by students involve the uti-
lization of shared classrooms and other university-owned
facilities. Data related to equipment and facilities at the
university were needed to help calculate carbon emissions
in universities resulting from the use of shared equipment
during teaching and learning activities. Carbon conversion
data from electricity usage differed for each piece of equip-
ment. Therefore, it was crucial to collect data specific to ICT
equipment assets are needed. The data from the university
consisted of two groups, namely:

114980 VOLUME 11, 2023



M. Hans et al.: Predictive Analytics Model for Optimizing Carbon Footprint

FIGURE 1. System design.

a) Room assets: This comprised a list of electronic equip-
ment in each classroom or laboratory at ITB university.
It included all the necessary facilities utilized to support
lectures, practical sessions, and examination activities.

b) Electricity bills: The equipment in each room will
certainly consume electrical energy to function.
Consequently, the college maintained a breakdown of
costs related to electricity bills, which need to be paid
monthly, considering the amount of energy consumed,
typically measured in (kWh). This data will serve as
an initial benchmark for examining the relationship
between electrical energy consumption and carbon
emissions generated by students or study programs.

C. EXTERNAL DATA
External data were sourced from outside the students and uni-
versity datasets as well as utilized as input for the predictive
analytics model. Furthermore, it encompassed event-related
information, such as whether a certain date falls within a
pandemic, holiday, or exam period. Weather data such as
temperature, wind speed, and humidity were also incorpo-
rated into the model. These external data sources provided
valuable contextual information that helped identify patterns
and correlations, aiding in the prediction of future outcomes.
However, it is important to note that the variables of this data
were not directly utilized in the calculation of the carbon foot-
print but instead served as inputs for the predictive analytics
model, aiming to enhance its accuracy and effectiveness.

a) Event-related data: This type of data includes specific
information such as the possibility of a certain date
falling within a pandemic, holiday, or corresponding to
an exam period. These indicators helped to contextual-
ize and understand patterns in the data.

b) Weather data: This encompasses variables such as
temperature, wind speed, and humidity. These mea-
surements provided insights into the prevailing weather
conditions during a given period and were valuable in
predicting various outcomes or identifying correlations
between weather patterns and other data points.

The obtained data was prepared before being used in the
calculation and modeling stages. After collecting all the data,
it was examined separately to understand its characteristics
and identify interesting insights. Modeling was conducted
using ERD, as shown in Figure 2, to determine the relation-
ship and connections between datasets.

Following the understanding of the relationship, process-
ing, and cleaning were performed. This involved ensuring
consistent data format, data type, and filling in empty val-
ues in each data table. Feature engineering processes were
applied to incorporate additional relevant attributes obtained
from a deep understanding. Subsequently, all the data was
integrated to create a complete dataset that could be utilized
in the carbon emission calculation and predictive modeling
processes. The flow of data integration was presented in
Figure 3.
The first step involved deriving data related to the assets,

whichwere organized into a table containing a list of emission
factors for each class. This was accomplished by applying
the Classroom Emission Calculation Formula. Subsequently,
the data regarding the course participants were divided into
2 tables, with the first table describing the distribution of
students for each class, and the second table comprising a list
of unique courses. This list of courses was then combined
with information obtained from the student questionnaire,
including whether the exams were paper-based or electronic.
The distribution of students for each class was merged with
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FIGURE 2. Entity relationship diagram.

FIGURE 3. Data integration flow.

the course schedules data, which lacked information on the
number of participants per class. This combined data was
then integrated with classroom emission factors to calculate
emissions for each course schedule. To expand the emission
calculation and include activities outside of lectures but still
relevant to the learning process undertaken by students, the
calculation was transformed to a daily level for each lecture
schedule. Additionally, information on electricity bills was
included as supporting data to calculate learning emissions
on a daily basis.

After all data were integrated, the carbon emission cal-
culation process began at the students’ level, as the lowest
level of granularity. Carbon Footprint Calculation was lim-
ited to the students’ learning activities only which was the
emission from scope 2 (use of faculty facilities) and scope 3
(students’ behavior outside the university) [30], [31]. The
activity scope encompassed lectures, exams, practicum,
coursework (outside class), and commuting activity. The car-
bon emission calculation process followed the flow chart
presented in Figures 4, 5, and 6. To obtain the emission from
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FIGURE 4. Carbon footprint calculation flow chart.

FIGURE 5. Course schedule emission calculation flow chart.

the university, the emission of all students was calculated
using the same process and then summed up to derive the
total value. The outcome of the calculation represented the
total carbon emissions generated on a particular day, which
served as the target variable of the final dataset.

After obtaining total carbon emission data from all dates,
a new dataset was created, which involved external data as a
dataset in the construction of predictive models. A model is
stated to be predictive when it applies historical and external
data. Therefore, the previous carbon emission dataset was
combined with external data per day to obtain the final pre-
dictive dataset with the following attributes in Table 2.
The selected task for predictive analytics was a regression,

a suitable algorithm for predicting continuous values from
data. In this case, the goal was to predict the value of carbon
emissions generated by a certain level of granularity over

a specific period. The following are the Machine Learning
algorithms used in the modeling:

1) Long Short Time Memory (LSTM)
2) XGBoost Regressor
3) Linear Regression
4) Support Vector Regression (SVR)
5) Decision Tree Regressor
The predictive model used the dataset fromAugust 2021 to

May 2023. This dataset was divided into training and test
data, using the train test split technique with division ratios
of 70% and 30%, respectively. With this scheme, the training
dataset contained carbon emission data and its supporting
attributes from August 2021 to December 2022. Meanwhile,
the testing dataset consisted of data from January 2023
to May 2023. In general, three models were developed
based on the entity, and they included predictive models
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FIGURE 6. Day emission calculation flow chart.

for students, majors, and ITB. The model will predict future
carbon emissions based on these attributes. The two outputs
from the prediction were carbon footprint calculation results
and future predicted emissions. The system will then utilize
these outputs to provide comprehensive details regarding the
factors influencing carbon emissions.

The factor details were broken down into carbon emission
contribution and extra information for major. Carbon emis-
sion contribution provided details regarding the contribution
of each factor, which were categorized into three groups,
namely contributions by activity, contribution by emission
source, and a comparison between contributions inside and
outside lectures. Extra information for major contained rel-
evant insights for the study program. It aimed to provide a
more detailed understanding of carbon emissions from each
course, including the comparison between online and offline
periods, as well as paper-based and electronic-based exam
methods. All these factors were considered in determining
green actions that can be recommended to the study program
and students. These actions were sorted based on their impact
on emission reduction, starting from the most impactful
measures.

IV. RESULTS AND DISCUSSION
This section will discuss all findings of the study and provides
an in-depth analysis and interpretation of the results.

A. ANALYZE THE PERFORMANCE OF THE PREDICTIVE
MODEL
The carbon footprint prediction model was evaluated using
four testingmetrics, namely theMeanAbsolute Error (MAE),
Root Mean Squared Error (RMSE), R2 score, and Mean
Average Percentage Error (MAPE) metrics. MSE and RMSE
help gauge predictive accuracy and error magnitude, with
MSE emphasizing substantial deviations, while RMSE offers
an interpretable measurement in the target variable’s units.
R2 assesses the model’s capacity to explain variance in
the dependent variable, representing its explanatory power.

MAPE, which expresses accuracy in percentages, is particu-
larly useful for models dealing with data of varying scales.
Employing this combination of metrics provides a compre-
hensive assessment of the model’s capabilities and aids in
informed decision-making for its applicationwithin a specific
context. The evaluation results are presented in Table 3.
Table 3 shows that the LSTM model performed the worst.

Additionally, it exhibited the highest error values across all
test metrics, with MAE and RMSE reaching 210.47 and
296.65, respectively. The MAPE value of the LSTM model
reached 66.76%, indicating a relatively large error. Moreover,
the R2-score value stood at 0.37, indicating a low correla-
tion between the independent variables influencing the target
variable.

Models other than LSTM showed similar performance,
with relatively minimal differences in error values. Figure 7
provides a comprehensive comparison of these models based
on their algorithms. These models were quite effective in
predicting carbon emissions at the university level. The order
of evaluation indicated that SVR was the best model, fol-
lowed by Linear Regression, XGBoost Regressor, Decision
Tree Regressor, and LSTM. The MAE, RMSE, R2, and
MAPE values of this model were 129.41, 158.03, 0.98, and
15.82 respectively. These parameters have errors near zero,
indicating that the SVR model has the best performance
in predicting carbon emissions. Based on these results, the
regression model with the Support Vector Machine algorithm
was selected as the best model.

The regression model built was classified as predictive
analytics because it involves historical and external data in
the development process. The influence of each factor or
attribute in the dataset on the prediction of carbon emissions
was explained. The influence of each factor was in the form of
a score that stated how useful and significant a feature was in
predicting the target variable. Given that the predictive model
built was a regression model, the representation of the influ-
ence of each feature was observed from their coefficients. The
Support Vector Regression model already had a coefficient
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TABLE 2. Predictive dataset attributes.

TABLE 3. Predictive model evaluation results.

value for each feature and an intercept-like linear regression.
Table 4 presents the coefficient value for each feature.

Based on the coefficient of each feature on the pre-
dictive dataset, 5 features including total_laptop_usage,
total_distances, online_classes, students_attends, and online_
attends had a significant and large value. The total_laptop_

TABLE 4. Coefficient of each attributes.

usage and distance had coefficient values of 0.42896 and
0.37561, respectively. This indicated that the total laptop
usage by students and the transportation distance from res-
idence to campus had a major influence on predicting
carbon emissions generated in a day. Similarly, the variable
‘‘online_classes,’’ which indicated the number of classes held
online, had a significant impact. The negative value indicated
that the more classes held online, the fewer carbon emissions
were generated. In addition to the number of classes, the num-
ber of students attending lectures simultaneously also played
a crucial role, showing a direct proportionality. However,
this factor also considered students attending online lectures,
which explained the negative coefficient value. Consequently,
an increase in the number of students opting for online lec-
tures resulted in a reduction in carbon emissions.

In terms of time, lectures held during exams, the pandemic,
and vacation periods yielded relatively lower carbon emis-
sion values compared to regular offline lecture periods in
normal conditions. This was indicated by the negative coef-
ficient associated with each of these time-related attributes.
Weather data, including factors such as temperature, wind
speed, and humidity, also exerted influence on the predicted
emissions. This influence could be observed in real-world
scenarios where certain lectures were conducted online due
to rainy days characterized by high water humidity values
close to 100% and lower temperatures than usual. Based
on the attributes of historical data, the model utilized past
carbon emission data tomake predictions for a given day. This
was supported by the autocorrelation plot, which revealed
a repeating pattern in the data every 30 days. A seasonal-
like pattern was observed in the carbon emission behavior of
students. This historical data served as the foundation for the
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FIGURE 7. Predictive model evaluation results.

model to analyze trends in carbon emission values over time
and make future predictions. However, when incorporating
external data, future predictions may deviate, especially in
cases where the data from the last 30 days were relatively
similar but certain events had a significant impact on emis-
sions. The following examples illustrate cases where external
data affected the emission values:

1) The value of carbon emissions during the pandemic
was certainly different from the hybrid and normal peri-
ods. This can be seen from the absence of transportation
activities undertaken by students to campus, resulting
in a reduction in carbon emissions related to motor
vehicle use.

2) The value of carbon emissions that occurred during
the exam was always lower than the normal lecture
period. This was primarily attributed to the fact that
each course holds an exam only once within a spe-
cific period, while lecture activities took place multiple
times based on the credit hours (SKS).

3) Weather data such as temperature, wind speed, and
humidity affected the lecture schedule on a certain
day. These changes in the lecture schedule are often
predicted based on the weather conditions observed in
the previous week, which follow a periodic pattern.
Several courses changed to an online system or cancel
lectures due to extreme weather.

Based on the aforementioned external attributes, the model
predicted future carbon emission values by taking into
account these conditions, despite having historical data that

exhibited seasonality. These attributes indicated the presence
of external factors that influenced the fluctuations in carbon
emissions resulting from the learning activities attended by
students.

B. USE OF PREDICTIVE MODEL IN APPLICATION
The best predictive model was integrated into an application
called Student Carbon Footprint Tools, which presented a
range of information and insights regarding carbon emissions
generated from students’ learning activities. This application
allowed users to choose a specific date range for calcula-
tion, and it generated predictions for the number of days
within the selected period. Figure 8 showed the interface
of the application and the results of carbon emission pre-
dictions. The application also provided comparative results
of carbon emissions between each major that can be seen
in Figure 9.

Based on the results of carbon emission calculations,
ITB university produced 612.8 tons of CO2e during the
2022/2023 academic year. This emission was attributed to
1,071 students enrolled in the Computer Science related
majors, namely Undergraduate of Informatics (IF), Under-
graduate of Information System and Technology (STI), and
Master of Informatics (MIF). Therefore, the average value
produced by students in a year and daily were 571.19 kg
CO2e and 3.08 kg CO2e, respectively. ITB students have an
average laptop usage and travel distance from their residence
of 8.9 hours per day and 3.06 km.
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FIGURE 8. Student carbon footprint tools user interface.

VOLUME 11, 2023 114987



M. Hans et al.: Predictive Analytics Model for Optimizing Carbon Footprint

FIGURE 9. Major statistics page.

According to Figure 9, the IF major produced the largest
carbon emissions of 323.6 tons CO2e. This was influenced
by the number of students enrolled in this program. There
is a positive correlation between the amount of emissions
produced and the total number of students enrolled. Further-
more, the number of credits affected the intensity of lectures
attended. From Figure 9, it can be observed that IF and
STI majors have average carbon emissions per student that
are relatively similar to each other, namely 591.6 kg CO2e
and 589.98 kg CO2e, while that of the MIF major was at
469.02 kg CO2e. The number of credits usually taken by IF
and STI students is in the range of 18 to 24, while for MIF,
it was between 12 to 15. The number of credits can express
the number of lectures attended such that the value of MIF
carbon emissions was relatively smaller than undergraduate
IF and STI students. This is because the number of credits that
MIF students can take was also less than the undergraduate.
However, it is worth noting that MIF students have a rela-
tively large average laptop usage time. One of the influencing
aspects was that they spend more time outside of lectures
and allocate a significant portion of their time to self-study
activities.

Factors affecting carbon emissions can be grouped into
three parts, namely emission sources, scope of learning,
and activities. The details and percentage of each factor are

shown in Table 5 and Figure 8. Based on the distribution
results, it was observed that electricity consumption was the
largest contributor to carbon emissions at 70%, followed by
commuting at 25.3%. The use of paper does not seem to
have a significant impact on computer science majors. When
looking at the scope of learning, most emissions come from
out-of-class activities, accounting for 93% of the total. These
include independent activities and large assignments outside
the classroom. According to Figure 8, top five courses with
the biggest emission contributors were those that involved
practicum, such as Algorithm & Data Structure and Object-
Oriented Programming.

Insights from the calculation and prediction of carbon
emissions in 2022/2023, were compared with the 2021/2022
academic year when lectures were mostly held online.
In 2021/2022, ITB university produced 408.3 tons kg CO2e,
204.8 tons less than in 2022/2023. However, when consid-
ering the average carbon emissions per student, the value
was 567.86 kg CO2e, which was relatively lower but not
significantly different from those produced during the offline
lecture period. Several factors contribute to this similarity in
average carbon emissions between the pandemic and normal
times.

During the online lecture period, all lectures are con-
ducted from students’ respective homes, resulting in higher
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TABLE 5. Carbon emission distribution per factors.

electricity usage. Electricity contributions during the online
and offline lecture periods were 93.5% and 60%, respectively.
Lectures held at home caused the emissions generated by
students to be significantly different from one another. This
was because there was no shared use of facilities or electronic
devices, such as using the classroom together. Despite the
smaller contribution of electricity during the offline period,
there was an additional emission source in the form of com-
muting, which contributed 25% of the overall value.

To validate the accuracy of the prediction results, a com-
parison is conducted between the predicted and calculated
carbon emissions for the 2023 period, using it as test data. The
comparison graph of the prediction and calculation results
of carbon emissions in 2023 is shown in Figure 10. The
calculation outcome obtained at a certain period was used
as historical data to predict future carbon emissions with
a predictive model developed based on machine learning.
Furthermore, the model was developed using a dataset of
emissions from August 2021 to December 2022 and will
be used to predict the period of January to May 2023. The
results obtained are carbon emissions generated in the second
semester of the 2022/2023 academic year, and it decreased
when compared to the first semester of 2022/2023. The pre-
dictions were then compared with real data in the form of
calculations with data available in 2023.

When solely considering the prediction results, carbon
emissions generated in the 2022/2023 academic year were
relatively higher than in 2021/2022, for both odd and even
semesters. This was evidenced by the emissions in the even
semester of the 2022/2023 academic year, which were pre-
dicted to decrease but remain higher than in the even semester
of 2021/2022. From the comparison, it was observed that
the pandemic factor was quite influential in the emissions
produced by students. Emissions during the pandemic were
smaller than in the non-pandemic period. However, the real
carbon emission data in the even semester of the 2022/2023
academic year was relatively smaller than that of the pre-
vious year. This indicated that students produced smaller
carbon emissions evidenced by a more significant decrease
compared to the predicted results.

C. OPTIMIZE THE CARBON EMISSIONS
The calculation and prediction of carbon emissions through
the application offered valuable insights for stakeholders to
make informed decisions regarding the reduction. The appli-
cation and predictive model built were used as consideration
for decision-making both at students and the study program
stakeholder levels. The Student Carbon Footprint Tools pro-
vided a set of green action recommendations that can be
performed to reduce carbon emissions. Figure 8 presents
the recommended green action. The recommendations were
sorted based on the actions with the most reduction rate.
Green actions were simple activities that can be performed at
the individual level. Based on the calculation and prediction,
ITB promoted students to implement this measure in the form
of energy-saving utilization, as it could reduce up to 33% of
the original emissions. Furthermore, the decrease can extend
to 25 and 6% when all students walk to campus and engage
in vehicle sharing per 4 persons, respectively.

From a students’ perspective, the results and information
presented by this application provided significant benefits in
reducing carbon emissions. By utilizing the results of the
calculations over specific periods, students can gain a clear
understanding of their carbon footprint and develop aware-
ness regarding its environmental impact. Furthermore, the
inclusion of variables such as laptop usage, travel distance,
and other activities, are to be optimized were identified to
reduce carbon emissions. For instance, there should be a
focus on reducing energy consumption when using a laptop
or choosing environmentally friendly transportation alter-
natives. Carbon emission graphs presented with historical
data and future predictions also provided a comprehensive
view of the impact of actions taken. The green action infor-
mation presented based on significant reduction rates will
provide practical guidance for students to adopt effective
measures in their efforts to decrease carbon emissions. With
concrete numbers and quantified prediction results, students
can become more aware of the emissions they produced and
be greatlymotivated to take simple steps to ensure an effective
decrease.

From the perspective of study program stakeholders, the
information and results provided by this application held
immense value in guiding efforts to mitigate carbon emis-
sions among students within the study program. By accessing
the calculated carbon emission data of students over spe-
cific periods, as well as comprehensive carbon emission
profiles encompassing various contributing factors, the head
of the study program could discern patterns and identify
areas characterized by high levels of carbon emissions. This
insight empowered study program stakeholders to focus their
endeavours and initiatives on reducing carbon footprints. For
example, awareness could have been raised about the impor-
tance of energy efficiency, promotion of walking among
students, and advocacy for the use of eco-friendly technolo-
gies. Additionally, the availability of carbon emission graphs,
which incorporated historical data and future projections,
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FIGURE 10. Carbon footprint prediction comparison with real values.

would have provided a clear understanding of emission trends
and facilitated the formulation of long-term strategies for car-
bon emission reduction. Furthermore, the data regarding the
distribution of carbon emissions based on emission sources,
areas of study, and activities undertaken would have assisted
the head of the study program in designing more targeted and
efficient emission reduction programs tailored to the unique
requirements of the study program.

The Student Carbon Footprint Tools application can be
developed into a comprehensive information system related
to students’ carbon emissions. The Information System of
this tool provided services for ITB management to deter-
mine the pattern of emissions generated or students’ behavior
in the context of learning. The Student Carbon Footprint
Tools system was built as a means for ITB to understand
the quantification of emissions generated through teaching
and learning activities, to simultaneously provide aware-
ness. With green actions sorted by impact, the first step to
reduce the emission rate was talking, starting from the most
impactful.

V. CONCLUSION
In conclusion, the predictive analytics model was devel-
oped in two stages, namely CF calculation and prediction.
These stages required data from various sources, including
questionnaire data, lecture schedules, and room assets. The
integration of the best predictive model into an application
allowed users to measure and predict their carbon emissions
within a specific timeframe. Implementing the predictive
analytics model quantified ITB’s carbon emissions, revealing
an average carbon emission per student in a year of 572.19 kg
CO2e. This revelation enabled students and stakeholders
to gain awareness of their carbon emissions by providing

emission profiles, tracking trends over time, displaying dis-
tribution, and recommending prioritized green actions for a
significant reduction.

For future studies, several potential developments should
be considered. Firstly, it would be beneficial to expand the
scope of carbon emissions studied to include students’ behav-
ior and activities outside of the campus. This expansion
would involve incorporating emissions from students’ travel
behavior, food consumption, waste generation, and clothing
patterns. Additionally, developing applications to assist users
in measuring the progress of recommended green actions
would be valuable. The objective is to empower students not
onlywith knowledge about emissions and available initiatives
but also with the ability to actively implement and monitor
the green actions they undertake. This approach would allow
students to evaluate their current behavior and measure its
sustainability in the future, along with predictive results if
they continue to maintain environmentally friendly practices.
Furthermore, there are opportunities to enhance predictive
models by incorporating longer historical data spanning sev-
eral decades, as shown in previous studies. Expanding the
range of external data involved in the development of predic-
tive models could improve their accuracy and effectiveness.
Some experiments may also be needed to measure the scala-
bility of the developed model if the data structure and volume
of data received by the system include carbon emission data
of all students with a wider scope of learning activities.
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