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ABSTRACT Content-Based Remote Sensing Image Retrieval (CBRSIR) is used to find relevant images
from large collections of remote sensing images. CBRSIR works by indexing each image in the database
with a feature vector. Deep semantic features generated using convolutional neural networks (CNNs) are
more powerful than low-level features for CBRSIR tasks because they can comprehend the context and
content within an image. However, the major problem with the deep features is its large vector size which
in turn can impact the performance of the retrieval system and are more susceptible to noise and outlier
data. Therefore, in this work, a modified ResNet50 architecture is proposed that serves as a powerful feature
extractor, benefiting from its deep learning capabilities. Specific modifications are introduced to enhance its
discriminative power and generalization ability, enabling it to extract more robust deep features for image
indexing. The proposed method achieves a mean average precision (mAP) of 0.899 surpassing the popular
competing methods ResNet50 and GoogleNet by a substantial margin of 22.02%, 26.79% respectively.
Moreover, to address the curse of dimensionality, this study also proposes a novel approach that combines
a modified ResNet50 architecture with Linear Discriminant Analysis (LDA) and Maximum Relevance and
Minimum Redundancy (MRMR) technique. The proposed approach achieves 85.45% reduction in size of
the feature vector using MRMR and 98.19% using LDA, thereby improving retrieval efficiency without
impacting the performance.

INDEX TERMS Remote sensing, remote sensing image retrieval, deep learning, convolutional neural
networks, minimum redundancy-maximum relevance (nRMR).

I. INTRODUCTION

Remote sensing is the science and technology that make it
possible to recognize, quantify, and assess specific properties
of objects, regions, or events without coming into direct
contact with them. Over the past decade, remote sensing
has undergone several technological advancements that have
resulted in the capture of high-resolution spatial images.
Earlier, aircraft or earth-orbiting satellites were used for
this purpose based on the nature of the job, but now,
with technological advancement, UAVs (unmanned aerial
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vehicles), also called drones, are used for this purpose. There
are a vast variety of applications that fall under this remote
sensing technology, such as weather forecasting, studying
the environment and natural disasters, resource utilization,
pollution studies, identifying areas of fossil fuel resources,
etc. With this increase in technological advancements, huge
amounts of data are acquired from time to time for processing
using satellites or drones, and this increase in demand has
opened up new challenges.

Content-based remote sensing image retrieval (CBRSIR)
[1], [2], [3], [4] is highly significant in remote sensing
and is a vital tool in facilitating rapid access to satellite
and aerial imagery. CBRSIR is used in various diverse
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fields such as agriculture, disaster management, geology
and mining, climate research and forest management etc by
providing quick access to relevant remote sensing imagery.
Environmental scientists use CBRSIR to monitor changes in
landscape, natural resources and vegetation, while agriculture
benefits from crop health assessment and yield production.
Disaster management relies on CBRSIR for rapid image
access during natural calamities and urban planning for
infrastructure. Overall, CBRSIR emerges as an important tool
which facilitates decision making and empowers resource
management across various domains.

Content-based remote sensing image retrieval (CBRSIR)
focuses on retrieving images based on image similarity. This
is accomplished by indexing the images in the database
with certain features like color, shape, texture, etc. Feature
extraction plays a vital role in any type of content-based
image retrieval system, as the performance of the system
greatly relies on the type of features selected for retrieval.
Remote sensing images can have a wide range of content,
from images with fine-grained textures to images with coarse
textures or images with objects. As aresult, it is unclear in this
domain which descriptor should be used to describe images
with such variability. Over the years, various researchers have
suggested different methods to extract relevant features, also
known as feature descriptors, which can represent the content
of the images well in the feature space.

Initially, low-level features, often termed hand-crafted
features [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16], [17], [18], are proposed and used over the years for
feature extraction, which can be either local or global based
on the feature extraction technique. These techniques are
usually called “unsupervised”, as they don’t use any class or
label information corresponding to an image. Global features
try to represent the whole image as a feature vector based
on characteristics like color, shape, and texture. For instance,
to differentiate between the forest and the ocean, features
extracted using color information can accurately differentiate
between the ocean and a forest as they produce different
feature vectors for different colors. At the same time, the
color information can be relatively similar for two images
that have objects of different content but share the same color
information, which isn’t accurate. On the other hand, the local
features are represented by a set of vectors that are extracted
from different patches of an image called the ‘“region of
interest”.

Color and texture features are being used more frequently
in Remote sensing image retrieval than shape features,
as these images have spectral information which is important
for remote sensing image analysis. Bosilj et al. [19]
investigated both global and local pattern spectral features for
geographical image retrieval and, for the first time, used a
dense strategy to implement pattern spectral features. They
evaluated their proposed method with other state-of-the-
art approaches, which proved to be better. Further more,
texture features have also been used to acquire the spatial
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changes of pixel intensity, which has played great on a
variety of remote sensing tasks, including RSIR [20], [21],
[22], [23]. Common texture features include GLCM, also
called as gray-level-co-occurrence matrices [24], wavelet
[6], [7], [12], gabor filters [5], [25] and LBP [9]. However,
most of the texture feature descriptors are extracted from
gray-scale images discarding crucial color information. So,
Shao et al. [26] proposed an improved color texture descriptor
which uses color information and performs way better than
popular texture features like LBP [9] and Gabor filters. Other
works [27] focus on combining color and textural features to
improve the performance of image retrieval systems.

SIFT [28] is one of the most popular local feature
descriptors and has been widely used for various remote
sensing tasks, including scene classification, RSIR, etc.
Using SIFT, it is possible to identify prominent patches that
surround chosen key points in the images, and the number of
selected key points within the image determines how big the
feature vector will be. As a result, the retrieval complexity
increases if the feature vectors are large in size, which is not
suitable for any retrieval system. Bag-of-visual-words [29]
can be used to reduce the size of the feature vector by
encoding it into a compact image representation. Moreover,
these features can be used in combination with other features
S0 as to extract yet more robust representations of an image.
Yang and Newsam [30] investigated the use of local invariant
features to perform an extensive evaluation of geographic
image retrieval on the UCMD data, which was, at the time, the
only publicly available remote sensing benchmark dataset.
Shape features are also important for content recognition of
remote-sensing images [31], [32], [33] because these features
primarily define the shape of the objects but are not very
good at capturing their spatial relationship. Other popular
local features include the histogram of oriented gradient
(HOG) [10] and its variant, descriptor pyramid histogram of
oriented gradient (PHOG) [13]. The extraction of low-level
features still remains an active research area as these features
do have some limitations because they are sensitive to
scale, rotation, translation, and noise; moreover, they do not
represent all the characteristics of an image.

Latter, with the emergence of CNNs, the focus shifted
from hand-crafted features to deep features. There are a
variety of CNNs available with varying network width and
depth. Among them, AlexNet [34] is the first CNN that has
shown good improvement on the ImageNet dataset. With
this success, several researchers started proposing a variety
of CNNs that vary in network width and depth.VGG [35],
GoogleNet [36] and ResNet [37] are the most popular CNNs
proposed and are considered state-of-the-art CNNss till today.
Among these CNNs, ResNet has gained more popularity
because it mainly addresses the gradient vanishing problem
that arises with the increase in the number of convolutional
layers in the CNN. This ResNet is composed of deep residual
blocks, which could even break the barrier of a hundred layers
and reach over a thousand layers.
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Few researchers have explored the use of the deep features
from CNNs for various tasks. Agrawal et al. [38] have
used the deep features extracted from the popular CNNs
like VGG19 and ResNet50 to retrieve the chest CT images
with feature vector sizes of 4096 and 2048. The chest
CT images are trained on CNNs using transfer learning.
Mohammed et al. [39] used VGG19 to retrieve the images
from the fully connected layer which have feature vector
size in the order of thousands. Latter, few researchers have
proposed retrieval techniques by fusing the features in com-
bination with the deep features. Pathak and Raju [40] used
both the deep and hand-crafted (low-level) feature to perform
the image retrieval on most popular datasets like Corel and
Colour-Brodatz. To extract the deep features, GoogleNet is
used in combination with the low-level feature HOG, which
is used to represent the shape of the image. Similarly, in [41],
fusion of features is used to get the high-level representation
of the image. The features are extracted from the output of
the average pooling layer of the Inception-Darknet CNN.
In addition to this, the low-level features extracted from
RGB and HSI color space are used to perform the retrieval.
Although the feature vector representation is high-level, but
the concatenated vector is large. Liu et al. [42] used fusion
technique to combine deep and low-level features. To perform
the retrieval, features from two CNNGs are used along with the
gabor and DWT features. The above mentioned methods uses
deep features either independently or in combination with
low-level features to enhance the image retrieval efficiency.
However, a noteworthy concern arises as these yield large
feature vectors which can impact the latency of retrieval
system.

Recently, several methods have emerged that rely on
fuzzy rules [43], [44], deep metric learning, and attention
mechanisms [45], [46], which use the discriminative ability
of the deep features of the CNN. Deep metric learning is
used in several research areas like natural image retrieval [47],
person re-identification [48] and face recognition [49], which
has proven to be effective. Using this technique, features can
be represented in the feature space in such a way that the
objects that are semantically similar lie close to each other,
and those that are different are kept far away. Cao et al. [46]
proposed a triplet deep metric Convolutional Neural Network
(CNN) method that can extract representative features of an
image such that images within the same class come together
and those belonging to different classes move far away.
However, methods that use triplet learning require a large
number of triplets for training, which can be challenging to
generate for large datasets and can limit the scalability of
these triplet learning algorithms. Ye et al. [43], used fuzzy
rules and fuzzy distance to improve the retrieval accuracy.
To do this, two fuzzy class memberships are used; one is used
to determine the classification confidence, and the other is
used to determine whether an image belongs to either of the
three fuzzy sets, i.e., ‘medium confidence,” ‘low confidence,’
or ‘high confidence, based on the classification confidence.
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Furthermore, Yelchuri et al. [44] proposed an image
retrieval system for texture image retrieval which uses
the strength of the CNN in calculating the fuzzy class
membership of the query image for all the available output
classes and uses weighted distance metric to retrieve the
images from the wavelet feature space. Apart from this,
these fuzzy methods are fully supervised in nature and need
the class label information which should be indexed in the
database. Coming to the attention mechanism, Noh et al. [45]
used key points based on the attention mechanism to
select the most prominent deep local features whereas
Chaudhuri et al. [50] proposed a graph CNN that used
edge attention and node attention mechanisms to emphasize
important visual context by giving more weight to the
significant nearby regions that highlight a key node. At the
same time, these attention mechanisms are computationally
expensive and are sensitive to noise in the input images.

Overall, the researchers have leveraged the power of deep
learning, particularly CNNss for feature extraction. The CNNs
have emerged as a tool for automatic feature extraction
and to achieve this, researches used popular state-of-art
CNNs such as ResNet [37], VGG [35], Inception [36],
DenseNet [51], Xception [52] etc. In addition, fusion based
methods [38], [39], [40], [41], [42] are used to represent
the image which use deep and low-level features to extract
the high-level representation of an image to improve the
performance of the retrieval. Moreover, the adaption of
fuzzy logic [43], [44] and deep metric learning [46], [47]
has yielded powerful feature representations, which further
enhanced the discriminative capabilities of the CBRSIR
systems. A detailed survey of the applications of deep
learning for content-based image retrieval can be found in
Zhou et al. [53].

The main drawback of the CNNs is, that it requires
a lot of labeled data and training time in order to train
the network. Moreover, the features extracted using these
trained CNNs are often big in size i.e., highly dimensional
in nature, and may contain redundant information. Con-
volutional neural networks (CNN) are very popular in the
fields of image classification and object detection due to
their ability to learn minute image features. Many CBIR
systems have also been implemented over the last few years
that take the help of CNN to extract the image features for
indexing the images. However, the feature vector obtained
by most CNNs is typically large in size. In addition, not
all the features obtained in the flattening layer of a CNN
may be useful, and a few may be redundant. The above
drawbacks limit the performance of any CBIR system in
terms of retrieval speed and retrieval efficacy (average
precision and recall). The proposed approach investigates
a popular CNN architecture and modifies the architecture
to obtain a reduced-length feature vector. The reduced
feature vector is further investigated using two popular
feature selection techniques for better retrieval accuracy in
the field of satellite image retrieval known as CBRSIR
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FIGURE 1. Block diagram of proposed method.

(Content-based remote sensing image retrieval). The pro-
posed system presented in this paper considers performance
along with the feature vector size, which plays an important
role in deciding the latency of the system. The rest of
the paper is organized as follows: Section II describes the
proposed method, and Section III provides details about the
metrics and the dataset used in the evaluation of the system.
Section IV provides the details of the evaluation of the
proposed system with other competing methods. Section V
provides the conclusion of the work presented in the

paper.

Il. PROPOSED METHOD
The block diagram of the proposed method is shown in
Figure.1. The three main components of the proposed method
are:

1) Training the modified ResNet MR50.

2) Creation of the database with the deep features

extracted from the modified ResNet MR50 CNN.
3) Query formation and retrieval.
a) Extraction of deep features using the trained CNN

models.
Identifying an effective low-dimensional repre-
sentation of high-level information for image
retrieval using the popular techniques ‘LDA’ and
‘mRMR’.
Retrieval and ranking of the images using the city
block or manhattan distance metric.

b)

c)
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A. TRAINING THE MODIFIED RESNET MR50 CNN

According to Basha et al. [54], to achieve good classification
performance with deeper CNNs, i.e., CNNs with a higher
number of convolutional layers, there is no need for a
large number of neurons in the fully connected (FC) layers,
irrespective of the dataset. Moreover, the problem with the
deep features is that they are large in size, which can affect the
retrieval performance of the system. Therefore, to improve
the classification ability of the ResNet50 CNN and to keep
the feature vector moderate in size, the classification layer
of the ResNet50 CNN is modified as shown in Fig. 2 and
named ‘MR50’. The modified CNN MR50 has three layers;
two of them are used as the dense layers named FCI1 and
FC2 having 1024 and 512 neurons respectively and the third
layer i.e., the output layer, consists of a total of 38 neurons
because the chosen dataset consists of 38 classes. To train
the MR50 CNN, ‘transfer learning’ is employed because
it has several benefits, such as accelerating the training
process and consuming fewer computing resources. Transfer
learning is often described as using a model that has already
been trained to accelerate the learning process for a new
task, which in turn improves the model’s overall accuracy
and performance. Therefore, at first, the ResNet50 CNN
weights trained on the ‘Imagenet’ dataset are transferred to
the MR50 CNN, which is then trained on the ‘PatternNet’
image dataset using Keras (with TensorFlow as the backend).
The images of the PatternNet dataset are processed to have
a size of 224 x 224 x 3 (W, H, C), as per the requirement

VOLUME 11, 2023
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FIGURE 2. Block diagram of MR50 (Modified ResNet50) CNN.

TABLE 1. Classification performance of MR50 CNN on Training, Validation and Test set.

Model | Average training accuracy

Average validation accuracy

Average test accuracy

MR50 98.91

98.31 98.41

of the ResNet50 CNN, where W-width, H-Height, and
C-Channel. During the process of training, categorical cross
entropy is used as the loss function and Adam is used
as an optimizer and Softmax is used as an activation
function in the output layer. A 3-fold cross-validation is
used to test the classification accuracy of the trained models.
In each fold, 66.66% of images are used as training and
validation data, and 33.33% are used as test data. The
average 3-fold cross-validation classification performance of
the MR50 CNN on train, validation, and test set is shown
in Table. 1.

B. CREATION OF THE DATABASE

The images from the PatternNet dataset are preprocessed
before being fed to the modified ResNet architecture MRS50.
The preprocessing step includes resizing the images of the
PatternNet dataset as per the requirements of the ResNet
architecture. After this pre-processing step, the images are
fed to MR50 CNN to extract the deep features from the pool
and fully connected layers of the trained CNNs. The trained
CNN MR50 models are used to extract the deep features
from an image. In order to extract the features from the
CNN, the layers to the right side of the ‘layer of interest’ are
chopped so that the outputs from the ‘layer of interest’ can
be extracted. Therefore, each input image is fed to the trained
MRS50 CNN models, and the features are extracted from the
respective layers. The size of these feature vectors depends
on the layer that is considered as the output layer, i.e., for the
last pooling layer, the feature vector size is 2048, whereas for
fully connected layers FC1 and FC2, the size is 1024 and 512,
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respectively. Finally, the database is indexed with the deep
features extracted from the pool and fully connected layers
of the trained CNN models are represented in the database as
shown below:

—

PL(x) =[PL,PLy,PLs...... Plsoas] (€))
—_—
FCl(x) =[Cy,C2,C3...... C1024] )
——
FC2(x)=[D1,D2,D3...... Ds12] 3)

C. QUERY FORMATION AND RETREIVAL

1) EXTRACTION OF DEEP FEATURES OF QUERY IMAGE
USING THE TRAINED CNN MODELS

The pool layer, FC1, and FC2 features can be extracted from
the MR50 CNN; however, in the latter stage of the proposed
method, only the FC2 features were employed due to their
demonstrated superior performance among the three. As a
result, the FC2 features for each query image were computed
and indexed in the database.

2) IDENTIFYING AN EFFECTIVE LOW-DIMENSIONAL
FEATURE VECTOR

To make the retrieval simple and effective, the deep
feature vector FC2 as shown in Equation 3 of the query
image is further sent to modules ‘MRMR’ and ‘LDA’
in order to identify an effective low-dimensional feature
vector representation of the query image. The process of
identifying the effective features using both ‘MRMR’ and
‘LDA’ is briefly discussed in Sections IV-D1 and IV-D2. The
feature vectors produced using MRMR and LDA are given
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as follows:

———
FVrmr(x) = [MRMR{, MRMR,, MRMR5 . . . . .. MRMR37]
4

—_—
FVipa(x) = [LDA{, LDA>, LDAs . ..... LDA»o3] 5)

3) RETRIEVAL AND RANKING OF THE IMAGES USING THE
CITY BLOCK DISTANCE
In this work, the most popular known distance metric
City-block or Manhattan distance is used to retrieve and rank
the images. Let ‘Q’ be the query image and ‘P’ be any image
in the database with deep feature vector FC2(Q) and FC2(P)
respectively and the distance between Q and P is given by:
K
dister(Q, P) = > |0; — P}l (6)

j=1

where ‘K’ represent the dimension of the deep feature vector.

lIl. EXPERIMENTAL SETUP

A. DATABASE USED

In the paper, the work is mainly focused on the
satellite image dataset PatterNet, as this is the largest
publicly available high-resolution remote sensing dataset
(Zhou et al. [55]), which has a total number of 38 classes:
parking lot, solar panel, beach, freeway, christmas tree farm,
nursing home, bridge, baseball field, football field, oil gas
field, ferry terminal, river, runway marking, airplane, railway,
wastewater treatment, runway, basketball court, tennis court,
parking space, mobile home park, overpass, swimming
pool, harbor, forest, closed road, chaparral, coastal mansion,
storage tank, cemetery, dense residential, sparse residential,
intersection, transformer station, golf course, crosswalk,
oil well and shipping yard. Besides, this dataset has
30,400 images with 800 images per class and each image
in the dataset is of size 256 x 256 pixels. The images in
this dataset are gathered from Google Earth imagery or the
Google Maps API for US cities. Moreover, in these images,
the class of interest covers most of the image with a small
amount of background which is not the case in the other
popularly known remote sensing datasets such as the UC
Merced dataset, WHU-RS19, RSSCN7, and Aerial image
dataset. Because of its large collection and the fact that most
of the images contain the region of interest, PatternNet is
regarded as a superior dataset, particularly for deep learning.
All the technical details regarding the database is briefly
explained in [55]. Sample images from the dataset are
shown in Figure 3 and the summary of the dataset is shown
in Table 2.

B. PERFORMANCE METRICS USED

The proposed method’s retrieval performance is assessed
and evaluated with that of other retrieval methods using the
metrics like precision, recall, nAP (Mean average precision),
ANMRR (Average Normalized Modified Rank Retrieval)
and City-block or Manhattan distance.
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TABLE 2. PatternNet dataset information.

Sno Class No.of images Size
1 parking lot 800 256 x 256
2 solar panel 800 256 x 256
3 beach 800 256 x 256
4 freeway 800 256 x 256
5 christmas tree farm 800 256 x 256
6 nursing home 800 256 x 256
7 bridge 800 256 x 256
8 baseball field 800 256 x 256
9 football field 800 256 x 256
10 oil gas field 800 256 x 256
11 ferry terminal 800 256 x 256
12 river 800 256 x 256
13 runway marking 800 256 x 256
14 airplane 800 256 x 256
15 railway 800 256 x 256
16 wastewater treatment 800 256 x 256
17 runway 800 256 x 256
18 basketball court 800 256 x 256
19 tennis court 800 256 x 256
20 parking space 800 256 x 256
21 mobile home park 800 256 x 256
22 overpass 800 256 x 256
23 swimming pool 800 256 x 256
24 harbor 800 256 x 256
25 forest 800 256 x 256
26 closed road 800 256 x 256
27 chaparral 800 256 x 256
28 coastal mansion 800 256 x 256
29 storage tank 800 256 x 256
30 cemetery 800 256 x 256
31 dense residential 800 256 x 256
32 sparse residential 800 256 x 256
33 intersection 800 256 x 256
34 transformer station 800 256 x 256
35 golf course 800 256 x 256
36 crosswalk 800 256 x 256
37 oil well 800 256 x 256
38 shipping yard 800 256 x 256

o Precision: It is defined as the ratio of the number of

relevant or similar images retrieved for a given query to
the total number of images retrieved from the database.
Let tg represent the similar/relevant images in the
database, and t7 represents the collection of ‘n’ retrieved
images given a query image ‘q’. Percentage precision is
calculated as shown in Eq.7.

precision(query, n) = w x 100 @)

T

Recall: Recall is the ratio of the total number of relevant
images retrieved to the total number of relevant images
that exist in the database. Percentage recall is calculated
as shown in Eq.8.

lTr N TR
— X
R

recall(query, n) = 100 ®)
Mean average precision (mAP): During the query phase,
all the images in the database are ranked based on the
distance between the features of the query image and
the samples in the database in ascending order. After
obtaining this ranked list, the average precision (AP)
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FIGURE 3. Sample images from each class of the PatternNet dataset.

for each query image is computed. Finally, averaging This mAP metric is used to evaluate the effectiveness
the AP of all query images mAP can be obtained. of retrieval. The Mean average precision (mAP) is

VOLUME 11, 2023 112793



IEEE Access

R. Yelchuri et al.: Deep Semantic Feature Reduction for Efficient Remote Sensing Image Retrieval

given by:
1 0] 1 rel;

mAP = — — > P 9

QZ%Zw ©)

i=1 k=1
where ‘Q’ is the number of query images, rel; is the
total number of relevant images for the i query from
the database. Py is precision of top k™ image retrieved
w.r.t i’ query image.

« ANMRR: Another parameter used to assess the perfor-
mance is ‘Average Normalized Modified Rank Retrieval
(ANMRR)’. A lower ANMRR indicates better perfor-
mance, and a higher value indicates worse performance.
The average rank AVGR(,) for any given query ‘qy’ is
given by:

NGT(gy)

AVGRgy = )
k=1

Rank (k)
NGTgy)

(10)

where NGT ,y) represents the total number of ground

truth images exists for a given query ‘qy’ in the database
and Rank (k) is determined using the equation below:

K = min(X x NGT4y),2 x GMT) (11)

where, GMT = max {NGT(g)} , for all qy’s of a dataset

(12)

The modified retreival rank of the query °‘qy’ is
calculated as follows:

MRR gy) = AVGR(gy) — 0.5 x [1 + NGT(gyy]  (13)

Finally, the normalized modified retrieval rank is
computed as follows:

MRR gy)
1.25 x K — 0.5 x [1 + NGT(4y)]

NMRR gy) = (14)
Finally, the average NMRR for all queries is calculated
as follows:

1 Y
ANMRR = — " NMRR,,, (15)

g=1
« City-block distance: City-block or Manhattan distance is
used to rank the retrievals. The total absolute difference
between the two vectors is used to determine the
city-block distance. The city-block distance between
two points, E, and F, with K-dimensions is calculated

as:

K
dist(E,F) =) |Ej — F}| (16)
j=1

IV. RESULTS AND DISCUSSION

The Nvidia DGX-1 Deep Learning System, which consists
of a collection of dockers and the Ubuntu operating system,
is used to conduct the experiments. This system includes
40,960 NVIDIA Cuda Cores and 8 Tesla V100 GPUs, each
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with 32GB of memory. This Nvidia DGX-1 deep learning
system comes with a SATA 3.0 SSD and 480GB of storage
with 6Gb/s.

Few methods reported in the literature that use
hand-crafted features and deep features to index the images
are used for comparative study. These are as follows:

1) Simple Statistics (SS): The method simple statistics

[30], [55] i.e., uses the mean and standard deviation of
a simple gray-scale image

2) Color Histogram (CH): In this method, color histogram
[56] is used as a feature set, which is created by
concatenating the three histograms and quantizing each
channel of the RGB color space into 32 bins.

3) Gabor Texture (GT): This method uses a Gabor filter
[26], [55] with five scales and eight orientations with a
filter window size 32x32.

4) GIST: This method uses gist (global image statistics)
features as a feature vector [55], [57], which summa-
rizes the gradient information. Convoluting different
filters at different scales and orientations yields these
features. Thus, it is possible to measure the high and
low-frequency repeated gradient directions in an image
using these features.

5) Local Binary Pattern (LBP): This method utilizes
features derived from a Local Binary Pattern [9], [55]
with an 8-pixel circular neighborhood radius of one.
LBP is used to capture the local texture information in
an image by dividing the image into small regions and
computing a binary pattern for each region based on the
intensity values of its pixels.

6) Pyramid Histogram of Oriented Gradients (PHOG):
The method uses features computed using PHOG [10],
[13], [55]. The feature vector is computed by build-
ing a quadtree of orientation histograms across the
entire input image and then concatenating the his-
tograms for each cell of the quadtree into a vector
representation.

7) AlexNet_FC1 (AFCI1): This method uses trained
AlexNet [34], [55] to extract deep features from the
first fully connected layer, FC1. AlexNet is a deep
convolutional neural network (CNN) architecture that
is considered a milestone in the development of deep
learning. It was the first CNN architecture to win
the ImageNet Large Scale Visual Recognition Chal-
lenge (ILSVRC), a major computer vision benchmark,
in 2012.

8) AlexNet_FC2 (AFC2): This method uses deep features
[34], [55] extracted from the second fully connected
layer FC2 of AlexNet instead of FC1.

9) VDI16_FC1 (VDFC1): This method uses deep features
[35], [55] extracted from the fully-connected layer
number one FC1 of a VD16 CNN, which is a variant of
VGG with 13 convolution layers and 3 fully-connected
layers.

10) VD16_FC2 (VDFC2): This method uses deep fea-
tures [35], [55] extracted from the fully-connected
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layer number two of VDI6. The architecture is
the same as VD16, but the feature extraction is
done from the fully-connected FC2 layer instead
of FC1.

11) GoogleNet (GNet): This method uses the deep features
of GoogleNet [36] extracted from the last pool layer of
the CNN. This CNN uses an Inception module, which is
a building block that combines multiple convolutional
and pooling operations in a single module. This allows
the network to learn more complex features compared
to a traditional CNN.

12) ResNet50: This method uses deep features [37], [55]
extracted from the last pool layer of ResNet50.
ResNet50 is a 50-layer deep network that uses residual
connections, which are shortcuts that allow information
to bypass one or more layers in the network. This helps
to alleviate the vanishing gradients problem, where the
gradients of the network become too small to update the
parameters effectively. The residual connections allow
the network to train much deeper architectures without
sacrificing performance.

13) ResNet101: This method uses deep features [37], [55]
extracted from the last pool layer of ResNet101 CNN.
The architecture is similar to ResNet50 and can be
considered a deeper version of ResNet50 architecture
having a deep network with 101 layers.

14) ResNet152: This method uses deep features [37], [55]
extracted from the last pool layer of ResNet152 CNN.
The architecture is similar to ResNet50 comprising a
deeper network with 152 layers.

15) MR50_FC2 (MRS50): This method uses the features
extracted second fully connected layer of the proposed
CNN ‘MR50’. The length of the feature set is further
reduced using the techniques discussed in IV-DI1
and IV-D2.

A. PERFORMANCE OF HAND-CRAFTED FEATURES

This section discusses the performance of the low-level
features, i.e., the hand-crafted features. Several performance
metrics are computed and are shown in Table 3. The
methods Simple statistics (SS), Color-histogram (CH), Gabor
Texture (GT), GIST, Local Binary Pattern (LBP), and PHOG
are shown under the category of hand-crafted features.
The performance of the hand-crafted features at various
operating points is measured in terms of ANMRR (Average
Normalized Modified Retrieval Rank) and mAP (Mean
Average Precision). From Table 3, it is evident that among the
hand-crafted features, features extracted using Gabor texture
(GT) perform the best. The features performance of methods
SS and PHOG, which use Simple statistics and PHOG are
poor when compared with the other hand-crafted features. For
all the measures shown in Table 3, lower ANMRR indicates
better performance, and for all other measures (mAP, P@5,
P@10, P@50, P100, P@1000), higher values indicate better
performance.
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B. PERFORMANCE OF DEEP FEATURES

This section discusses the performance of the deep features,
i.e., the features extracted from the fully connected layer or
the pooling layers of the CNN. These are shown in Table 3.
The performance of the deep features is far better than the
hand-crafted features, which indicates that the CNNs are
able to learn the discriminating features well compared to
the hand-crafted features. From Table 3, it is clear that the
deep features extracted from ‘ResNet50 CNN give better
performance than the other deep features extracted using
various pre-existing CNNs (AFC1, AFC2, VDFC1, VDFC2,
GNet, ResNet101, and ResNet152) cited under the category
of deep features. Among these pre-existing CNNs that use
deep features, the deep features extracted from the ResNet50
architecture are found to be better than any other CNN deep
features reported in Table 3. The performance of the deep
features extracted from the second fully connected layer FC2
of AFC2 and VDFC?2 is found to be better than the deep
features extracted from AFC1 and VDFCI1, which extract
features from the fully connected layer FC1. Among all
of the methods reported in Table 3, the features extracted
from the modified ResNet CNN MR50 are found to be the
best i.e., the features extracted from the FC2 layer of the
MR50 CNN have performed better than all other competing
methods. Hence, it is observed that the features extracted
from the fully connected layer FC2 perform better than FC1.
Therefore, in the proposed method, the features extracted
from the second fully connected layer of MR50 CNN are
taken into consideration to improve the performance.

C. PERFORMANCE EVALUATION OF THE PROPOSED
METHOD

This section discusses the performance of the proposed
method. All the performance metrics reported are computed
using the city block distance. The performance of the
proposed CNN MR50 (modified) is compared with that
of the competing methods reported in Table 3, which use
hand-crafted features and deep features, and the following
observations are made:

1) Table 3 provides a brief overview of the performance
of different features extracted using different methods,
a few of them make use of hand-crafted features, and
others use deep features.

2) Among the methods that use hand-crafted features,
Gabor Texture (GT) performs better than all other
hand-crafted techniques reported in Table 3 with a
mean average precision (mAP) of 27.69%.

3) The features extracted using the method GT filter
have shown better mAP (Mean Average Precision)
over other methods such as SS, CH, GIST, LBP, and
PHOG by 21.07%, 2.59%, 7.68%, 1.86%, and 14.57%,
respectively. Furthermore, GT outperforms all other
methods that use hand-crafted features in terms of
ANMRR (the lower the ANMRR, the greater the
performance).
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TABLE 3. Performance of hand-crafted and deep features with metrics ANMRR (Average normalized modified retreival rank), mAP (Mean average
precision), and Precision (P@k). Lower ANMRR indicates better performance, for mAP and P@k, a large value indicates better performance.

Features Methods ANMRR mAP P@5 P@10 P@50 P@100 | P@1000
Simple Statistics (SS) 0.8968 0.0662 | 0.0739 | 0.0741 | 0.0739 0.0738 0.0701
Color Histogram (CH) 0.6697 0.251 0.7475 | 0.7032 | 0.5733 0.5062 0.2349
hand-crafted Gabor Texture (GT) 0.6422 0.2769 | 0.8021 | 0.7631 | 0.6393 | 0.5674 0.2556
GIST 0.7511 0.2001 0.6429 | 0.5957 | 0.4645 0.4013 0.1773
LBP 0.647 0.2583 | 0.6358 | 0.6027 | 0.5115 0.4646 0.2505
PHOG 0.8162 0.1312 | 0.4852 0.443 0.3376 0.2903 0.1295
AlexNet_Fcl (AFC1) 0.3328 0.6003 | 0.9545 | 0.9438 | 0.8986 0.8617 0.4934
AlexNet_Fc2 (AFC2) 0.326 0.6042 | 0.9448 | 0.9331 0.8872 0.8529 0.4985
VDI16_Fcl (VDECI) 0.3302 0.602 0.9388 | 0.9268 | 0.8806 0.8459 0.4959
VDI16_Fc2 (VDFC2) 0.3283 0.5986 | 0.9327 | 0.9204 0.874 0.8404 0.4972
deep features GoogLeNet (GNet) 0.2983 0.6311 | 0.9445 | 0.9331 | 0.8918 0.8603 0.5202
ResNet50 0.2606 0.6788 | 0.9665 | 0.9594 | 0.9274 0.9006 0.5533
ResNet101 0.2624 0.6765 | 0.9638 | 0.9551 | 0.9208 0.8933 0.5525
ResNet152 0.2632 0.6757 | 0.9635 0.955 0.9208 0.8939 0.5511
MR50_FC2 (MR50) 0.0704 0.8990 | 0.9957 | 0.9943 | 0.9899 0.9862 0.7318

4) Although the hand-crafted features are not as good as
the deep features, GT has shown decent performance
with an average precision of 80.21%, 76.31%, 63.93%,
and 56.74% at lower operating points P@5, P@10,
P@50 and P@100. However, the average precision at
operating point P@ 1000 has shown a drastic downfall
with 25.66% which indicates the performance of
features is not all acceptable with higher operating
points.

5) When deep features are taken into consideration,
clearly, the features extracted using the proposed mod-
ified ResNet ‘MR50’ has shown better performance
than any other reported in Table 3.

6) The performance of the deep features extracted from
FC1, FC2 and pool layers of MR50 is calculated, which
resulted in mAP of 88.70%, 89.90%, and 49.73%.

7) The features extracted from FC1, and FC2 using
the CNN MRS50 has shown significant performance
improvement over the deep features extracted from
ResNet50 CNN, which has better performance with the
other methods reported in Table 3.

8) Among the Pool, FC1, and FC2 features, FC2 features
have better performance using the MR50 CNN. If mAP
is taken into consideration, FC1 has shown a perfor-
mance improvement of 20.82%, and 22.02% using FC2
over the ResNet50 deep features.

9) Similarly, if the ANMRR (Average Normalized Mod-
ified Retrieval Rank) metric is taken into considera-
tion, the features FC1, and FC2 extracted using the
proposed CNN MR50 have an ANMRR of 0.0775 and
0.0704 respectively, which is a good improvement
over the competing ResNet50 deep features, having an
ANMRR of 0.2606.

10) Coming to the metric precision is concerned, a higher
value indicates better performance and a lower value
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indicates low performance, but as far as the ANMRR
is concerned, the lower the ANMRR, the better
performance. So, the FC2 features extracted using the
MRS50 has shown a better performance of 0.0704 over
the ResNet50 deep features with an ANMRR of 0.2606.

11) On the whole, the deep features extracted using
MRS50 has shown significant performance improve-
ment over the nearest competing ResNet50 CNN deep
features. Another notable performance improvement
is the average precision of MR50 CNN deep fea-
tures has better performance improvement of 2.92%,
3.49%,6.25%,8.56%, and 17.85% at operating points
viz., P@5, P@10, P@50, P@100, and P@1000.

D. IMPROVISING THE PERFORMANCE OF THE
PROPOSED METHOD

Firstly, the features from the pooling layer and the fully
connected layers are extracted to check the performance of
the modified CNN ‘MR50’. In order to do this, the layers
that are on the right-hand side of the ‘layer of interest’ are
chopped. The average precision and average recall of all the
features are plotted in Fig 4. In addition, the average precision
and average recall of the deep features extracted from MR50
CNN are shown in Table 4 at various operating points. From
Fig 4 and Table 4, it is observed that the performance of
the deep features extracted from the fully connected layer
FC2 are better than FC1 and Pool features. Furthermore, FC2
features are giving better performance than any other features
that are reported in Table 3. As a result, FC2 features are
taken into consideration for further evaluation to improve the
retrieval performance. The following observations are made
from Table 4:

1) FC2 features give better performance than any of the
other features that are reported in Table 3.
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TABLE 4. Average Precision and Average Recall of the deep features of MR50 CNN at various operating points.

Features Vef:tf;lsze P@5 | R@5 | P@I0 | R@I0 | P@50 | R@50 | P@QIO0 | R@100 | P@80O0 | R@800 | P@1000 | R@100
POOL 2048 0.9645 | 0.0060 | 0.9468 | 0.0118 | 0.8895 | 0.0556 | 0.8471 | 0.1059 | 0.5266 | 0.5266 | 0.4550 | 0.5688
FCI 1024 0.9945 | 0.0062 | 0.9927 | 0.0124 | 0.9868 | 0.0617 | 0.9818 | 0.1227 | 0.8657 | 0.8657 | 0.7205 | 0.9007
FC2 512 0.9957 | 0.0062 | 0.9943 | 0.0124 | 0.9899 | 0.0619 | 0.9862 | 0.1233 | 0.8952 | 0.8952 | 0.7318 | 0.9148

the accuracy of the retrieval. In view of this, the study

L0 T T e in the next sub-section aims to investigate the use of a
‘ TN feature selection strategy based on the mRMR criterion as
0.8 ‘\“\ well as the usage of LDA (Linear Discriminant Analysis)

5 ‘\'\_ to learn low-dimensional features from high-level features.

:g 0.6 ] In order to minimize the feature vector without compromising

o ‘\ the performance, the proposed method uses two techniques

§004— t\‘ mRMR and LDA as discussed in section IV-D1 and

g b section [V-D2.

R FC1 i\
02F ——- FC2 W 1) FEATURE SELECTION USING MRMR

......... POOLF \{\‘ Maximum Relevance-Minimum Redundancy [58] feature
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FIGURE 4. Average Precision Vs Average Recall of the deep features
extracted from the CNN MR50.

2) The features FC1 and Pool have shown significant
performance improvement over hand-crafted features,
but they are not as good as the FC2 features.

3) The performance of the deep features FC1 and FC2
are nearly identical and do not differ significantly at
lower operating points. However, with the increase in
the operating point, FC2 shows improvement over FC1.

4) At lower operating points of 5, 10, 50, and 100, the
performance between FC1 and FC2 doesn’t vary much,
but at operating points of 100 and 800, the precision of
FC2 has increased by 1.41%, and 2.95% respectively
as compared to FC1 features.

5) Pool features show good performance but are not on
par with FC1 and FC2 at lower operating points.
In addition, as the operating point increases, the Pool
features show a drastic reduction in performance.

In brief, FC2 features have performed better than FCl1
and Pool features across all the operating points. So, FC2
features are taken into consideration for improving the
retrieval performance. The performance of any CBRSIR
system depends on the type of features that are used and the
size of the feature vector. These two factors play an important
role in any retrieval system, the first, affects the performance
of the system while the second affects the retrieval time.
Therefore, to enhance retrieval performance, it is desirable to
obtain an effective and low-dimensional representation from
the features that are already available. A considerably smaller
feature subset minimizes processing costs while maintaining
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that have a high relevance to the target variable and a
low redundancy with each other. Most feature selection
algorithms solely take into account how features relate to
the target ignoring the interdependence among the features
whereas the mRMR technique considers this too. Basically,
this is a step process used to select the best feature
subset. In the first step, according to the maximal statistical
dependency criterion based on mutual information, the
mRMR technique ranks features. The subsequent step is the
gradual inclusion of top features, which creates the feature
subsets until there is no further addition of the feature.
As a result, the first subset contains only one top-ranked
feature, the second feature subset contains the top two ranked
features, and so on.

To calculate the optimal dimension of the feature set, all
the training data is considered. All the training data is passed
through the trained CNN MRS50, and features are obtained
from the FC2 layer output. The features that have maximum
relevance with the target and minimum redundancy with
other features are selected using the mRMR feature selection
method. All the features obtained for the training data are
then ranked using the mRMR algorithm [58]. To demonstrate
the impact of feature dimension on retrieval performance,
the average precision is computed for different feature-
length/dimension for all the test data, and the same is plotted
inFigure 5. From Figure 5, it is observed that further inclusion
of any feature beyond a value doesn’t impact the performance
of the system much. Therefore, a reduced optimal feature
subset with size 298 is selected empirically, which is close
to the performance of the original feature set.

2) FEATURE SELECTION USING LDA
A prominent method for reducing the dimensions of feature
vector is linear discriminant analysis (LDA). It focuses on
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FIGURE 5. Average precision vs dimension of feature vector obtained
using MRMR feature selection.

maximizing the separability among the existing categories
(classes) in the target variable. This approach is considered
as a supervised approach because it requires both features
and class labels. The main goal of LDA is to maximize the
separability among the different categories of data present in
the feature space, i.e., to project the data onto new axes or
feature space in such a way that it can maximize the class
separability. LDA uses two criteria to project features onto a
new axes, they are:

« maximize the difference between the two classes’
means.
¢ Reduce variation within each class to a minimum.

In addition to this, dimension reduction can also be done at the
same time. LDA can reduce the dimensionality of the features
to C-1, where C is the number of classes in the target variable.
For instance, if there are 10 classes in the target variable, the
new feature space can have at most 9 features. All
the training data used for training the models was gathered.
The features for all these training data are computed using the
trained models. For each training instance, the feature vector
is formed by taking the FC2 layer output. Linear discriminant
analysis (LDA) is then applied to transform these features into
new dimensions. For the database considered, LDA can have
at most 37 features in the feature space, as the database has
only 38 classes. Finally, to study the impact of the dimension
of the new feature vector, the average precision at various
operating points (viz., 5, 10, 50, 100, 800, and 1000) is plotted
vs. the dimension of the selected feature vector. Figure 6
demonstrates the impact of the dimension of the new feature
set on the retrieval performance. It is observed that for lower
operating points, a feature dimension close to 20 performs
closely with the original feature vector (FC2), which is of
dimension 512. For higher operating points, it is observed that
the optimal feature dimension is 37, which performs closely
with the FC2 features. Therefore, the dimension of the feature
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FIGURE 6. Average precision vs dimension of feature vector obtained
using LDA.

vector can be reduced to 37 without compromising retrieval
accuracy. This will also improve the retrieval speed.

The following observations were made from the experi-
ments based on Section IV-D1 and I'V-D2:

1) Table 5 and its corresponding Figure 7 shows the
difference in the performance of the proposed method
with other better methods which use Gabor Tex-
ture (M3) hand-crafted features and ResNet50 deep
features.

2) From Figures 7a and 7b, although the dimension of the
Gabor texture hand-crafted feature is computationally
less compared to other deep features vectors (such
as ResNet50, MR50-FC2, etc.) methods, it has a
performance trade-off.

3) The size of the feature vector obtained from the FC1
and FC2 layer output of the modified MR50 CNN are
1024 and 512 respectively. The size of those feature
vectors (MR50-FC1, MR50-FC2) are 50% and 75%
less respectively as compared to the feature vectors
obtained using ResNet50.

4) The dimension of feature vectors (MR50-FC2) is
further reduced to 298 and 37 using mRMR and LDA
respectively.

5) mRMR features have shown a drastic decrease in
feature size compromising the performance but when
the FC2 features are used with LDA, the feature size
is further reduced by 98.19% when compared with the
ResNet50 feature vector size.

6) Figure 7 gives the visual impression of the performance
dominance of the MRS50 deep features over other
competing methods listed in Table 3.

7) The Average precision(% ) Vs Average recall(%) of
the proposed MR50 CNN is shown in Figure 8 with
features extracted from the pool and fully-connected
layers. From the Figure 8, it is clear that the FC2
features using LDA (FC2 - LDA) has the highest area
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TABLE 5. Performance metrics of the proposed CNN MR50 features with
other competing features, Gabor Texture(using hand-crafted features)
and ResNet50 (using deep features).

Method Fes?;‘:e ANMRR | mAP
Gabor Texture (GT) 80 0.6422 0.2769
ResNet50 [37, 55] 2048 0.2606 0.6788

Proposed method

POOL 2048 0.3785 0.4973
FC1 1024 0.0775 0.8870
FC2 512 0.0704 0.8990
FC2+MRMR 298 0.0623 0.9102
FC2+LDA 37 0.0115 0.9802

under the curve and is the clear winner over the features
FC1, FC2, Pool, and FC2 - MRMR.

8) The class-level retrieval performances of the proposed
CNN MRS50 deep features FC1, FC2, Pool, FC2-
MRMR, and FC2-LDA are shown in Figure 10 using
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FIGURE 9. F1 score of all features of MR50.

the metric ‘ANMRR’. A lower value of ANMRR
indicates better performance. From Figure 10, it is
observed that features computed using the proposed
method (MR50 - FC2+LDA) have good performance
over all other features across all the classes.

Apart from precision and recall, F1 score is also considered
as a comprehensive metric in machine learning and statistics.
Generally, precision measures the accuracy of the retrieved
results i.e., whether the results retrieved are relevant. On the
other hand, recall measures the ability of the system to find
all similar instances of a class among all the instances that
actually belong to that class. Moreover, increase in precision
reduces the recall and vice versa. Therefore, F1 score is used
to assess the performance of a model which combines both
the precision and recall to a single value. This F1 score is
expressed as harmonic mean of precision and recall scores
of the system. Higher F1 score indicates that the system
is good at retrieving the relevant images while minimizing
the irrelevant images. Therefore, F1 score of all the MR50
features are plotted in Fig 9 for all the operating points. From
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TABLE 6. Feature vector size, feature extraction time and retreival time of a query image.

. Feature extraction | Retreival | Total time Computational
Method Feature size . ) . .
time(msec) time(sec) (sec) time complexity
ResNet50 2048 268 3.19 3.458 O(N logN)
MR50-FC1 1024 239 3.21 3.449 O(N logN)
MR50-FC2 512 249 3.21 3.459 O(N logN)
MR50-POOL 2048 238 3.68 3918 O(N logN)
MR50-MRMR-FC2 298 268 2.78 3.048 O(N logN)
MR50-LDA-FC2 37 305 241 2.715 O(N logN)
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FIGURE 10. ANMRR of all the features of the MR50.

Fig 9, it is evident that the FC2-LDA feature set outperforms
all other competing feature sets considered in this study in
terms of F1 score.

E. EVALUATION OF RETRIEVAL TIME OF THE PROPOSED
METHOD

Table 6, gives an overview of the feature vector length,
the time taken by the CPU to search the relevant images
along with the computation complexity of the proposed
modified ResNet MR50 and the competing method which
uses ResNet50 deep features. It can be observed from
Table 6 that the feature extraction time of the MR50 and
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the ResNet50 CNN doesn’t vary much. Any traditional
distance-based retrieval approach requires a minimum of
O(NlogN) comparisons utilizing ‘Quicksort’ for retrieving
similar images against a query image for a database with
‘N’ number of images and ‘C’ number of classes, resulting
in a time complexity of O(NlogN). Although, the theoretical
time complexity of all the features has O(NlogN), there is
a difference in CPU time for searching relevant images for
different methods because of the variation in size of the
feature vectors. From Table 6, it is observed that the total
CPU time of the proposed method using mRMR and LDA
features is observed as less compared to others. LDA features
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are computationally less expensive as compared to mRMR
features because the feature size of LDA is 37 whereas the
feature size of mRMR is 298. Although the feature extraction
time using MR50 CNN with LDA is higher than others, it is
compensated by the retrieval time which is low compared to
other features.

V. CONCLUSION

The work presented in this paper is an effort to improve
the retrieval performance of the system using the deep
features extracted from modified ResNet50 CNN MRS50.
This modified ResNet50 serves as a powerful deep feature
extractor, capturing deep semantic features that encode
rich and meaningful information from remote sensing
images. The specific modifications applied to the architecture
enhance its discriminative power and generalization ability,
resulting in improved feature representations. In addition, the
integration of Maximum Relevance and Minimum Redun-
dancy (MRMR) and Linear Discriminant Analysis (LDA) for
feature reduction further enhanced the retrieval efficiency,
preserving the performance of the system intact. The use
of deep semantic features in CBRSIR is essential as they
capture high-level semantics, enabling a more sophisticated
understanding and analysis of remote sensing imagery. These
features encode meaningful information related to objects,
scenes, and other semantic aspects, improving retrieval per-
formance and facilitating accurate retrieval from large image
databases. Experimental evaluations on a remote sensing
image dataset ‘PatternNet’ validate the effectiveness of the
proposed approach, demonstrating significant improvements
in retrieval efficiency while maintaining retrieval accuracy.
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