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ABSTRACT In recent years, online misinformation has become increasingly prevalent, leading to significant
issues such as political polarisation and distrust of genuine information. Misinformation on social media
platforms affects various aspects of society, including health and politics, and can take many forms, such as
text and images. However, current studies mainly focus on analysing singular topics and modalities, without
considering the heterogeneity of the issue. Our research aimed to examine the relationship between visual
elements and engagement, as well as the relationship between sentiment analysis, hate speech, and bots
on a variety of topics on the Twitter social media platform Twitter. We labelled 12,581 misinformation
posts that were manually modelled into a topic hierarchy. We then analysed these posts, including their
sentiments, the prevalence of hate speech, and bot activity on different topics. The results revealed that
political misinformation tends to contain more hate speech than COVID-19 misinformation and that political
misinformation also has a higher number of bots. Furthermore, the findings suggest that misinformation
online with more than 40% negative sentences can have a high level of hate speech identified for both tweets
and replies. This study provides detailed information on topics and the volume of misinformation on social
media platforms, and the findings can be used to develop more advanced detection systems and support
further analysis. Our findings can help policy makers understand what kind of online misinformation has
been spreading on Twitter and how to plan campaigns to make users more aware of how to spot its various
features in an online user-to-user Twitter environment.

INDEX TERMS Online misinformation, sentiment analysis, hate speech, Twitter, images, polarization.

I. INTRODUCTION consumption on these platforms. However, the increasing

It is important to study online misinformation because it
has become increasingly prevalent in the digital age, as
people often consume and share false information more
frequently than ever. By analysing the patterns of discourse
and online misinformation, we can gain valuable insights into
how it spreads, who is more susceptible to it, and how it
can be effectively countered. Online social networks, such
as Twitter, have become a crucial source of news for an
increasing proportion of the population [1]. The proliferation
of the Internet and social networks has led to a surge in news

The associate editor coordinating the review of this manuscript and

approving it for publication was Alberto Cano

sophistication of misinformation on social networks has
emerged as a major challenge. Traditional media outlets
have started to use social media to post news, which can
lead to the amplification of misinformation [2]. For the
purpose of this study, we define misinformation as false or
misleading information, which also includes disinformation.
This definition is consistent with the dataset used in our study,
MuMiN [3], which is discussed in more detail in Section I11.

Misinformation is a global problem that affects various
aspects of society, such as public health (e.g., hesitancy
in vaccines), politics (e.g., election interference) and social
issues (e.g., abortion). Given the international, multilingual,
and diverse topics involving misinformation, we manually
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annotated the posts in MuMiN with the topics discussed for
each post. Our aim was to gain deeper insight into the types
of misinformation present in social networks.

Most modern social media platforms use user engagement
metrics, such as likes, shares, and replies, to characterise how
users engage with content. The structure of social networks
can show echo chambers where users are grouped with
peers who have similar opinions, resulting in exposure to
similar posts [2]. As noted by Avram et al. [4], there is a
strong relationship between lower levels of fact checking
and higher levels of social engagement. Work on social
interaction, transmission, and virality of posts in recent
years [5], [6], [7], [8] has identified the main components
of social influence as STEPPS (that is, social currency,
triggers, practical value, public, and storeys), which provides
a foundation to understand why users engage with particular
content on Twitter.

Our approach to this issue draws on social psychology
studies that have explored the relationship between bright-
ness and popularity of online misinformation [9], [10].
These studies have produced contradictory results. The first
research stream suggests that users are affected by different
background colours, while the second stream shows a lack
of relationship between users and colour. The research
streams differ in terms of the topics examined. Therefore,
we investigate these differences across different topics of
online misinformation to determine similarities or differences
with prior research.

In this study, we seek to identify misinformation topics
on Twitter and investigate the relationship between user
engagement metrics and visual characteristics in online
misinformation posts. To do so, we manually annotated
12,581 tweets labelled as misinformation to identify topics.
One of the largest categories of misinformation (27.1%) was
related to US politics, with over 98% consisting of political
misinformation. The second largest category was related to
health, with misinformation about COVID-19 accounting for
more than 96% of this category.

The study also examined the relationship between user
engagement metrics and visual content in online misinfor-
mation posts. The MuMiN-small dataset, which contains
approximately 1754 images labelled as misinformation, was
analysed. Each image was labelled on the basis of its
content and colour. The results show that users tended to
engage more with online misinformation presented in the
form of plain images without text than with other types
of images.

In general, the study provides detailed information on
the topics and volume of misinformation on social media
platforms, and the findings can be used to develop more
advanced detection systems and support further analysis.

The innovations and contributions of this work are:

1) Multifaceted Analysis: We have broken down mis-
information into various categories, including topic,
sentiment, hate speech, and bot activity. This thorough
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approach gives us a comprehensive overview of the
misinformation landscape, particularly on Twitter.

2) Topic Hierarchy: We manually annotated a large sam-
ple of 12,581 tweets in order to create a topic hierarchy
that would provide a structured way to comprehend the
most widespread misinformation themes.

3) Image Analysis: The MuMiN-small dataset enabled
us to conclude that plain images without text are more
successful in stimulating engagement than other image
types. This implies that visual misinformation could be
a growing problem.

4) Sentiment and Hate Speech Connection:Our research
has uncovered a powerful connection between negative
sentiment and the presence of hate speech. This is
especially important for websites that are striving to
create a positive atmosphere.

5) Bot Activity: Highlighting the extensive bot activity in
certain topics, especially US political misinformation,
underscores the artificial amplification of certain nar-
ratives. This insight is valuable for platform developers
and policymakers.

Il. RELATED WORK

The proliferation of social networks has led to a surge in the
spread of misinformation on various topics, including health
and politics. However, there is a notable gap in research on
the spread of scientific and space-based misinformation on
social media platforms, such as Twitter. Existing studies have
focused primarily on a limited range of topics, with some
examining user engagement metrics to identify discourse
patterns.

For example, Bessi et al. [11] analysed the consumption
of content on various conspiracy topics, such as the
environment, health, diet, and geopolitics, through the lens
of conspiracy theories and user engagement metrics, such
as likes per post. This approach places greater emphasis
on users’ consumption behaviours and their connections to
the wider community. On the contrary, our research aims
to analyse the topics of scientific and space misinformation
from a different perspective, with more focus on the topic
itself than on users.

Other complementary studies have explored similar topics
on various social media platforms such as TikTok, YouTube,
Facebook, and Instagram [12], [13], [14], and [15]. However,
engagement metrics, such as likes, tweets, and shares, have
not been widely explored in the context of misinformation
involving multiple modalities, such as images.

User engagement patterns can be an essential component
in the analysis of online misinformation. As demonstrated
by Bessi et al. [11], user interactions with social media
posts can provide information on how different topics are
consumed and shared. Ellison et al. [16] defined likes as
positive interactions, retweets as expressions used to share
posts with a wider audience, and comments as positive or
negative interactions between different users in a post. Other
studies have also analysed engagement metrics related to

115003



IEEE Access

D. N. Wojtczak et al.: Characterizing Discourse and Engagement Across Topics of Misinformation on Twitter

political and health misinformation [17], [18], [19]. However,
these studies did not fully consider the impact of multiple
modalities, such as images, on the spread of misinformation.
Our motivation to categorise images according to brightness
was based on previous research in psychology. In particular,
Camgoz et al. [9] found that highly saturated and bright
colours in the background, such as yellow, green, and cyan,
have different effects on user attention. However, recent
research by Chen et al. [10] has shown that this may not
be the case for conspiracy videos on YouTube, which have
lower colour variance and brightness than counter-conspiracy
videos. Therefore, our research investigates how brightness
and the type of visual misinformation affect users. In addi-
tion, we used a variety of features, including textual and
visual features, to improve the detection methods of online
misinformation on social media sites. Our methods include
sentiment analysis, hate speech detection, and bot analysis to
analyse the emotions behind posts on different topics. We also
explore the connections between these three methods and
the individual topics. Sentiment analysis has been widely
used by social scientists (Medhat et al. [20], Zaeem et al.
[21], Bhutani et al. [22]) to identify the discourse of posts
on various social media platforms. Recent research has
focused on the use of sentiment analysis and topic modelling
to detect online misinformation on Twitter, as shown in
studies conducted by Waheeb et al. [23] and Melton et al.
[24]. In addition, interdisciplinary research has explored hate
speech and bot analysis, such as Ferrara et al. [25].

Studies by Cinelli et al. [2], Kalantari et al. [26] and
Giachanou and Rosso [27] have highlighted the role of
anonymity and easy access to social networks in the spread
and influence of online misinformation, particularly on
polarising issues.

Previous studies have focused on identifying hate speech
on various social media platforms, including Twitter and
Facebook, using machine learning algorithms [28], [29], [30],
[31]. Researchers have also analysed the characteristics of
users who produce hateful content [32], [33] and those who
are targeted by such speech [30].

Studies by Mathew et al. [32] and Ottoni et al.
[34] investigated the impact of counter-reply speech and
the prevalence of hatred, violence, and discriminatory
bias in YouTube channels associated with right-wing
content.

Ottoni et al. [34] conducted an analysis of right-wing
channels on YouTube, focusing on detecting hatred, violence,
and discriminatory bias. The authors observed that these
channels often contain detailed content related to issues such
as war and terrorism and also have a higher frequency of
negative terms, including those related to aggression and
violence. The findings of this study suggest that right-wing
YouTube channels may be a source of online misinformation
and may promote hateful and violent ideologies. A study
conducted by Ottoni et al. [34] investigated the impact
of external events on hate speech on Twitter and Reddit
and found that violent extremism often leads to increased
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online misinformation, particularly among those advocating
violence.

As businesses increasingly adopt digital technologies such
as artificial intelligence,to gain a competitive advantage, they
face a range of challenges. One such challenge is the pro-
liferation of malicious social bots. Malicious botnets can be
used to generate deception by programming bots to respond
favourably to specific user profiles, as demonstrated in
studies by Chu et al. [35] and Ferrara et al. [36]. Furthermore,
malicious actors can use bots to cause harm, such as spreading
anxiety and panic during emergencies such as the COVID-
19 pandemic [37], damaging the reputation of a company,
influencing political opinions [35], or disseminating rumours
and fake news [37].

Bouvier [38] investigated the effect of the echo chamber
on social networks, while Awan et al. [39] Verma et al. [40]
have studied the effects of misinformation on politics during
the pandemic, Broniatowski et al. [41] Sajinika et al. [42]
have focused on the spread of online misinformation related
to health topics. Pen [43] has conducted a comprehensive
study of signal propagation across complex networks,
while our research specifically focuses on the dynamics of
misinformation spread on Twitter. Our research provides a
multifaceted analysis, focusing on the interaction between
visual elements, sentiment analysis, and bot-driven activities
on Twitter. We manually annotated more than 12,000 tweets,
uncovering nuanced insights such as the distinction in hate
speech between political and COVID-19 misinformation. Our
study not only corroborates the findings of current research,
but also offers a granular, topic-centric perspective. The
depth and breadth of our dataset demonstrate the validity and
significance of our contributions to the academic discourse
on online misinformation.

Ill. DATA

We chose the MuMin dataset as an appropriate dataset
consisting of a large amount of posts, including both text
and images, related to misinformation, across a range of
topics. The MuMiN dataset [3] contains, in the largest
version, 21 million Twitter posts pertaining to 26,000 Twitter
threads connected to almost 13,000 fact-checked statements
from 115 different organisations, covering a large number of
topics, events, and domains, in 41 languages.

The dataset comprises three datasets such as MuMiN-
small, MuMiN-medium, and MuMiN-large. The MuMiN-
small dataset consists of just over 2 thousand claims,
4 thousand threads covering 8 million posts from over
600 thousand users. Of particular use for this study is that
it contains just over 1000 images associated with either
misinformation or factual claims.

The topics in the data set were automatically assigned
based on clustering, using DBSCAN, embeddings of the
claims text. Of these 26 clusters were identified, however,
we note that given the automated machine learning-based
nature of the topic clustering, the clusters upon manual
inspection were imperfect and typically not fine-grained

VOLUME 11, 2023



D. N. Wojtczak et al.: Characterizing Discourse and Engagement Across Topics of Misinformation on Twitter

IEEE Access

Online misinformation categories ]

29%.

|

9%.

Politics

2.36%

62%

Health

(5850)

(2557)

sl
el |
_5.75
(167)
=

0.61"

Other
(223)
9 i

2.74%

disease
259)

0.05% 50.21%

racial
discrimination
7

quns (5)

Economics
(17)

FIGURE 1. Classification of the topics.

enough for our purpose. On this basis, we were motivated
to manually annotate the topics ourselves to ensure that the
topics were coherent for our analysis.

IV. ANALYSIS AND RESULTS

A. RQI1: WHAT ARE THE TOPICS OF MISINFORMATION?
Research Question 1 aimed to identify misinformation
topics on Twitter. Although the MuMiN platform provided
keyphrase annotations for each misinformation post, these
annotations were not sufficiently detailed for the hierarchical
topic analysis required for this study. Therefore, we manually
annotated 12,581 tweets labelled as misinformation using
MuMiN. Rather than labelling the tweet directly, categories
were assigned based on the claim to which the tweet was
referring, providing a rich set of information for topic
assignment.

Figure 1 shows the results of the topic annotation. The
largest category of misinformation involved US politics, with
more than 98% consisting of political misinformation. The
second largest category of misinformation was related to
health, with the COVID-19 subcategory comprising over 96%
related to health. The highest level of the hierarchy showed
that 9% of misinformation was neither related to the United
States nor health and instead was categorised as ‘other with
the main subcategories being war, space and climate change.

Further analysis revealed that the main subcategories of
the US category were politics (including topics relating to
Trump, Washington political rally (United States Capitol
attack on 6 January), election fraud, and Biden) and social
issues (including topics relating to economic policies, gun
legislation, and racial discrimination). The health category
consisted mainly of COVID-19 and pandemic related issues,
such as vaccination or face masks, but other issues such as
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HIV, Malaria, or Alzheimer’s were identified. The remaining
identified topics were classified into the category Other due
to their small size, including War, Space, Natural World,
Climate Change, and Global Social Issues.

First, we tried different well-known topic modelling
approaches, but were unable to successfully apply them to our
dataset. They did not provide appropriate annotations based
on tweet data. By manually annotating the misinformation
hierarchy, this study provides a detailed insight into the topics
and volume of misinformation on social media platforms.
These labels can be used to develop more advanced detection
systems and support further analysis. Research quantifying
the amount of misinformation on different topics on any
platform is scarce, but our findings align with the limited
research available.

To answer the remaining research questions, we will
characterise misinformation on different topics in terms of
their discourse, the frequency of bots, and the use of different
types of media.

B. RQ2: HOW DO USER ENGAGEMENT METRICS RELATE
TO VISUAL FEATURES IN POSTS?

This research question aimed to explore whether online
misinformation posts have different features on different
topics and to investigate the relationship between user
engagement metrics and visual content. As social media
platforms such as Twitter allow the use of images in posts,
this study aimed to measure the effectiveness of images in
misinformation.

To achieve this, the MuMiN-small dataset, which contains
approximately 1754 images labeled as misinformation, was
analyzed. Each image was labeled based on its content and
color using the approach proposed by Camgoz et al. [9]. For
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FIGURE 2. Comparative analysis of image distribution. This figure presents a bar chart comparing (a) the brightness and colour of images and (b) type
of image across different topics. Figure 2(a) reveals that all topics exhibit high brightness and colour intensity. Figure 2(b) focuses on the same analysis,
but specifically on the distribution of topics across various types of images, highlighting the variations observed within each specific category.

content, the images were manually labeled as containing only
text, only an image, or both text and an image. Images were
also labeled based on the number of colors in the image (one,
two, or three colors, or greater than three colors).

The relationship between image type, colour, and user
engagement metrics (ie retweets, replies, and quotes) was
investigated to understand how the type and colour of images
affect user engagement with social posts. 2b shows the
analysis of the types of images analysed for the topics.
We differentiated three different types of images such as:
image, image with text, and text only. The results showed that
plain images without text had the highest level of retweets
(64% of retweeted posts contained this type of image) and
had the highest relation in terms of frequency to quotes and
replies. These findings suggest that users tend to engage more
with online misinformation presented in the form of plain
images than other types of images.

An analysis of the brightness and colour of images in
different categories of misinformation online is presented
in 2a. The results showed that mono-colour pictures (which
contain two or three colours only) were much less frequent
and had a similar frequency on different topics of online
misinformation with an average of 6.83% (ranging from 2%
for War to 11% for Health-Other category).

Figure 2b shows the frequency of posts that contain
different types of images in different categories. The results
showed that the highest values appear for plain images with
an average of 59.1% (with the highest values of 92% for space
and 71% for war). The images with text had an average value
of 30.6% with similar higher values for the US Politics and
Health categories (with an average value of 46.3%) and much
lower values for the rest of the categories (with an average
value of 15%). Text-only images had the lowest frequency
among all images with a value of 10.1%.

Manual annotation analysis revealed that most of the
images in the analysed dataset could be classified as plain
images with many bright colours. However, the Health
category differed from other categories, including Health-
Covid19. Most of the images followed the pattern of being
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simple and colourful. However, this was not the case for
the health (other) category where there were high values for
different categories (i.e., image with text, text only, or mono-
colour and 2/3 colours). Hence, the most popular image for a
health (other) category would be a colourful image containing
text. However, the analysis was limited to only 1754 images,
with a small proportion of 356 images classified into the
health category, which may limit the generalisability of the
findings.

In general, the findings suggest that plain images without
text are more effective in promoting user engagement with
online misinformation. The colour and content of images in
online misinformation vary across different topics, with the
health category showing distinct patterns compared to other
categories.

C. RQ3A: HOW DOES THE DISCOURSE BETWEEN USERS
DIFFER ON DIFFERENT TOPICS OF MISINFORMATION?
Measuring attitudes toward posts relies on the engagement
metrics of social media users, such as ‘likes’, ‘retweets’,
and ‘replies’, drive their interactions with content [44]. Prior
research has examined the main linguistic characteristics of
content, as social interactions on social networks are based on
language to express personality characteristics [45]. As such,
sentiment analysis plays an important role in the analysis of
online misinformation.

In this study, we focused on sentiments at the sentence
level and classified each post as positive, neutral, or negative.
We employed the transformer-based Twitter-XLM-roBERTa-
base model to establish tweet sentiment for the identified
topics. This is a multilingual language model trained on
nearly 200 million tweets from eight datasets that encompass
more than 30 different languages.

To investigate the distribution of online hate speech in
relation to online misinformation, we used an English-only
hate speech classifier for the social media content. Hate
speech is typically defined as biased, aggressive, and
malicious rhetoric directed at a person or group based on
actual or perceived innate traits [46], [47].
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FIGURE 3. Comparative analysis of sentiment, hate speech and bot
distribution.

The hate speech classifier model used in this study was
trained on a dataset of 103,191 YouTube comments and
pre-trained using the BERT language model. Each post was
classified into one of the four categories: acceptable [0],
unsuitable [1], insulting [2], and violent [3].

1) RESULTS

We applied both sentiment and hate speech models to our
data, and our findings demonstrated significant disparities
between the topics identified in RQ1. As shown in Figure 1,
COVID-19 and political misinformation were the most
prevalent online misinformation categories, accounting for
91% of all instances. We found that US political misin-
formation and war had the highest percentages of negative
tweets and comments, with values of 47.5% and 64.32%,
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respectively. On the contrary, misinformation about politics,
health, and war had the lowest levels of positive sentiment,
with values of 4.4%, 5.5%, and 2.7%, respectively, compared
to topics related to space and climate change, with values of
26.1% and 19.4% of tweets, respectively. Our hate speech
analysis (3c) showed that political misinformation featured
more offensive sentences, with a value of 13%, than any
other category, by 10%. War also had a similar number of
offensive sentences, with a value of 3.96%, as did Health and
Health-COVID, with values of 5.3% and 3.66%, respectively.
We selected these topics due to their high percentage of posts
and replies. Our findings suggest that online misinformation
with more than 40% negative sentences, as identified in our
sentiment analysis, can have a high level of hate speech
identified for both tweets and replies. Our findings are
consistent with those of Hswen et al. [48], who found a strong
relationship between online misinformation and hate speech
in their research on anti-Asian sentiment during COVID-19.
Hswen et al. [48] findings also showed that users expressed
a high level of hate speech towards Asian culture and society
after being exposed to particular online misinformation
on Twitter, which confirms our findings. Based on our
results, we confirm that there are differences between online
misinformation and topics, especially regarding US political
misinformation.

Figure 4 shows a more granular analysis of the two most
popular topics, Politics and COVID-19. The majority of
COVID-19 negative and offensive statements are classified in
the coronavirus category, which contained general tweets and
replies about the coronavirus without stating any particular
theme. Conversely, political misinformation contains a high
percentage in both categories.An intriguing occurrence was
observed in the descriptive analysis of the Trump topic, with
offensive statements being the most frequent among the other
categories. However, the negative statements are much lower
than those of other political issues and US elections. It seems
that users were much more polarised, but less negative, for
Trump compared to different subtopics. On the other hand,
US elections and other political issues had the highest scores
for negative sentences. Both Biden and the US rallies have
had far fewer negative and offensive statements.

Overall, our results indicate that online misinformation is
prevalent, especially in the context of politics and COVID-19,
and can be associated with high levels of negative sentiments
and hate speech. These findings underscore the need to pay
greater attention to online misinformation and its potential
harmful effects.

D. RQ3B: DOES THE LEVEL OF BOT ACTIVITY DIFFER ON
DIFFERENT TOPICS OF MISINFORMATION?

The aim of this research question is to investigate whether
the level of bot activity differs for different topics of online
misinformation. Social bots refer to software-controlled
accounts programmed to actively participate in social media
platforms with the intention of influencing public opinion.
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FIGURE 4. Comparison of the sentiment analysis and hate speech detailed distribution for US politics and COVID-19 subcategories of the online
misinformation. This figure compares the sentiment analysis and hate speech distribution for sub-topics of two online misinformation categories ‘US
Politics’ and ‘COVID19". In the US Politics category (4a), negative sentiment prevails for most of the analysed subtopics. On the contrary, Figure 4(b)
shows less negativity. This analysis highlights distinct sentiment and hate speech patterns within each subcategory of online misinformation.

To detect bots, we used a transformer-based model [49],
trained on 229,573 users and 33,488,192 tweets. We chose
this bot detection model because it employs multi-modal
community-based detection measures and semantic analysis,
making it more effective than other methods.

1) RESULTS

Figure 3c illustrates the differences in bot distribution across
the investigated topics. Our findings indicate that US political
misinformation has been associated with a higher level of bot
usage (24.26%) compared to other topics, with an average
value of 17%. Our manual data inspection revealed that
the data contained social media posts related to the George
Floyd protests in Minneapolis, US presidential elections,
and post-presidential Capitol riots. Furthermore, we observed
slightly higher positive bot scores for both categories of
health, COVID-19, and Other Health topics, with values of
18.29% and 29.72%, respectively. In contrast, the categories
related to space and war had the lowest positive bot values of
12.04% and 15%, respectively.

V. DISCUSSION

We present one of the first evaluations that assesses
the similarities and differences between a diverse set of
misinformation topics on Twitter, while taking into account
the nature of the content and how users engage with it.

This research extends previous studies that have explored
different types of online misinformation and how their spread
online. We examine various topics of online misinformation,
which is a significant improvement over previous research
that has focused on a narrower range of topics.

Our study considers online discourse to be characterised by
sentiment, hate speech, and the role of bots on many topics.
Previous studies have mainly concentrated on a single on-line
discourse metric and a single subject. Therefore, we focused
our work on three main metrics of online discourse across
different topics. One of our main findings is that political
misinformation had one of the highest values for negative
sentiment (the war category had the highest value of 64%, but
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there was a small sample of analysed tweets in this category)
and had the highest value in the remaining categories for bot
presence and offensive statements, accordingly, compared to
an average of 17%, 6%, 11%.

We identified the highest number of bots within both
political and health categories, which can also indicate a
high level of online disinformation that is not considered
in our research. The health topic is much less negative
than political misinformation. Prior research in regards
to analysing engagement and discourse across different
topics is limited, as previous studies focused more on
finding individual features of posts or the spread of online
misinformation. However, by examining various topics and
their similarities and differences for both visual and textual
content, we improved the current ML or Al models by adding
additional data.

Our research confirms the theory that the most popular
circulated images are multicoloured and contain both text
and images. This postulates the complexity of online
misinformation and shows that detection models must be
prepared for diverse inputs that can differ in many ways
at a fine-granular level. Additionally, our data suggest that
political and war-related misinformation has higher negative
sentiment, offensive statements, and bot presence, compared
to other topics. Health-related misinformation also had a high
level of bot presence, but with lower negative sentiment and
offensive statements.

Our findings can help policy makers understand what
kind of misinformation has been spreading on Twitter and
how to plan campaigns to make users more aware of online
misinformation and how to spot its various features. Future
research could explore how user decision changes over time
when exposed to misinformation on different topics. This
is an important area for further investigation, as online
disinformation threatens both the foundations of fundamental
democratic structures and the health of society. Hostile
environments with a high level of tweets and replies posted by
bots, whether coming from internal or foreign organisations,
can cause people to doubt their beliefs. Therefore, it is crucial
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to address the problem of high bot presence in online social
media, especially in topics that are more susceptible to online
misinformation.

VI. LIMITATIONS

We have identified several limitations that should be taken
into account when interpreting the results. Firstly, the external
validity of the findings is questionable, as the dataset focused
on specific historical milestones, which may not be applicable
to other contexts. For example, tweets about Covid-19 may
not accurately reflect discussions about health in general, and
tweets about the US elections may not accurately represent
conversations about politics in general. Furthermore, the
manual labelling method used to address RQ1 is difficult
to replicate, and the sample size mentioned in Section B,
RQ2, limits the generalisability of the findings. Furthermore,
the model for detecting hate speech was initially trained on
comments sourced from YouTube, not Twitter, which could
affect the applicability of the model when transferred from
one platform to the other, as the text sizes, user behaviours,
and the overall nature of interactions on these two social
platforms are significantly different.

VII. CONCLUSION

In this study, we sought to understand and characterise how
users engage with misinformation on a wide range of topics
on the popular Twitter social media platform, as well as
the relationship between visual elements and engagement.
We annotated approximately 13 thousand misinformation
posts into a topic hierarchy to understand the prevalence of
different topics within the misinformation domain. From this,
we proposed and answered research questions surrounding
user engagement with different types of misinformation,
as well as the levels of hate speech, bot activity, and sentiment
types. Furthermore, to acknowledge the role and popularity
of different types of media on Twitter, we manually labelled
a number of images based on the visual format of the
image and contrasted this between misinformation topics.
Our results show that misinformation related to the United
States and health dominated the misinformation landscape
of the collected data. Furthermore, we found that political
misinformation had the highest levels of hate speech and
bot activity, while COVID-19 related misinformation was the
most negative.
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