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ABSTRACT In this paper, a medical examination algorithm is proposed that can collect users’ symptoms
and automatically issue a diagnosis. The proposed algorithm makes use of ‘‘Symptom2Vec’’ and the
‘‘analysis model of responses on self-diagnosis questions’’ (AMoRSD) for real-time interviews with users.
Symptom2Vec can learn about the relationship between terms related to the symptoms and disease, and
establish questioning criteria to be used in patient health checkups, as well as general appropriate follow-
up questions based on patient symptomology. AMoRSD analyzes the patient’s emotional expressions
and responses to self-diagnostic questions, classifying them into ‘‘Sick,’’ ‘‘Not Sick,’’ and ‘‘Neutral’’
categories based on patterns. Compared to traditional models, Symptom2Vec earned the highest mean
symptom similarity score of 0.983. Furthermore, compared to other models that only learn from patient
responses, AMoRSD demonstrates an area under curves (AUC) of 0.99%, indicating that jointly learning the
relationship between emotions and patient responses improves the accuracy of user response classification.
The combined algorithm of Symptom2Vec and AMoRSD enhances the efficiency and accuracy of user
symptom collection and appropriate diagnosis generation. The data were collected from reliable medical
sources such as WebMD Dictionary, NHS inform, Snomed Ct, and Cleveland Clinic, encompassing
526 disease names and 2078 symptoms. Additional data were obtained for AMoRSD, focusing on
conversations within a hospital context, and effectively trained and evaluated the model using diverse and
representative datasets. This research addresses the importance of medical history-taking and contributes to
the field by providing a robust framework for real-time symptom-based diagnosis in clinical environments.

INDEX TERMS Artificial intelligence, BERT, disease prediction, healthcare, history taking, natural
language processing, self-diagnosis, supervised learning, Symptom2Vec, Word2Vec.

I. INTRODUCTION
Acommon misunderstanding of medical diagnosis is that
a doctor can accurately determine a patient’s needs by
performing tests. However, a wealth of studies has revealed
that probing questions are the most important step in patient
symptomology [1], [2], [3]. Taking note of a patient’s medical
history is an interview process which is deemed important
in making a medical diagnosis in approximately 75% of
cases. This is therefore seen as a sign of good practice and
is often taught to medical students at medical school [2],
[3], [4]. However, given the lack of a standardized checklist,
a great emphasis must be put on a doctor’s experience
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and meticulousness when in conversation with a patient
[1], [4], [5], [6]. This unstructured approach isn’t purely
a matter of efficiency; it can also be cause problems and
even be fatal if, for example, a resident and the doctor make
different diagnoses for the same patient that conflicts with
the patient’s medical history. Boston Medical College in the
United States analyzed a clinical case in which a patient
died when the medical history questioning process was not
performed properly [4]. Consequently, the importance of
a doctor’s evidence collection through an accounting of a
patient’s medical history is essential [4]. However, it is
difficult to generalize the medical history taking process
because the medical conditions of patients vary, and the
degree of symptomology and stage of disease advancement
are also highly diverse. For example, an eye related question
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should be asked to a person who comes to the hospital
with eye pain, and the disease might be correctly diagnosed
through the process of asking the patient follow-up questions
about other symptoms, including the frequency or severity of
those symptoms. However, the method of taking a medical
history, which requires interaction with many patients, is a
time-consuming process.

As interest inmedical care has soared since 2017, papers on
developing diagnostic algorithms based on machine learning
have increased rapidly [7]. In the oriental medicine symptom
diagnosis system, Word2Vec was utilized to solve the
synonym problem of symptoms, and studies to help diagnose
by applying Word2Vec such as Disase2Vec and Patient2Vec
are also being conducted steadily [8], [9], [10], [11].
However, deep learning-based medical chatbots face various
challenges in actual clinical scenarios, such as bias issues
caused by supervised learning and concerns regarding their
reliability and trustworthiness [12]. Furthermore, the data
used in the study are also conducted with patients’ personal
information which requires strict management [7], [13],
[14], [15]. This is disadvantageous as it is difficult to
apply in a clinical environment because prediction can be
attempted only when a patient visits a hospital, and patient
data must be collected and pre-processed which is very
time-consuming. These restrictions limit the usefulness of
deep learning-based medical chatbots in real-world clinical
situations.

The following six reasons limit the usefulness of deep
learning-based medical chatbots in real clinical settings.

1) The process of generating follow-up questions related
to symptoms to patients is important because the
diagnosis varies depending on the medical history
taking, but there is no standardized way for medical
history taking.

2) Doctors generate follow-up questions based on their
medical experience, butmedical chatbots have some set
questions in the form of Rule-based.

3) Since the symptoms of the patient generate follow-up
questionswhile predicting the disease, theweight of the
disease increases, causing inference bias.

4) Since deep learning-based models are black box
models, reliability problems arise.

5) Since the medical data used for model learning is
sensitive data containing individual information, a lot
of resources are consumed in the process of collecting
and preprocessing data.

6) Chatbot users may not be aware of their symptoms
clearly or may find it difficult to express.

It is difficult to use deep learning-based models in real-
world clinical practice. Therefore, in this paper, the following
three tasks were conducted to solve these problems.

1) Generate follow-up questions based on symptoms
using our proposed Symptom2Vec, which expresses
the relationship between a disease and symptoms on a
vector.

2) Categorize user responses to self-diagnosis questions
into three classes (sick, not sick, and neutral) using
BERT-based AMoRSD

3) Establish the criteria for generating follow-up ques-
tions and using those criteria to standardize the
previously unregulated history taking process.

In order to determine their relationships, only disease and
symptom data were used, and patient data was omitted.
Based on this relationship, an automatic diagnosis health
checkup algorithm is proposed that asks patients about
similar symptoms. For instance, if a patient presents a
symptom such as a runny nose, the algorithm will include
inquiries about related symptoms like sneezing or nasal
congestion.

This paper consists of five sections. Section II reviews
the related research. First, the history of medical information
for patient symptom collection and related research are
introduced. Next, the studies are introduced which uses
deep learning and Word2Vec to predict diseases. Section III
concerns methods and materials. This section proposes
Symptom2Vec and follow-up question generation conditions
for self-diagnosis, and illustrates the data and experimental
environment required for learning. Section IV evaluates the
performance of each model, and finally, Section V discusses
the conclusions of this paper and future research.

II. RELATED WORK
A. HISTORY TAKING
Medical history taking is the process of obtaining information
on a patient’s disease, such as the time, symptoms, location,
and intensity of occurrence. Until the 1850s, there was no
record of history taking, and the diagnosis was focused on the
immediate presentation of physical symptoms alone [16]. The
first medical history taking tool was the Woodworth Personal
Data Sheet (WPDS) developed in 1928 for largescale
soldiers suffering from World War I-related mental illnesses.
It was a questionnaire-type measurement tool to identify
neurotic patients [1], [17]. From this point on, tracking a
patient’s medical history has proven to be an essential part
of the diagnosis process, and research related to history
taking instruments (HTI) has been actively conducted to
effectively record patient medical histories [18], [19]. Since
the 1980s, software based HTI studies have been conducted
for physicians; however, most clinicians have been reluctant
to use computers because they doubt the reliability of the
software.

Despite this view, computerizing such data has proven to
have many benefits. Collected data are more reliable and
accurate than face-to-face interviews [1], [20], [21]. HTI
also has the advantage of saving clinicians’ time and being
able to diagnose and treat patients regardless of location
[1], [22]. This is because clinicians spend most of their
time listening to patients’ medical histories. Although these
numerous potential uses, such as its advantageous role
in combating the recent COVID-19 pandemic have been
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demonstrated, utilizing it in the actual clinical setting has
proven challenging due to significant drawbacks. In practice,
history taking primarily relies on questionnaires rather than
direct interaction with a doctor. As a result, there is a
possibility of misinterpreting questions and doubt cast on
the reliability of the answers. In addition, this can lead
to inference bias because it performs inductive reasoning
that queries the symptoms of a disease by increasing the
weight for a specific disease based on patient symptom
information, rather than deductive reasoning that diagnoses a
disease after collecting patient information. This is because
the algorithm of medical history listening mainly uses
sequential Bayesian algorithms [20], [23], [24]. Bayesian
algorithms have the advantage of dramatically reducing time
compared to formalized questionnaires as they select the
next question based on the previous answers of the patient
[25], but these algorithms rely on access to a vast amount
of medical procedure data and require some rule-based
sequential fixation which may cause inference bias.

B. DISEASE PREDICTION USING DEEP LEARNING
Deep learning technology, which is at the center of the
development of artificial intelligence, uses an artificial neural
network that imitates the brain structure of living things.
This innovation is being used across various fields including
image and natural language processing. The medical industry
has also adopted this technology, and it is playing a role
in complementing the shortcomings of the existing medical
system, including reducing inefficiencies and inaccuracies in
the disease diagnosis process. For example, the European
Respiratory Society announced a technology to diagnose
COVID-19 by voice. Mel-spectrogram analysis technology
was utilized with the average verification AUROC at 83.23%,
and test AUROC also showed a high degree of accuracy at
78.3% [26]. However, deep learning model applied to the
medical field also has some limitations. The first problem
is that it is difficult to balance the data. As the importance
of quality data has become clear, many hospitals around the
world are conducting computerization to collect data from
patients and continuing research to extract data that meets
each condition. Examples of computerized data include EHR
and MIMIC, which are big data with vast amounts of data
[27], [28]. However, these data are difficult to access and
limited compared to other data because of privacy policy
issues [29]. Furthermore, some data are too dense or missing
specific classes in collected data sets, so researchers must
obtain additional data from hospitals or clinics or use a GAN
model to generate additional data [7].

However, since the data thus obtained are likely to have
the same problem, it is necessary to prove the validity of the
deep learning model [7]. The second issue is the uncertainty
surrounding the accuracy of the deep learning model, which
may not be reflected in the figures published in current
research. It is unclear whether a diagnosis made using real
patient data with multiple variables will result in satisfactory

performance, as opposed to using cases learned in the deep
learning model. IBM’s Watson, developed in the United
States, had a consistency rate of 40%with doctors when using
patient data from within the country. However, it was noted
that the data Watson was trained on was not representative
of certain patient groups such as Asian characteristics as it
was trained using only American data [30]. The third issue
is the lack of clarity around responsibility in the case of a
human accident caused by a malfunction of the deep learning
model. It is uncertain as towho should be held accountable for
such unexpected incidents, including hospitals, doctors, and
the developers of the technology. Currently, the deep learning
model operates as a black box model during the process of
inputting data and receiving results, making it unclear what
information the deep learning model uses when making a
diagnosis. This lack of transparency reduces the reliability
of diagnoses. This result, various issues with artificial
intelligence make it difficult to be widely adopted in the
medical field, leading to ongoing research and development.
However, it remains challenging to implement the deep
learning model in actual professional settings. To address
this gap, this paper focuses on representing the relationships
between symptoms and disease using symptom and disease
data, rather than limited medical data due to privacy and
ethical constraints. Additionally, by explaining the collected
symptoms in a method that enables secondary usage by both
doctors and patients, the uncertainty of black-box models that
could potentially affect trustworthiness was addressed.

C. DISEASE DIAGNOSIS USING Word2Vec METHOD
One of the techniques that came out to solve the disadvantage
of not being able to calculate the similarity between words,
a problem with one-hot encoding, is Word2Vec. This
technique predicts the central word using the peripheral
word by learning their relationship [31]. Word2Vec employs
a distributed hypothesis; namely, a hypothesis where each
word appearing in a sentence is semantically related to the
surrounding word. For example, in the sentence ‘‘Students
study at school,’’ the words ‘‘students’’ and ‘‘school,’’ ‘‘stu-
dents’’ and ‘‘study,’’ and ‘‘school’’ and ‘‘study’’ are related.
In this way, in an article with one theme, different words
have a semantic relationship. Expressing this on a vector is
called word embedding, and a representative learning method
for word embedding is Word2Vec. Word2Vec, which learns
each sentence, identifies the role and meaning of words in
the context [31]. As medical texts are focused on a single
topic with tightly related vocabulary, such approaches are
particularly suitable for disease diagnosis. In 2018, a study
vectorized text data in the BioNLP process using word2vec
and compared the predictive model with logistic regression,
revealing that type 2 diabetes outbreaks could be predicted
with a degree of accuracy using the XGBoost model [8].
In addition to these studies, information on each patient was
collected using the Electronic Health Record (EHR) system,
and based on this, a study of Patient2Vec, dealing with
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the in-depth representation of personal patient information,
was conducted resulting in an area under the curve(AUC)
of 0.799 [9]. Moreover, in 2020, a Disase2Vec study was
conducted that could classify diseases based on microbial
information by connectingmicroorganisms and diseases [10].

D. NATURAL LANGUAGE PROCESSING IN THE LANGUAGE
PROCESSING IN THE MEDICAL FIELD
In recent years, there has been an increase in research
focusing on utilizing digital biometric indicators in nat-
ural language processing (NLP) to analyze medical texts
[32], [33]. This has enabled low-cost pathology diagnosis,
classification, and monitoring. One study introduced the
transformer for relation extraction (TRE) model, which
demonstrated that using a pre-trained Transformer signifi-
cantly improved sample efficiency [34]. By utilizing only
20% of the training data compared to training from scratch
on the TACRED dataset, the pre-trained model achieved
comparable performance [34]. Additionally, there has been
a rapid increase in NLP research, particularly in the field
of mental health [35]. This is due to the convenience of
analyzing clinical documents written in free-form text and
accessing behavioral and emotional reference documents
for patient treatment [35], [36]. Ongoing research aims
to efficiently extract relevant information from numerous
medical literature sources, including rapid and accurate
retrieval of documents related to specific diseases. In the
medical field, there is a growing focus on fine-tuning pre-
trained models like BERT to enhance model performance
[37], [38], [39], [40]. For instance, a study analyzed the
performance of NLP integrated with machine learning for
accurately classifying medical subjects in text-based health
counseling data used for disease counseling in medical chat-
bot systems [40]. The study compared five models, including
LSTM and BERT, and found that the BERT model achieved
the highest performance metrics, with approximately 75%
accuracy in four evaluation indicators(precision, accuracy,
recall, and F1-score) [40]. Precision, accuracy, recall, and F1-
score are commonly used evaluation metrics in the medical
field due to the importance of accurate information [36].
To improve the model accuracy, data quantity and quality
are crucial factors, and activities such as changing pre-trained
models or adjusting hyperparameters are performed. Related
research has investigated the performance variations based
on different pre-trained models and the stability of fine-
tuning with limited medical resources [36]. A comparison
of BERT-BASE, BERT-LARGE, and ELECTRA models
identified specific techniques for performance enhancement,
such as freezing lower layers for BERT-BASE and layerwise
decay for BERT-LARGE and ELECTRA models [37]. The
research also emphasized the importance of domain-specific
vocabulary and pre-training for robust fine-tuning mod-
els [37]. AMoRSD utilizes a pre-trained model specifically
designed for sentiment analysis, which sets it apart from
previous studies that employed large-scale pre-trained mod-
els like BERT-BASE and BERT-LARGE with fine-tuning.

While sentiment analysis may not have direct relevance to
the healthcare domain, the representation of responses to self-
diagnosis questions is closely linked to human emotional
expression. As a result, AMoRSD possesses the capability
to learn both human emotions and symptom expressions
simultaneously, enabling accurate real-time classification of
users’ responses to self-diagnosis questions.

III. METHODS AND MATERIALS
A. DISTRIBUTION SEMANTIC
The Symptom2Vec proposed in the paper is an idea based
on the concept of distributed semantics from Word2Vec.
In Word2Vec, words in a sentence are embedded in a
way that reflects the meaning of their neighboring words,
allowing the algorithm to identify the context of the sentence.
In contrast, Symptom2Vec embeds symptoms of a disease
instead ofwords in a sentence because symptoms are essential
in diagnosing a disease. However, the learning process of
Symptom2Vec is structurally similar to that of Word2Vec,
and it allows the algorithm to recognize the relationship
between symptoms of a disease.

Fig. 1 compares the learning process of Word2Vec and
Symptom2Vec under the assumption that the window size
is 2, and it is confirmed that both have structural similarities in
terms of distributed semantics. Among the criteria for judging
a disease, symptoms are the most important clue. As the
figure shows, colds are accompanied by symptoms such as
nasal congestion, cough, fever, sore throat, and headache.
Symptom2Vec understands them in the same context because
they have a similarity to the symptoms of a cold.

In the case of Symptom2Vec, multiple symptoms are
incorporated into one sentence. Each sentence represents a
collection of symptoms associated with a particular disease,
and the sentences shown in the figure represent the symptoms
of a cold. This design allows Symptom2Vec to grasp the
relationships and associations between various symptoms,
aiding in more accurate disease diagnosis based on similar
symptom patterns.

FIGURE 1. Comparison of the learning process between Word2Vec and
Symptom2Vec.

B. Symptom2Vec
Similar symptoms are clustered in Symptom2Vec, just as
similar words are clustered in Word2Vec. Symptom2Vec

VOLUME 11, 2023 114435



M. Kim, I. Joe: Automatic Diagnosis of Medical Conditions Using Deep Learning With Symptom2Vec

FIGURE 2. Visualization of Symptom2Vec in three dimensions using
Embedding Projector of Google.

learns the symptoms of a single disease in the same context,
so the cluster of symptoms has unique characteristics. This
cluster contains information about the disease. Among the
criteria for determining disease, symptoms are the most
important clue. For example, colds are accompanied by
symptoms such as nasal congestion, cough, fever, sore throat,
and headache, which means that each symptom is similar to
the other and in the same context by the standards of colds.
In conclusion, Symptom2Vec understands the symptoms of
each disease as a context and proceeds with learning.

Fig. 2 is a three-dimensional visualization of Symp-
tom2Vec learned using Google’s Embedding Projector. The
symptomswere clustered by disease according to the learning
characteristics of Symptom2Vec. The confirmation of cluster
similarity for specific diseases is conducted using cosine
similarity. By utilizing Symptom2Vec in self-diagnosis,
it becomes possible to identify similar symptoms to the
user’s reported symptoms and generate subsequent questions.
Detailed methods, along with an explanation of the variable
‘‘potentialValue,’’ will be introduced in the following section.

C. CONDITIONS FOR GENERATING FOLLOW-UP
QUESTIONS FOR SELF-DIAGNOSIS
If similar symptoms have been identified using Symp-
tom2Vec, it is time to set a standard for when to proceed with
additional interviews. The criteria can be defined using the
cluster characteristics of Symptom2Vec. In this paper, there
are two criteria for completing additional interviews. The first
criterion is, ‘‘Is the number of symptoms mentioned by the
user sufficient to predict the disease?’’ The data used for
learning will be covered in more detail in E and F part, but
the average number of symptoms for each disease in the data
used for Symptom2Vec learning is 7.97. Therefore the first
criterion is defined as 8 because a disease has an average of
eight symptoms. This can be expressed as Equation 1. The
second criterion is ‘‘Is the user’s symptom cluster similar to
the disease’s symptom cluster?’’ Clusters should be judged
based on density, not area. A large number of symptoms
must be concentrated in a narrow area to be recognized as
a cluster. Suppose the user complains of having symptoms
such as a runny nose, sneezing, coughing, and headaches.
An additional questionnaire asking appropriate follow-up

questions for related illnesses, such as those relating to chest
pain, weight loss, and hyperuria, can specify which disease
cluster the user corresponds to. Criteria for determining the
degree of integration of these symptoms can be obtained
through the average of the similarity of symptoms. If you
know all the coordinates of the points, let’s say that the mean
of d is the potential value. When the density is large, the
average value becomes smaller, andwhen the density is small,
the average value becomes larger, so the potential value and
the density can be defined by Equation 2.

AVG(diseaseSymptomsCount) = 7.97

∴ userSymptomsCountStandard = 8 = uSCS (1)

Density ∝
1

potentialValue
(2)

Equations 3 to 6 provide a formalization of the process
for defining the potential standard based on the symp-
toms mentioned by a user, denoted as Sn for the nth
mention. Among these equations, Equation 5 defines the
potentialValue for each disease’s symptom cluster, which
is used to calculate the average similarity of the symptom
clusters for a disease. By averaging the potentialValues,
the average density of symptoms that define a disease can
determined and it is represented as the potentialStandard in
Equation 6. In this calculation, the cosine similarity method,
considering only the direction of the vectors and accounting
for the vector’s magnitude, is employed. By computing
the minimum, maximum, and average values through these
equations, the following results are obtained: the minimum
average symptom similarity value among the diseases is 0.77,
and the maximum average symptom similarity value is 1.
The average symptom similarity value across all diseases was
0.94. Consequently, the potentialStandard , which serves as
the second criterion, is defined as 0.94.

Therefore, Equations 1 to 6 provide a framework for
defining the two criteria for generating follow-up questions
in self-diagnosis. Equation 7 summarizes these criteria,
indicating that follow-up question generation is terminated
when the number of symptom mentions by the user is
sufficient to predict a disease and when the mentioned
symptoms form clusters that are sufficiently indicative of a
disease.

dcosine(X ,Y ) =
X · Y

∥X∥ · ∥Y∥
(3)

S = S1 + S2 + S3 + . . . + Sn (4)

potentialValue(S) =

AVG(dcosine(S0, Swhole−0)
n

+
AVG(dcosine(S1, Swhole−1)

n
+ . . .

+
AVG(dcosine(Sn, Swhole−n))

n
(5)

potentialStandard =

AVG(potentialValue(diseaseSymptoms)) = 0.94 (6)
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If (n ≥ uSCS)and(potentialValue ≥ potentialStandard)

: EndFollowUpQuestioning (7)

D. AMoRSD
The Analysis Model of responses to self-diagnosis questions
(AMoRSD) is a model used in the diagnostic process to
determine the presence of symptoms by classifying patient
responses into three categories: ‘‘Sick,’’ ‘‘Not Sick,’’ and
‘‘Neutral.’’

The core idea of AMoRSD is to fine-tune a pre-trained
BERT model using symptom expression data for self-
diagnosis questions by leveraging sentiment analysis data
based on BERT. Although sentiment analysis itself is not
commonly used in the medical domain, the expression of
responses to self-diagnosis questions is closely tied to human
emotions. Figure 3 illustrates example sentences of response
expressions for each class and their association with human
emotions.

For instance, a sentence like ‘‘I have a headache’’ could
be classified as a negative sentiment and associated with
the ‘‘Sick’’ class. Therefore, AMoRSD classifies response
expressions based on human emotions, allowing for efficient
learning with limited data.

FIGURE 3. Association between response expressions to self-diagnosis
question and human emotions.

E. OVERALL ALGORITHM
Fig. 4 represents an example of a medical examina-
tion algorithm’s overall progress using Symptom2Vec and
AMoRSD. This is a situation where a user complains of eye
pain. First, keyword extraction and chunking rules are used
to extract the symptoms from the text. This is the ‘‘Find
Symptom’’. Second, AMoRSD analyzes the conversation to
determine if the user has the symptoms. It also checks if the
user has a neutral attitude and does not relate to the symptoms.
Based on the results of the analysis, the user’s symptom
information is updated. The information remains until the
last stage of the algorithm. Third, based on the updated
symptom list, those classified as ‘‘Sick’’ or ‘‘Not Sick’’ are
verified for additional questionnaire conditions to confirm
whether to proceed with additional questions. The other one
is ‘‘Neutral’’, so the additional questionnaire is used. Fourth,
if the user is not satisfied with the conditions, the user needs
to conduct an additional questionnaire to extract symptoms
similar to those of the user through Symptom2Vec and ask
the user questions. If the conditions related to the additional
questionnaire are satisfied, the top three diseases inferred

from the information gathered are checked along with the
matching rate. Finally, if the match rate does not exceed 70%,
the user is asked for one of the symptoms corresponding to the
first-rank disease. However, if the concordance rate exceeds
70%, the predicted diseases are explained to the user.

F. DATA BASED ON MEDICAL KNOWLEDGE
Data were collected from websites such as WebMD Dictio-
nary, NHS inform, Snomed Ct, and Cleveland Clinic, which
are known for reliable medical data. Data collection was
completed based on 526 disease names by referring to the
papers related to medical questionnaires. Fig. 5 shows a
partial excerpt of the data, which consists of 526 disease
names and 2078 symptoms. The column consists of a total of
8 columns, each representing the disease name, description,
prevention method, cause, symptom, accompanying disease,
treatment department, and treatment method.

G. DATA FOR AMoRSD
Additional data was collected for AMoRSD as it requires
conversation-related data to determine whether the user
has symptoms. The collected dataset consisted of Google
search results focusing on conversations within a hospital
context. A corpus of 2078 symptoms was used to generate
sentences related to being sick, not being sick, and neutral
expressions, and these sentences were then categorized into
three classes and labeled accordingly. The dataset was split
into an 80:20 ratio for training and evaluation purposes. The
training data comprised 1161 instances classified as Sick,
1216 instances classified as Not Sick, and 1008 instances
classified as Neutral. The remaining 20% of the data
served as the test set, which consisted of 307 instances
classified as Sick, 292 instances classified as Not Sick,
and 248 instances classified as Neutral. By employing
this methodology, a diverse and representative dataset was
utilized to train and evaluate the AMoRSD model, enabling
effective classification of the purpose of user talks within the
medical conversation context.

H. LEARNING
Table 1 summarizes the specifications of the hardware and
software used in Symptom2Vec learning. The CPU used
AMD Ryzen Threadripper 3960X 24-Core Processor, while
the GPU, which plays an important role in model learning
such as BERT, used NVIDIA TITAN RTX. The RAM
capacity is 98304 MB, and CUDA Toolkit installed version
11.7.0 in consideration of GPU model. The version of
Tensorflow (including Keras) used 2.7.0 and Transformers
used 4.10.0. Finally, Python and Pytorch used versions
3.7.10 and 1.10.1, respectively, and for Sklearn, which serves
as an auxiliary aid, such as dividing training data and test data,
0.24.2 was installed to finally complete the configuration.

Table 2 provides a summary of the learning parame-
ters used for Symptom2Vec and AMoRSD. Symptom2Vec
employed a Skip-gram model using the Gensim library. The
vector size was set to 200, and the window size, as defined in
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FIGURE 4. Process of medical examination algorithm using Symptom2Vec and AMoRSD.

FIGURE 5. Data used for Symptom2Vec learning and disease retrieval
(data consists of 526 diseases, 2,078 symptoms, and 8 columns).

TABLE 1. Workstation specifications for learning.

Equation 1, was determined to be 8. The min count parameter
was set to zero to ensure all symptom-related words
were learned, regardless of their frequency of occurrence.
Additionally, the model’s hyperparameters used four workers
and 30 epochs. In this study, the yangheng/deberta-v3-base-
absa-v1.11 model from Hugging Face was chosen as the
pre-trained model for AMoRSD. This model was trained on
over 30k ABSADatasets2 and can classify human emotions
into three classes (Negative, Positive, Neutral) when given a
sentence, aligning well with the objectives of the proposed
AMoRSD. The number of epochs was set to 30, and the
maximum length of input sentences was limited to 64,

1https://huggingface.co/yangheng/deberta-v3-base-absa-v1.1
2https://github.com/yangheng95/ABSADatasets

and a batch size of 8 was chosen to strike a balance
between training time and accuracy. The learning rate was
set to 1e-5, and the Cross-Entropy Loss function, commonly
used for multi-class classification in BERT, was employed.
Lastly, the optimizer was set to AdamW, allowing for the
identification of the global minimum even with a small
amount of data and without reducing the learning rate. The
training data was encoded using the tokenizer.encode_plus
function. Data preprocessing involved tokenizing the input
sentences, adding special tokens, limiting the maximum
length, and performing padding. Subsequently, a DataLoader
was created to fetch the encoded input sentences and
attention_masks in batch units for training.

TABLE 2. Hyperparameters for Symptom2Vec and AMoRSD.

IV. EVALUATION METHOD
Cosine similarity was employed as the evaluation metric
for Symptom2Vec. This method calculates similarity by
measuring the cosine angle between two vectors. Unlike
Euclidean distance or Jacquard similarity, the length of the
document does not influence the similarity score. In the
context of Symptom2Vec, it is crucial to assess the semantic
similarity between symptoms, irrespective of the number of
symptoms associated with each disease. Hence, in this paper,
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Symptom2Vec is evaluated using the Cosine similarity score
function provided by the Gensim library.3

As mentioned in the section on ADDITIONAL QUES-
TIONNAIRE CONDITIONS, the higher average similarity
implies that symptoms associated with a particular disease
exhibit well-defined clustering, indicating a cohesive group-
ing. Therefore, when considering all diseases, the value of
avg(AvgSimilarity) indicates that symptoms have effectively
formed distinct clusters for each respective disease. Addition-
ally, the min(AvgSimilarity) aims to identify the disease with
the lowest average similarity among all diseases. If in cases
where the list of symptoms for a specific disease was empty,
the similarity score was considered as 1.

Symptom2Vec was evaluated by comparing it with three
other models: Word2Vec, pre-trained Word2Vec, and pre-
trained Sence2Vec. The first comparison model, Word2Vec,
was trained using the same parameters as Symptom2Vec
and utilized medical knowledge-based data descriptions for
learning. Additional comparisons were performed using a
pre-trained Word2Vec model sourced from the Google News
corpus,4 which was fine-tuned using the same approach as
the first comparison model. The third comparison model,
Sence2Vec, is a variation ofWord2Vec specifically developed
to address the issue of word polysemy [41]. This model was
installed through pip install using code provided on GitHub,5

imported as a library, and then fine-tuned using the same
approach as the first comparison model.

AMoRSD was evaluated by comparing it with six models:
five commonly used models for multi-class classification
(Softmax Regression, SVM, LSTM, Random Forest, BERT
(base)), and AMoRSD (large) as the comparison model. For
AMoRSD (large), a similar pre-trained model, deberta-v3-
large-absa-v1.1,6 was used as the base, and fine-tuning was
conducted following the same process as AMoRSD. The
main difference between the two models lies in the training
model: AMoRSD utilizes the FAST-LCF-BERTmodel based
on microsoft/deberta-v3-base,7 while AMoRSD (Large)
uses the FAST-LCF-BERT model based on microsoft/
deberta-v3-large.8

For the remaining five models, similar hyperparameters
were employed as in AMoRSD. The LSTM model had
a max_sequence_length set to 100, and Adam optimizer
and categorical_crossentropy loss function were used. BERT
(base) utilized the widely-used bert-base-uncased as the
pre-trained model, while the other models had no further
modifications.

To assess the model’s performance, the model was set
to evaluation mode by invoking model.eval(). Evaluation
metrics such as classification_report, confusion_matrix,
roc_curve, and auc were employed. Since the model is a

3https://radimrehurek.com/gensim/models/word2vec.html
4https://github.com/mmihaltz/word2vec-GoogleNews-vectors
5https://github.com/explosion/sense2vec
6https://huggingface.co/yangheng/deberta-v3-large-absa-v1.1
7https://huggingface.co/microsoft/deberta-v3-base
8https://huggingface.co/microsoft/deberta-v3-large

FIGURE 6. Visualize Symptom2Vec in three dimensions using Google’s
Embedding Projector (Pink eye).

FIGURE 7. Comparison of similarity scores for each model.

multiple classification model with three classes, in addition
to accuracy, class-specific F1-Score, precision, and recall
were computed. Accuracy represents the ratio of correctly
classified instances to the total number of instances. Precision
measures the proportion of true positive predictions among
instances predicted as positive. Recall calculates the ratio
of true positive predictions among actual positive instances.
The F1-Score provides a balanced measure of model
performance, taking the harmonic mean of precision and
recall. The following equations represent the four evaluation
metrics:

Accuracy :
TP+ TN

TP+ TN + FP+ FN
(8)

Precision :
TP

TP+ FP
(9)

Recall :
TP

TP+ FN
(10)

F1 − Score : 2 ·
Precision · Recall
Precision+ Recall

(11)

V. PERFORMANCE EVALUATION
Fig. 6 shows what happens when ‘‘pink eye’’ is provided as
an input to Symptom2Vec. The numerical values on the right
side of the figure represent the cosine distance between the
reference word and the comparison words. These distances
are arranged in ascending order, indicating the proximity
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FIGURE 8. Classification report for each model.

FIGURE 9. Confusion matrix and ROC curve graphs in AMoRSD (base).

between the words. The left side of the figure, which shows
the vector visualization, reveals that various eye-related
symptoms, including ‘‘eye discharge’’ and ‘‘swollen eyelid,’’
are positioned in close proximity to pink eye. This proximity
suggests a concentration of similar symptoms. In essence,
individuals exhibiting symptoms located nearby are more
likely to have the same disease. Consequently, by calculating
the symptom distances for each disease, it becomes possible
to determine the average density that defines a particular
disease.

Figure 7 illustrates a comparison of symptom similarity
scores between Symptom2Vec and other models. Word2Vec
encountered a substantial number of instances (1,755 cases)
where symptoms were not adequately expressed, despite
training with DESC. Therefore, additional comparisons were
conducted using pre-trained Word2Vec. The model had a
vector size of 300 and had been trained using Google News
and encompassed approximately 3 million embedded words.
However, this lacked the inclusion of symptom-relatedwords.
When comparing symptom similarities, it was observed
that the avg(AvgSimilarity) was relatively low at 0.537.
Another pre-trained model, Sense2Vec, exhibited slightly
improved performance compared to other models, but the
min(AvgSimilarity) remained low at 0.136. The proposed
Symptom2Vec model in this study demonstrates superior
performance compared to other models in exploring similar
symptoms for generating appropriate follow-up questions
based on a patient’s symptoms. This model effectively
captures the relationship between symptoms and diseases,
thereby enhancing expressiveness and accuracy.

Figure 8 provides a summary of the Classification Report
for the proposed AMoRSD model and the six alternative
comparison models based on the information presented

FIGURE 10. Learning graphs of AMoRSD (base) and AMoRSD (large).

thus far in the paper. The AMoRSD model achieves the
highest accuracy with a value of 0.9823. Additionally, when
comparing precision, recall, and F1-score for each class,
it consistently exhibits the best performance. Figure 9 depicts
the Confusion Matrix and ROC Curve graph for AMoRSD
(base). These results suggest that the responses to the self-
diagnostic questions are closely associated with human
emotions, and such association positively impact the model’s
performance.

A notable aspect is the comparison between AMoRSD
(large) and AMoRSD (base). Figure 10 illustrates the
training graphs for AMoRSD (base) and AMoRSD (large).
These models differ in terms of their ‘‘large’’ and ‘‘base’’
configurations. The training graph indicates that the large
model exhibits more stable learning. This can be attributed
to the larger amount of pre-trained data available for the
large model, which compensates for the challenge of finding
direct associations in AMoRSD, where a sentiment analysis
model is employed as a pre-trained model. For instance,
a sentence like ‘‘I have a headache’’ might be classified
as a negative emotion in the sentiment analysis model and
linked to the ‘‘pain’’ class. However, when asked the question
‘‘Do you have a headache?’’ and the response is ‘‘Yes,’’ it
becomes difficult to establish a direct association with the
‘‘pain’’ class, which is classified as a positive emotion in
the sentiment analysis model. Considering all the previous
evaluation metrics, it can be considered that the AMoRSD
(base) model, which strikes a suitable balance between
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human emotion data and self-diagnostic question responses,
is the more appropriate choice.

VI. CONCLUSION
The objective of this study was to propose a deep learning-
based self-diagnosis algorithm that can be used effectively in
real clinical situations. To achieve this, Symptom2Vec and
AMoRSD are introduced.

The research highlights the advantages of using disease
and symptom data for prediction, as it significantly reduces
the time and resources required for data collection and
pre-processing compared to traditional methods. By relying
on symptoms alone, unnecessary hospital visits can be
minimized. Moreover, the use of patient symptoms for
disease prediction allows for better communication with
patients and potentially reduces treatment time [12].

Symptom2Vec, unlike conventional methods, learns from
disease and symptom data, not patient-specific information,
leading to cost-effective learning with reduced data and
analysis expenses. The algorithmic criteria established in
this study address inference bias issues observed in other
symptom checker studies. This approach benefits patients
who struggle to find appropriate medical care, doctors and
residents with limited experience, or busy hospital settings
with numerous patients. Collecting accurate patient data
through questionnaires becomes the foundation for effective
treatment.

The automatic questionnaire algorithm presented in this
paper is based on a vector representation of disease
symptoms, which enables the establishment of standardized
criteria and procedures for medical history gathering. This
opens up possibilities for various applications, including
serving as an auxiliary indicator for deep learning-based
disease diagnosis and supporting doctor’s diagnoses.

Symptom2Vec demonstrates an average symptom simi-
larity score of 0.983, and AMoRSD achieves an AUC of
0.99%. Therefore, it is expected that the symptom collection
process using Symptom2Vec will increase the reliability of
self-examination.

However, the data used in the study is limited to about
2,000 pieces of symptom information and 526 diseases.
In addition, The disadvantage is that the nomenclature
of the symptoms is inconsistent, which may cause some
inconvenience in terms of services for users. Therefore, it is
expected that a richer and more detailed symptom dimension
would be created if the naming of symptoms is consistent
with ICD CODE, currently known as the method to express
symptoms globally. Therefore, future work needs to improve
the model according to medical data standards and focus on
individualized diagnosis by utilizing big data such as MIMIC
utilizing ICD CODE.
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