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ABSTRACT Multireceiver synthetic aperture sonar (SAS) is a useful tool to provide high-resolution
images. The most important step lies in developments of multireceiver synthetic aperture image formation
processors, which uses the sonar echoed signal as the input. The system transfer function is crucial in the
development of signal processors. In order to use traditional imaging algorithms, the monostatic conversion
transferring multireceiver SAS signal to monostatic SAS data is often conducted. A review and evaluation
of imaging methods based on monostatic conversion is conducted in this article. The relationship of Phase
center approximation (PCA) method and Loffeld’s bistatic formula (LBF) is firstly reformulated in theory.
Considering facts that PCA and LBF methods are the approximation of exact system transfer function, the
approximation error of both methods are firstly compared and evaluated by using the numerical system
transfer function, which is considered to be the precise system transfer function. Since more approximations
of PCA and LBF should be carried out to develop fast imaging algorithms, the actual phase error of
both methods is compared and evaluated based on numerical system transfer function. Then, the imaging
performance of both methods based on range migration algorithm (RMA) is further evaluated. At last, the
relationships of both patent methods are comprehensively described.

INDEX TERMS Synthetic aperture sonar, imaging processor, system transfer function, phase center
approximation, Loffeld’s bistatic formula, phase error, imaging performance.

I. INTRODUCTION
Synthetic aperture sonar (SAS) [1], [2], [3], [4], [5], [6], [7] is
a high-resolution equipment which can provide high quality
images of seafloor [8], [9], [10], [11], [12]. With this tool, the
users can easily find small objects such as pipeline and so on
in seafloor. Besides, using a high-resolution image [13], [14],
[15], [16], object recognition [17], [18], [19], [20], [21] can
be performed quickly.

For synthetic aperture sonar, the most important step is
to process raw echoed signal, which is highly based on the
matched filtering [22], [23], [24]. The multireceiver SAS
system made up of a single transmitter and many receivers
can be decomposed into many bistatic SAS systems, and the
mapping rate can be highly improved compared to traditional
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monostatic SAS. Traditional imaging techniques rely mostly
on a monostatic SAS system. At this point, traditional imag-
ing methods are unable to be used directly to a multireceiver
SAS system. A simple processing idea is to transfer mul-
tireceiver SAS signal to monostatic SAS data. Traditional
imaging techniques can then be used directly to process
transferred datasets. The phase center approximation (PCA)
[25], [26], [27], [28] and Loffeld’s bistatic formula (LBF)
[29], [30], [31], [32], [33], [34] can cope with the data
transferring. The PCA approach assumes a virtual sensor is
situated in the middle position of each transmitter/receiver
sub-system. Consequently, each bistatic sonar is replaced
by the virtual sensor, and monostatic equivalent datasets
can be obtained. However, this method would suffer from
approximation error [35], [36]. On the one hand, the error
named PCA error [36], [37], [38], [39] is generated by this
approximation operation. On the other hand, another error
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which is hard to be considered by this method would result
from the stop-and-hop approximation. Aiming to correct the
PCA error [37], the range difference between the exact slant
range and approximated range based on PCA methodology
is deduced [40]. To compensate the stop-and-hop error [41],
[42], the propagation time of reference target at the center
of mapping swath [43] is used. To some degree, the approxi-
mation error is partly compensated by using both methods.
However, there is still residual error. With the method in
[44], both errors are well considered by using the quadratic
expansion like Taylor approximation. Unfortunately, the vari-
ation of the approximate azimuth error is not taken into
account. When the high-quality SAS system is used, this
will result in image distortion. Based on the relationship
between azimuth Doppler and instantaneous angle [28], this
problem is well solved, and the datasets of high-resolution
SAS system can also be well focused. LBF [30], [45], [46],
[47], [48] is another method which can transfer the multi-
receiver SAS signal to monostatic SAS datasets. With the
LBF, both the transducer and hydrophone contribute equally
to the azimuth Doppler. Then, the points of stationary phase
matching to the transducer and hydrophone phases are found
by employing the method of stationary phase. The transducer
phase and hydrophone phase are approximated by quadratic-
Taylor approximation, and the common point of stationary
phase is got. Consequently, the spectrum is obtained. Like
the transfer function of PCA method, the transfer function
of LBF can also be decomposed into two parts. One term
is identical to the typical monostatic SAS system’s system
transfer function, while the other is heavily dependent on
the finite aperture between transducer and hydrophone. After
compensating the baseline dependent term, the SAS signal
from several receivers can be translated to monostatic SAS
datasets. In order to correct the baseline dependent term’s
range variance, the range sub-block processor is provided.
There are two blockwise approaches. With the first one, the
datasets should be segmented into several sub-blocks at first,
and then the compensation is conducted in the spectrum
domain for each blockwise data [30]. Based on the other one
[49], the whole datasets are directly compensated in the 2D
frequency domain, and then the range blockwise related to
the compensation function is extracted. Compared to the first
sub-block processing method, the second approach can avoid
the convolution error at the edge of each sub-block. In gen-
eral, both sub-block processing methods can well obtain the
monostatic equivalent SAS data.

Both PCA method and LBF can carry out the monostatic
conversion from different views. The main contributions and
innovations of this paper are summarized as follows.

(1) The PCA and LBF methods are proposed in SAS and
synthetic aperture radar (SAR) fields [50], [51], [52], and
their relationships are nearly neglected. With our paper, the
inherent relationships of PCA and LBF methods are com-
prehensively discussed by analyzing their spectrums. Both
methods are mostly identical from the spectrum view. The

FIGURE 1. Multireceiver SAS imaging geometry.

spectrum analysis and error analysis further enhance this
conclusion.

(2) Traditional SAS/SAR imaging algorithms just focus
on the phase error of spectrum as it is the key to develop
Fourier-domain imaging algorithms. In practice, further
approximations with respect to the spectrum should be per-
formed before developing imagery algorithms. In this paper,
the actual phase error is proposed to quantitatively evaluate
these approximations. That is to say, the PCA and LBF meth-
ods are not identical from the view of actual phase error.

(3) The computation load of both methods is compared in
detail, and the LBF method is much more efficient compared
to PCA method.

In this paper, the echo model is displayed in section II.
In section III, the PCA and LBF are simply recalled. In
section IV, the relationships between PCA and LBF methods
are comprehensively discussed. After that, the simulations
are used to find out which approach is optimum. In the final
section, several conclusions are formed.

II. ECHO SIGNAL MODEL
Fig. 1 displays the collecting model of SAS system.
The black sensor represents the transducer, while addi-

tional ones are M receivers that comprise a receiver array.
The array would moves in azimuth. The coordinates of a
point-like scatterer is (r , 0). The hyperbolic distance between
transmitter and target is calculated by the transmitter location
in the azimuth dimension, and it is

RT =

√
r2 + (vt)2 (1)

The variable t represents the azimuth slow time. Taking
into account receiver movement during signal transmission,
the hyperbolic range between the mth hydrophone and scat-
terer is

RRm =

√
r2 + (vt + dm + 2v · r /c)2 (2)

The variable dm is the baseline aperture between the trans-
ducer and the mth hydrophone.
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The symbol v stands for the sonar velocity. When the chirp
is emitted, the received waveform [53], [54], [55] of the mth
hydrophone is shown as

ssm(τ, t) = p
(

τ −
RT +RRm

c

)
· exp

{
−j2π fc

RT +RRm
c

}
(3)

In (3), p (τ ) is the emitted chirp signal. τ shows the range
fast time. fc stands for the waveform carrier. c denotes the
acoustic wave velocity.

III. TWO METHODS DESCRIPTIONS
This section simply recalls PCA and LBF methods at first.

A. PCA METHODS
By introducing a virtual transducer in the middle position of
each bistatic SAS system [26], [27], [56], the equivalent slant
range Rm (t; r) is shows

Rm (t; r) ≈ 2

√
r2 + (vt + v

r
c

+
dm
2
)2 +

(v 2rc + dm)2

4r
(4)

Applying the method of stationary phase, the point of sta-
tionary phase can be obtained. Then, the spectrum is further
got, and it shows

ϕm(fτ , ft ; r) = − 4π
r
c

√
(fc + fτ )2 −

c2f 2t
4v2︸ ︷︷ ︸

Monostatic term

+ 2π ft
r
c︸ ︷︷ ︸

Azimuth shiftting term

+ π ft
dm
v︸ ︷︷ ︸

Bistatic term

− π (fc + fτ )

(
2 vc r + dm

)2
2rc︸ ︷︷ ︸

Bistatic error

(5)

In (5), the spectrum of emitted waveform is neglected. The
Doppler and instantaneous frequencies are ft , fτ , individually.
In (5), the monostatic phase is close to that of traditional one.
The second term in (5) is the azimuth shifting, which is caused
by approximation error. The third term in (5) is generated
by bistatic SAS sampling. The last term in (5) stands for
the approximation phase caused by PCA and stop-and-hop
approximation operations.

B. LBF METHODS
The contribution to Doppler by transducer and hydrophone
are the same for LBF approach [30], [31], [32], [33]. At this
point, the points of stationary phase corresponding to trans-
ducer and hydrophone phase histories can be obtained,
individually. Then, the quadratic expansion of transducer
and hydrophone phase histories are carried out, separately.
The method of stationary phase is further used to obtain
the common point of stationary phase. The spectrum is

expressed as

θm(fτ , ft ; r) = −4π
r
c

√
(fc + fτ )2 −

c2f 2t
4v2︸ ︷︷ ︸

Monostatic term

+ 2π ft
r
c︸ ︷︷ ︸

Azimuth shiftting term

+ π ft
dm
v︸ ︷︷ ︸

Bistatic term

−
π

c

(
dm +

2rv
c

)2
(fc + fτ )2

[
(fc + fτ )2 −

f 2t c
2

4v2

]3/2
2r︸ ︷︷ ︸

Bistatic error
(6)

The monostatic term in (6) is still equivalent to that of
traditional system. The next term in (6) stands for the azimuth
shifting, which is caused by approximation error. The third
term in (6) is the bistatic phase produced by bistatic SAS
sampling. The last term in (6) denotes the approximation error
caused by LBF method.

IV. RELATIONSHIPS DISCUSSIONS
In this section, the relationships between both methods are
analyzed in theory. After that, the phase errors with both
methods in theory and practice are discussed in detail.

A. RELATIONSHIPS BETWEEN LBF AND PCA
By comparing Eq. (5) and Eq. (6), both final terms are where
we find the major difference. The azimuth Doppler is given
by

ft =
fc + fτ
c

2v sinϑ (7)

The variable in Eq. (7) shows the angle between instan-
taneous position of sonar and target. In practice, the squint
angle ϑ is within ±10◦. That is to say, the Doppler frequency
ft is sometimes few tens Hertz while the center frequency
fc and instantaneous frequency fτ are few tens of kilohertz.
At this point, we can obtain the following inequality.(

cft
2v

)2

≪ (fc + fτ )2 (8)

Based on (8), the last term in (6) is reformulated as

π

c

(
dm +

2rv
c

)2
(fc + fτ )2

[
(fc + fτ )2 −

f 2t c
2

4v2

]3/2
2r

≈
π

c

(
dm +

2rv
c

)2
(fc + fτ )2

[
(fc + fτ )2

]3/2
2r

=

π (fc + fτ )
(
dm +

2rv
c

)2
2cr

(9)

Inspecting (9) and the last term in Eq. (5), we find that both
terms are equally consistent with each other.
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TABLE 1. The high frequency system.

B. PHASE ERROR IN THEORY
The PCA and LBF methods are the approximations of accu-
rate spectrum. At this point, the phase error in theory is
mainly discussed in this section. Since the accurate spectrum
is not analytically obtained, the numerical spectrum is used as
the benchmark, and the phase of numerical spectrum for each
bistatic SAS system is denoted as 2m [11]. Therefore, the
approximation errors of PCA and LBF methods are denoted
by

1ϕm(fτ , ft ; r) = 2m − ϕm (10)

1θm(fτ , ft ; r) = 2m − θm (11)

Inspecting Eq. (10) and Eq. (11), we discover that the
approximation error is greatly dependent on the four factors
including the range, Doppler and instantaneous frequen-
cies, together with finite aperture between transducer and
hydrophone. We can talk about the phase error for each
bistatic SAS system to make the analysis simpler. In general,
when the largest instantaneous frequency is employed, the
maximum error magnitude is realized. At this point, the phase
error versus with instantaneous frequency is not discussed
here.

1) PHASE ERROR WITH HIGH FREQUENCY SAS SYSTEM
The phase errors with high and low center frequencies cases
are discussed. Firstly, we go through high frequency SAS
system phase error. The parameters in Table 1 are displayed.

We compute the phase error for the first and last bistatic
SAS systems. With the first bistatic SAS system, the trans-
ducer and hydrophone are quite close. With the last bistatic
SAS system, the transducer and hydrophone are far apart.
The phase errors of first and last bistatic SAS systems are
displayed in Fig. 2 and Fig. 3, individually.

It is should be noted that the close range used in this section
is 45 m while the far range is 280 m. From Fig. 2 and Fig. 3,
we easily observe from a comparison of Figures 2 and 3 that
the phase errors of the two methods are nearly identical. That
is to say, both methods are nearly equivalent to each other
when the high frequency SAS system is used. This is entirely
consistent with the findings made in section III-B.

2) PHASE ERROR WITH LOW FREQUENCY SAS SYSTEM
We focus on phase error for low frequency SAS systems in
this section. The low frequency system is presented in Table 2.

FIGURE 2. Phase error of the first bistatic SAS system for high frequency
SAS. (a) close range; (b) far range.

TABLE 2. The low frequency system.

The phase errors of the first and last bistatic SAS systems
are depicted in Figs. 4 and 5, individually, when the SAS
system operates at low frequency. The close range used in this
section is still 45 m while the far range is 280 m. From Fig. 4,
when the transmitter and receiver are close to one another,
both systems continue to produce the same phase errors. The
phase error in Fig. 5 exhibits a little difference at close range
when the receiver and transmitter are far apart. In general,
the error difference at close range can be neglected. Both
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FIGURE 3. Phase error of the last bistatic SAS system for high frequency
SAS. (a) close range; (b) far range.

approaches’ phase errors remain the same when the target
is positioned at far distances. It is important to remember
that the phase inaccuracy in the low frequency situation is
greater than the high frequency one. The reason behind this
is that the synthetic aperture time is longer than that with high
frequency case. As both methods do not take into account
the error compensation of azimuth variance, the phase error
slightly increases with Doppler frequency.

Summarily, the phase errors of PCA and LBF methods
are nearly identical with low frequency case. Based on
section III.D, we draw a conclusion that the LBF and PCA
methods are identical. This conclusion is in line with the one
found in section III-A.

C. ACTUAL PHASE ERROR
Eq. (5) and Eq. (6) are the point target response spectrum,
which is also called system transfer function. Both spectrums
are computed for a single target in imaging area. Due to the
space variance of approximation error, the spectrums shown
in Eq. (5) and Eq.(6) cannot be directly applied to develop
imaging algorithms. In order to handle this problem, more
operations with respect to approximation error in Eq. (5) and

FIGURE 4. Phase error of the first bistatic SAS system for low frequency
SAS. (a) close range; (b) far range.

Eq. (6) should be carried out. These operations would bring
another phase errors. This paragraph will talk about the actual
phase inaccuracy from an imaging perspective. This section
continues to use the simulation parameters from section III-B.

1) ACTUAL PHASE ERROR WITH PCA METHOD
Inspecting the approximation error in Eq. (5), we find that
the instantaneous frequency and range can be decoupled
in fast time domain. In other words, the approximation
range error based on Eq. (5) is represented by the following
formula.

1PCA,m(r) =

(
2 vc r + dm

)2
4rc

(12)

This error is range variant for each bistatic SAS sys-
tem. The interpolation can be easily exploited to correct the
approximation error. Here, we neglect the error introduced by
interpolation. The actual phase error of the PCA approach is
still the samewith the phase error in theory because no change
with respect to Eq. (10) is used. That is to say, the phase error
of PCA method in section III-B is also the actual phase error
of PCA method.
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FIGURE 5. Phase error of the last bistatic SAS system for low frequency
SAS. (a) close range; (b) far range.

2) ACTUAL PHASE ERROR WITH LBF METHOD
Inspecting the approximation error shown in Eq. (6), we dis-
cover that the approximation error relies on the baseline
aperture between the transducer and hydrophone, the Doppler
frequency, the instantaneous frequency, and the range. More
importantly, the coupling of approximation error between
instantaneous frequency and range cannot be decoupled. Cur-
rently, the interpolation used by PCA method cannot be used
to eliminate the approximation error of the LBF approach.
The straightforward compensation technique is based on the
range blockwise approach. It means that the datasets are
segmented into sub-blocks in range. Then, the approximation
error of the LBF method at the reference range is utilized as
the compensation function to account for the error over the
entire sub-block. The error for targets positioned in reference
range is entirely corrected. However, the residual phase errors
would affect focusing quality of targets which are outside
of the reference range. In general, the sub-block processing
would bring further phase error. Consequently, the actual
phase error of LBF is no longer the phase error showed
in III.B. Summarily, the residual error increases with sub-
block width. To simplify the analysis, the optimum sub-block

width which is about 10 m is used in this section. For simplic-
ity, the last term in Eq. (6) is rewritten as

1φLBF,m(fτ , ft ; r) =
π

c

(
dm +

2rv
c

)2
(fc + fτ )2

[
(fc + fτ )2 −

f 2t c
2

4v2

]3/2
2r

(13)

Then, the actual phase error is shown as

1ϕm(fτ , ft ; r) = 2m −
(
ϕm + 1φLBF,m(fτ , ft ; r)

− 1φLBF,m(fτ , ft ; rref )
)

(14)

rref in Eq. (14) denotes the distance of reference target,
which is often the center target in each sub-block. From
Eq. (14), the actual phase error of LBF is identical to phase
error in theory at reference range. However, when the target
is outside the range of reference, the actual phase error would
increase.

3) ACTUAL PHASE ERROR ANALYSIS
Figs. 6-Fig. 9 display the actual phase errors based on SAS
systems in section III-B. These phase errors allow us to
deduce three key findings. Firstly, when transmitter/receiver
baseline distance grows, the actual phase error of LBF also
does. Fig. 6(a) and Fig. 8(a) enhance this conclusion. Sec-
ondly, the actual phase error of LBF at far range is close to
the error of PCA technique. The reason behind this is that the
quadratic expansion is used by LBF.With this approximation,
the large error is produced at close range while the minor
error is generated at far range. The phase errors shown in
Fig. 6- Fig. 9 strength this conclusion. Thirdly, the actual
phase error of LBF slightly depends on frequency. When the
high frequency is used, the actual error at close range is large.
However, the actual error is slight. Fig. 7(a) and Fig. 9(a)
further validate this conclusion. The reason lies in that the
actual phase error of high frequency SAS system is much
more sensitive to that with low frequency SAS system.

V. COMPARISON OF COMPUTATION LOAD
The main focus of this section is the computation burden
[57] with the compensation of bistatic error in Eq. (5) and
(6). The interpolation process is the primary component of
error correction for the PCA method. For clarity, Nr stands
for the total amount of collecting data in range. Na stands for
the total amount of collecting data in azimuth. Ninterp is the
interpolation kernel length. The interpolation computation
burden is O(2Ninterp − 1). Considering PCA technique, the
computation burden of error correction is

OPCA =
(
2Ninterp − 1

)
Nr × Na (15)

For FT or IFT operations, the computation burden is
O(1.5Nr log2 Nr) for Nr sampling points. For LBF method,
the sub-block approach is utilized to cope with the bistatic
error. With each sub-block, the multiplication and FT/IFT
are mainly exploited. We suppose that within the sub-block
with N sampling point is generated in the range dimension.
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FIGURE 6. Actual phase error of the first bistatic SAS system for high
frequency SAS. (a) close range; (b) far range.

Considering LBF technique, the computation burden of error
compensation is

OLBF = 3MN log2 N + Na × N (16)

Comparing Eq. (15) and Eq. (16), our research shows that
the LBF method is more effective than the PCA method.

VI. SIMULATIONS
Simulations are performed in this section to further validate
the conclusions stated in section III. We continue to employ
the simulation parameters specified in Section III. Here, the
range migration algorithm [58], [59], [60], [61], [62] is used
in this section.

A. HIGH FREQUENCY CASE
The imaging results of the PCA approach for the high fre-
quency case are given in Fig. 10. At close range, we discover
that the imaging result of PCA is superior to that of LBF. Both
approaches can achieve comparable image performance at far
range.

FIGURE 7. Actual phase error of the last bistatic SAS system for high
frequency SAS. (a) close range; (b) far range.

The slices of azimuth quality are displayed in Fig. 11 to
compare imaging capability. We find that the focusing perfor-
mance of LBF method suffers from deterioration compared
to that of PCA method. The reason behind this is that the
high-resolution SAS system suffers from large actual phase
error at close range, which is discussed in section III.C.
Inspecting Fig. 11(b), the imaging performance based on
PCA and LBF methods are mostly identical at far range.
The conclusions are well consistent with results drawn from
section III.
The performance of both methods is compared from the

view of peak sidelobe level ratio (PSLR), integrated sidelobe
level ratio (ISLR) and azimuth resolution (AR), which are
showed in Table 3. Based on Table 3, the PSLR and ISLR of
LBF method is lower than PSLR and ISLR of PCA method
at close range. The phase error of PCA method can be well
compensated while that of LBF method is compensated by
blockwise method, which would lead to residual phase error
for target not at reference range. Therefore, the focusing of
close target is seriously affected. When the target is at far
range, the focusing quality is nearly the same with PCA
method. These conclusions also agree with reports from
section IV-B and IV-C.
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FIGURE 8. Actual phase error of the first bistatic SAS system for low
frequency SAS. (a) close range; (b) far range.

TABLE 3. Performance of high frequency system.

B. LOW FREQUENCY CASE
The focusing data and azimuth slices for the low frequency
situation are presented in Figs. 12 and 13, respectively.

From Fig. 12 and Fig. 13, we find that the focusing result
of LBF is inferior to that of PCA at close range. Comparing
imaging results of high and low frequency SAS systems,
the imaging result of low frequency SAS at close range is
superior to that of high frequency SAS at far range. This
finding is accordance with that of III.C.

The performance of both methods is compared from the
view of peak sidelobe level ratio (PSLR), integrated sidelobe
level ratio (ISLR) and azimuth resolution (AR), which are
shown in Table 4. From Table 4, the performance of LBF
method is still lower than that of PCA method at close range.
For far target, the performance of both methods is nearly

FIGURE 9. Actual phase error of the last bistatic SAS system for low
frequency SAS. (a) close range; (b) far range.

FIGURE 10. Imaging results of PCA method for high frequency SAS.
(a) PCA method; (b) LBF method.

identical. This is still the same with conclusion based on
section IV.
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FIGURE 11. Azimuth slices for high frequency SAS. (a) close range; (b) far
range.

FIGURE 12. Imaging results of PCA method for low frequency SAS.
(a) PCA method; (b) LBF method.

C. EXPERIMENTS WITH TRIAL DATA
In this section, the experiments with trial data are performed
to further compare PCA and LBF methods. Fig.14 is the

FIGURE 13. Azimuth slices for low frequency SAS. (a) close range; (b) far
range.

TABLE 4. Performance of low frequency system.

imagery results of LBF method. Fig. 14(a) is the result of a
single blockwise and Fig.14(b) is the result of ten blockwises.
Furthermore, the close look of enclosed area in Fig. 14(a)
and Fig. 14(b) is presented in the right. The imagery result
is enhanced by using ten blockwises compared to the single
blockwise case. When the PCA method is used, the result is
shown in Fig. 15. Comparing Fig. 14 and Fig. 15, we find
that the PCA method can obtain much more optimum image
compared to LBFmethodwith fewer blockwises.Whenmany
blockwises are employed by LBF method, it can get high
quality performance.

Fig. 16 further displays the azimuth slices of enclosed
targets in Fig. 14 and Fig. 15. From this result, the LBF
method needs muchmore blockwises to generate high resolu-
tion result which is similar to the result of PCA method. This
conclusion is consistent with that from Fig. 14 and Fig. 15.
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FIGURE 14. Experimental image with LBF. (a) single blockwise; (b) ten blockwises.

FIGURE 15. Experimental image with PCA.

FIGURE 16. Azimuth slices of trial data.

Table 5 shows the processing time of LBF method and
PCA method. The processing time of LBF method is slightly

TABLE 5. Processing time of trial data.

increasing with the blockwises, and the efficiency can be
improved by about 7 times compared to PCA method.

In general, the LBF and PCA methods are identical in the-
ory. Since LBF suffers from actual phase error, the imaging
capability of the PCA method outperforms that of the LBF
technique. Because it is economical without interpolation, the
LBF approach is more suited for long-range images.

VII. CONCLUSION
Imaging methods are crucial in multireceiver SAS sys-
tems. The multireceiver SAS imagery is a hard challenge.
To use monostatic SAS imaging algorithms directly, the
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multireceiver SAS datasets should first be produced into
corresponding monostatic one. Currently, this transformation
can be carried out by PCA method and LBF method, which
are the approximation of accurate spectrum of multireceiver
SAS system. Unfortunately, this transformation would lead to
large approximation error, which is spatial-variance. It is hard
to compensate the approximation phase error. In this paper,
we comprehensively review the relationships between LBF
and PCA methods, and obtain following conclusions:

1) The PCA and LBF methods are mostly identical in
theory.

2) The LBF method would suffer from another phase error
when the spectrum based on LBF is used to develop imaging
algorithms. For PCA method, there is no other phase error.

3) The LBF is based on the quadratic expansion. At this
point, the LBF would suffer from larger phase error than
PCA method at close range. The phase errors based on both
methods are mostly the same at far range. Due to this reason,
the LBF is suited for far-target focusing.

4) The LBF is more effective than PCA methodology.
The LBF and PCA methods are just an approximation

method to deduce the spectrum. The inaccuracy is intro-
duced by approximation. When a narrow beam situation is
occurred, the space variance of this error has a minor impact
on reconstruction quality. However, the recover quality would
be significantly degraded with wide beam case. Therefore,
our current and future research is to correct the space-variant
error generated by PCA and LBF approaches.
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