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ABSTRACT Manga (Japanese comics) are commonly drawn with black ink on paper. Colorization of
manga pages can enrich the visual content and provide a better reading experience. However, the existing
colorization approaches are not sufficiently robust. In this paper, we propose a two-stage approach for
manga page colorization that supports sampling and color modification with color hints. In the first step,
we employ the Pixel2Style2Pixel architecture to map the black-and-white manga image into the latent space
of StyleGAN pretrained on the highly blurred colored manga images that we call Coloring Latent Space. The
latent vector is automatically or manually modified and fed into the StyleGAN synthesis network to generate
a coloring draft that sets the overall color distribution for the image. In the second step, heavy Pix2Pix-like
conditional GAN fuses the information from the coloring draft and user-defined color hints and generates the
final high-quality coloring. Our method partially overcomes the multimodality of the considered problem
and generates diverse but consistent colorings without user input. The visual comparison, the quantitative
evaluation with Frechet Inception Distance, and the qualitative evaluation via Mean Opinion Score exhibit
the superiority of our approach over the existing state-of-the-art manga pages colorization method.

INDEX TERMS Image colorization, deep learning, image generation, semi-supervised learning.

I. INTRODUCTION
Image colorization both challenging and fascinating task.
Color has a profound effect on a person’s perception of the
world, so the ability to bring new depth to images through
coloring arouses genuine interest. For example, coloring
books are popular among children, as well as legacy photo
colorization among adults. However, manual colorization is
heavily time-consuming even for professional artists, not to
mention hobbyists, and requires a certain amount of physical
effort. It can be beneficial for developing children’s fine
motor skills but is quite discouraging regarding industrial
applications. Therefore, there is an interest in developing
algorithms that can simplify this process.

At the beginning of the century, there were proposed
approaches for image colorization that used human assistance
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in picking colors, which demanded less effort but still
involved a great deal of interaction. The new wave of interest
is related to the introduction of learning-based methods.
The encouraging results of their application to image
colorization were not surprising since machine learning
algorithms had achieved success in various fields of science
and entertainment. Several approaches based on training
CNN deep learning models on large-scale image datasets in
an end-to-end fashion have been proposed [1], [2]. Some of
them perform the colorization manually [3], whereas others
use user-constructed input [4], [5].

Evenmore challenging task is themanga page colorization.
Real objects have not so much variance in visual appearance,
but drawings of the same things, especially ones of differ-
ent styles, can have notably distinct appearances whereas
retaining the natural features that can be recognized by a
human but hardly by a computer. There is a large industry
of manga production in Japan that has been creating a
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FIGURE 1. The overview of the proposed two-stage approach. In the first
stage, the drafting network generates distinct coloring drafts for a given
manga page image using style mixing. In the second stage, the
colorization network produces a coloring for the black-and-white image
by using the generated coloring drafts and user-defined color hints.

massive amount of black-and-white images for a few decades.
Manga images are richly diversified in terms of content
and visual appearance but share a common structure and
drawing approach. Therefore, it makes sense to consider it
as a self-sufficient data collection distinct from the other
artistic images. A typical manga page consists of several
panels with varying types of content. This content includes
a lot of intersections, occlusions and shape distortion.
Therefore, manga images are a good benchmark for computer
vision algorithms due to their complexity. In addition, there
is significantly more black-and-white manga than color
one, providing great potential for semi-supervised methods
[6], [7].

Most of the existing methods of artistic image colorization
[8], [9], [10] are actually designed for the colorization of
sketches drawn in the Japanese style. Most of these sketches
depict one ormore characters on a homogeneous background,
which is substantially more primitive content than manga
pages. The direct application of these methods does not allow
to obtain qualitative results because of the domain gap caused
by training on synthetic data, which is generated by the
methods used in these works. Rare works focused directly on
the colorization of manga pages [9], [11] produce colorings
of insufficient quality.

Existing colorization methods suffer from the mode
collapse intrinsic to adversarial learning. Hence, they have
a strong preference for some colors. This limitation may be
acceptable for natural images but imposes an expressiveness
limitation for artistic ones. Therefore, there is a need for an
approach that is not affected by the problems caused by the
application of adversarial learning to dense prediction. This
problem may be coped with the employment of user input,
but this approach requires additional manipulation. Our work
focuses on the improvement of automatic colorization.

In this work, we propose an approach for the colorization
of black-and-white manga pages that employs the generative
power of the pretrained StyleGAN [12], [13] for the coloring
generation and supports its modification with color hints.
The use of StyleGAN provides a different approach to the
colorization problem, and its rich latent space contributes
to the generation of more believable images, as well as
enables to produce semantically meaningful transformations
by changing the values of the style vector.

Our contributions are summarized as follows:

• We have explored the ability of StyleGAN to learn
the distribution of color manga images and its ability
to build a proper latent space for existing projection
methods.

• We have proposed a learning-based manga colorization
method that utilizes pretrained StyleGAN and exhibits
high visual performance in automatic mode, as well as
qualitatively supports image modification via user input.
Employment of StyleGAN increases the robustness of
the model.

• We have investigated the ability of existing colorization
methods trained on a synthetic pairwise dataset to
generalize well on real black-and-white manga and
have verified whether domain adaptation techniques can
improve generalizability.

The paper is organized as follows. We review existing
methods of image and manga colorization. Then we intro-
duce our approach and explain the ideas behind it. Next,
we describe the training dataset, its preprocessing, and the
training procedure. Finally, we exhibit the training results and
compare our approach with existing methods.

II. RELATED WORK
Recently, there has been a significant amount of attention to
the utilization of machine learning techniques for coloriza-
tion. Among existing works [1], [2], the deep convolutional
neural network has become the mainstream approach to
learn color prediction from a large-scale dataset. [14] and
[15] utilize PixelCNN [16] and Axial Transformer [17]
respectively to produce colorization in autoregressive way.
The most common approach to this task involves the
utilization of the adversarial loss, similarly to the Pix2Pix [18]
model.

Other CNN based methods are combined with user
interactions. [4], [19] propose to train and inference a deep
network given the grayscale image and user-defined color
dots. This approach allows the user to control the colorization
process. Some works [20], [21] suggest a reference-based
methods using a deep learning approach. The colorization
network learns to match semantic features of input and
reference images to coherently colorize similar objects.

There have also appeared works on the colorization of
artistic images. In wide variety of works [8], [10], [22],
[23], [24], [25], [26], [27], [28] high-quality colorization are
performed with user-constructed scribbles. Oppositely, there
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are a vast amount of methods [9], [29], [30] that employ
reference images. In addition, some methods [31], [32], [33]
define colors with text. [11] combined both approaches.
Reference [34] showed that sequential prediction of color
and density can improve model performance. Yoo et al. [35]
employed a memory network that enhances the colorization
of rare objects. [36] introduced amethod that colorizesmanga
through unsupervised domain translation between black-
and-white manga and colored American comics. Reference
[37] proposed a method that uses active-learning-based
framework to colorize a set of sketch images using a
single colored reference image. Reference [38] suggested an
approach for manga page colorization with color hints.

There are approaches using pretrained StyleGAN to assist
image colorization [39], [40]. These methods are based on
the generation of reference color images whose content is
close to the input image. However, StyleGAN is not capable
of generating manga images that are hard to distinguish
from real ones. Therefore, we use StyleGAN to generate
very rough colorings and to provide latent space specif-
ically for these colorings. Reference [41] employs rough
colorings for colorization and shows their effectiveness. The
model for rough coloring generation is also trained with
adversarial loss, so the constraint on color diversity remains.
We overcome it with our approach.

III. METHOD
In this work, we propose a method for automatic multimodal
manga page colorization that supports modification with
color hints (see Fig. 1).We use ideas from [8] and employ two
neural networks for colorization: the drafting network and
the colorization network. The first model utilizes pretrained
StyleGAN to generate highly blurred images (coloring drafts)
that set the overall color distribution of the image, and the
colorization network, based on this coloring draft and the
inputted color hints, generates a high-quality color image.

We prefer to colorize the entire page rather than individual
panels for the following reason. Manga, especially modern
manga, often have non-trivial shapes and arrangement of
panels, which makes automatic splitting quite a challenge by
itself. In addition, some pages contain overlapping panels,
objects or speech balloonsmay overlap several panels at once,
making splitting impossible. Meanwhile, the manga page has
only two possible shapes, like a majority of other books
(rectangle with a ‘‘portrait’’ and ‘‘landscape’’ orientation),
and doesn’t require such kind of preprocessing.

We train our model using paired data with synthetic black-
and-white images generated from color ones and unpaired
real black-and-white images. Training consists of two steps.
In the first step, we train only the colorization network
using synthetic data for supervised training and real data
for adversarial domain adaptation. It means that we use
the discriminator not only to distinguish between real color
images and colorized synthetic images but also between the
real color images and colorized real black-and-white images.

Thus, the discriminator knowledge about color images is used
to improve the generator performance on the distribution
of real black-and-white images. In the second step, we use
several snapshots of a well-trained colorization model to
create the paired dataset for real black-and-white images by
predicting colorings for them. In other words, we employ a
self-training approach. Distinct colorings are used to prevent
overfitting and to help the model learn how to extract
information from drafts and color hints. In the end, we train
the drafting network and colorization network independently
in a supervised manner with synthetic data and real data with
pseudolabels.

We intentionally avoid using an architecture that utilizes
StyleGAN as a feature bank like GLEAN [42] for drafting
network. Such architecture is end-to-end trained, which
means that it is basically a cGAN and is subject to the
same problems common to cGANs resulting from the training
with a combination of supervised and adversarial losses.
We experimented with the GLEAN architecture and found
no improvement over a single colorization network. The
conditional generation is more complex than the uncon-
ditional one since model weights must simultaneously fit
all possible inputs, thus implicitly modeling the conditional
distribution on the colorings and explicitly sampling from
it. Thus, the estimated distribution is less expressive in
comparison to the unconditional approaches. Our approach
introduces two kinds of generation with two neural networks:
the first consists of unconditional generation of coloring
draft (unconditional in terms of color distribution since we
apply style mixing with random CLS vector), the second is
conditional generation based on coloring draft. We bypass
the expressivity constraint since the result of conditional
generation depends directly on the input coloring draft
that is generated unconditionally. Colorization with a fixed
coloring draft implies only a small amount of variation about
itself, which greatly simplifies the implicit estimation of the
coloring distribution.

We describe the architecture and loss functions of the
draftingmodel and the colorizationmodel, as well as the ideas
that include in their design, in Section III-A and Section III-B
correspondingly.

A. DRAFTING NETWORK
During the training of the colorization network, which
receives only color hints, we noticed that when there are few
or no color hints, our model gives preference to a few colors
when colorizing images of any style and content, which
means it generates colors from a certain mode, ignoring all
others. On the one hand, it worsens the automatic colorization
of images, and on the other hand, it impedes training.
We also observed that our model is able to change this color
mode within a few hundred training iterations, depending
on the input images. Such behavior is understandable since
colorization is a multimodal task that implies a variety of
acceptable outputs for a single input. Therefore, reducing the
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FIGURE 2. Example of training data: black-and-white image, color image, color hint, coloring draft. The first two images represent
black-and-white and color versions of the same manga page. The third image corresponds to a random color hint generated with the
color image. The fourth image is a coloring draft generated with the color image.

set of acceptable solutions by setting a constraint using a
coloring draft helps us to simplify the colorization task for the
colorization network and to get a better model after training.

We do not expect the model to be able to generate
high-quality images and, as will be shown later, it is not
able to do that because the manga is quite complex data
and it would be too audacious to expect that StyleGAN
can build such a latent space that can generate scenes of
arbitrary content. We want StyleGAN to generate something
in between a color palette and a usual color image (see Fig. 3).
We use StyleGAN to get a mapping between the pretrained
StyleGAN latent space that has useful properties and is called
Coloring Latent Space (CLS) and the space of coloring drafts.
We can sample different colorings with the mapping network
of StyleGAN and style mixing, thereby obtaining multimodal
coloring sampling. We allow such sampling because we want
the coloring draft to primarily affect the background color
and intractable objects and to have little effect on objects
that have a stable visual appearance in various manga, like
characters’ faces. Such a degree of freedom is acceptable
because the artistic images do not have to represent the real
world and admit large variation in the visual representation.
Moreover, the use of style mixing increases the robustness of
our approach. By choosing some vector andmixing it with the
predicted CLS vectors, we can lock the color appearance of
color drafts. This way, spatial color distribution for different
views of the same page can be fastened by fixing the vector
of StyleGAN latent space.

The use of blurred images is caused by the limitations of
the neural GAN projection methods. If we train StyleGAN on
sharper images, the drafting network method still generates
the same blurred images. In this case, the latent vector
corresponding to the coloring draft will be an outlier with
respect to the distribution of the latent vectors for the training
dataset. As a result, style mixing for the coloring draft
does not work properly. In other words, we cannot reduce
the blur level due to the limited capabilities of modern
neural projection methods. A slight increase in blur level
does not change the results, but a significant one worsens
the performance because the coloring draft loses a lot of
information, becomes almost a monochrome image, and

can be replaced by a three-dimensional vector. To sum up,
we choose the minimum blur level that can be reproduced by
the projection method.

We use the Pixel2Style2Pixel [43] architecture for this
model. Neural network receives a black-and-white manga
image X ∈ R256×256×1 and outputs a coloring draft S ∈

R256×256×3. Thus, the model takes a manga image and maps
it into the W+ [44] space of color manga images, meaning
that it selects a vector that corresponds to the coloring that
matches the input. Then the obtained vector is converted into
a coloring draft using the pre-trained StyleGAN. We use the
following loss for training:

LDraft = λMSELMSE + λLPIPSLLPIPS (1)

where LMSE - mean squared error, LLPIPS - LPIPS loss
presented in [45].

We use a pixel level MSE loss to enforce the generator to
produce similar colorings to the ground truth. LPIPS loss is
applied to ensure similarity not only at the pixel level but also
at the structural level.

B. COLORIZATION NETWORK
Colorization network receives three objects: black-and-white
image X ∈ Rh×w×1, color hint H ∈ Rh×w×4, and coloring
draft S ∈ Rh×w×3. It outputs the color image Ŷ ∈ Rh×w×3

in RGB format. An example of a training sample is presented
in Fig. 2. We use fixed values of h and w during training,
but they may be arbitrary during inference since our model is
fully convolutional.

Similarly to [38], we used the model proposed in [10] and
modified it for our task. As a result, our model looks as
follows:

1) GENERATOR
The generator has a UNet-like architecture with the SE-
ResNeXt50 [46], [47] as an encoder that is pretrained for
tag prediction with line art anime data [31]. The other input
branch is used to propagate color from a color hint and
coloring draft. It is a small CNN that reduces the size of
the concatenated image and color hint to match the size
of the encoder output. In contrast to [10], we replaced
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FIGURE 3. Color images and corresponding coloring drafts. The coloring
draft looks like a blurred version of the color image.

ResNeXt blocks with SE-ResNext blocks in the decoder.
We noticed that utilization of the Squeeze-and-Excitation
operation increases the capacity and simplifies training.

2) DISCRIMINATOR
We use the discriminator architecture from [10]. The only
difference is that we apply spectral normalization [48]
to convolutional layers. We have noticed that applying
WGAN-GP loss results in colorizations that are not as
colorful as those obtained with classic GAN loss, and its
calculation requires more time and resources because of
the gradient penalty. However, the classic adversarial loss
function is quite unstable, resulting in artifacts in the image
and even divergence, so we use spectral normalization as
a compromise since it stabilizes the discriminator training
and reduces generator loss weights sensitivity without any
significant computational overhead.

We employ the method proposed in [10] to simulate color
hints during training.

In the first step of training, we use adversarial adaptation
approach since the synthetic data is quite different from
the real data, and the model trained only with synthetic
data colorizes the real ones poorly. However, the quality
of the model on real data changes a lot during training,
so we pick snapshots with better performance and generate
pseudolabels for real data to use it in supervised training,
which is considerably more stable. The performance of the
snapshots is manually evaluated with human assistance. As a
result, our loss function for the first step looks as follows:

LG = λMAELMAE + λperLper + λsyntheticLsyntheticGadv

+ λGrealL
real
Gadv , (2)

LD = LsyntheticDadv + λDrealL
real
Dadv , (3)

where LMAE - mean absolute error (MAE), Lper - perceptual
loss [49], LGadv and LDadv - classic adversarial loss [50].
The LsyntheticGadv and LsyntheticDadv are calculated for real color
and synthetic black-and-white images, and the LrealGadv and
LrealDadv are calculated for real color and real black-and-white
images. The adversarial loss in the second step is calculated
for synthetic and real data simultaneously. For a formal
description of the loss functions, see AppendixC.

IV. EXPERIMENTS
In this section, we describe the work with data and neural
networks. In Section IV-A, we describe the process of

building a training set: data collection, data processing, and
diversification methods. Then in Section IV-B we describe
the training process. In Section IV-C, the training results
are presented. We give illustrative examples of our model’s
work to prove that our approach works. We perform a visual
and quantitative comparison of the models to confirm the
effectiveness of the proposed ideas in Section IV-D.

A. DATASET
1) DATA COLLECTION
We used web scraping to build our dataset. In total,
approximately 82,000 images of color manga pages have
been collected. Moreover, around 40000 color manga images
from the Danbooru [51] dataset were employed. In order to
improve the generalizability and perform model comparison,
we have collected a lot of titles of different styles that
have only the black-and-white version. They totaled about
55,000 images. For testing and comparison purposes, we used
the Manga109 [52], [53]. It is the biggest public manga
dataset that is composed of 109 manga volumes drawn by
professional manga artists, which is around 21000 black-
and-white manga page images. This dataset contains a lot of
manga created in the 80s and 90s, which have significant style
differences from the manga we utilize in training. So we use
it to show how well our model generalizes and performs on
unfamiliar manga styles.

2) DATA MATCHING
We have collected a large number of pairs of black-
and-white and color manga, but they were obtained from
different sources. Therefore, they may contain different
translations, fonts, and even drawings. Moreover, the images
of compatible pages may be different because most manga
are published on paper and then digitized, so the images
have different sizes and indents from the edges. All of this
leads to the fact that we cannot establish the pixel-by-pixel
correspondence that is necessary to train the Pix2Pix model.

We tried to exploit the following fact to establish a pixel-
by-pixel correspondence: the colored images have black
borders that constitute the black-and-white image, so the
correspondence can be established not between the images
but only between their black pixels.

The following procedure was used to measure image
correspondence:

1) Cut off several rows and columns of pixels from the
edges of the color image.

2) Resize the obtained image to the size of black-and-
white.

3) Build a black pixel mask based on a color image
4) Apply this mask to the black-and-white image.
5) Calculate the error as a deviation of pixels correspond-

ing to the mask from the black.

Thus, we can build a match for black-and-white and color
images whose content differs only by color. Unfortunately,
our algorithm is not suitable for imageswith different content,

VOLUME 11, 2023 111585



M. Golyadkin, I. Makarov: Robust Manga Page Colorization via Coloring Latent Space

and most of the pairs we collected are exactly like that.
We were only able to build a correspondence for the Demon
Slayer manga images, and its colorized images are only about
1000, so we can’t directly learn how to map black-and-white
manga to color. However, the obtained pairs are used for
fine-tuning and play an important role in model training.

3) DATA GENERATION
Synthetic black-and-white images are generated from color
ones to build a paired dataset for supervised training.
However, we are not able to create a paired dataset by
transforming color images to grayscale with a weighted sum
of channels because the pixel distribution of manga images
significantly differs from pixel distribution of color image
channels, so a model trained with these data would poorly
generalize on real black-and-white manga images. Therefore,
we use the following sequence of preprocessing steps to
generate plausible synthetic data:

1) We apply the xDoG [54] algorithm for edge detection
to the color data. It generates more visually appealing
images than classic methods like Canny edge detector
or Sobel operator, and it’s frequently used in line-art
colorization. The algorithm extracts the borders and
objects with high quality, but the obtained images are
much more sparse than most manga styles therefore
training with such data would result in poor perfor-
mance on real data. We use parameters similar to [38].

2) We train and apply a neural network to map images
generated with xDoG to real black-and-white images.
To build a paired dataset, we apply xDoG to the output
domain images. Then we use the trained model to
transform the data generated in the first step. The
predicted images are more similar to the real data
but have noticeable differences at the pixel level. The
architecture of the model is similar to the colorization
network.

3) The CUT [55] model is applied to perform unidirec-
tional domain translation from the domain of images
generated at the previous step into the domain of real
images. The model is trained on 64 × 64 crops to
properly estimate the pixel distribution of the target
domain images.

Since we are using a training dataset consisting of
100,000 images, the employment of data augmentations
for diversification is beneficial. To prevent overfitting with
image border margins, we apply horizontal flipping and
random cropping. Since the number of gray pixels in the
image depends on the style and varies a lot, but it does not
change much in synthetic data, we also apply color jitter
augmentation.

For data description and details of data augmentation, see
Appendix B.

B. TRAINING
The models are implemented with PyTorch [56] library
for Python. The optimization is performed with Adam
[57] because it has fast convergence in most cases and
it’s especially well-suited for GAN training. Image aug-
mentations are performed with the Albumentations [58].
We use a device with NVIDIA Tesla A100 80Gb for
computing. We employ the following training process for our
models:

1) StyleGAN
We have trained this model for unconditional manga
generation since we have to use a pretrained generator in
the drafting network. All collected color manga images,
which are about 120,000, were used. We limited the size
of images to 256 × 256 since StyleGAN requires a lot
of computational power. Several models were trained for
comparison: StyleGAN2 with randomly initialized weights
and parameters corresponding to the [13], StyleGAN2
pretrained with the Celeba HQ dataset with parameters
corresponding to the [13], and StyleGAN2 and StyleGAN3
pretrained with the Danbooru dataset [51].

2) DRAFTING NETWORK
We trained the drafting network for two tasks: mapping
synthetic black-and-white images into a CLS vector that
corresponds to the appropriate coloring draft, and GAN
inversion, which means mapping color manga images into
CLS. We chose the loss weights without profound reasoning
because the network generates intermediate results, and
its quality is difficult to evaluate. The λpr parameter was
chosen large enough to affect the result but did not impede
the training. We also trained several models with different
dimensionality of CLS to find out its influence on the
result.

3) COLORIZATION NETWORK
We use small batch size and short training duration since the
model overfits with synthetic data even if we use real data
along with it. Following the [59], the imbalanced learning
rate is applied to equalize the number of weight updates
for the generator and the discriminator. Coloring drafts
for color images and self-training colorings are generated
using the GAN inversion model rather than the drafting
model to avoid overfitting. We performed a grid search
to determine the optimal loss weights and found that the
balance between the MAE and perceptual losses does not
significantly affect the final result, although omitting one
of them does. Meanwhile, the weight of the adversarial
loss is quite sensitive, so its slight change may lead to a
disturbance of the training balance between the generator and
the discriminator resulting in unsuccessful training.

For training details and hyperparameters values, see
Appendix D.
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C. RESULTS
1) MANGA GENERATION WITH STYLEGAN
The first model with randomly initialized weights failed to
learn our dataset. We have tried various combinations of
hyperparameters, but training still led to a divergence or mode
collapse. The second, third, and fourth models were able
to converge, with the third and fourth models beginning to
generate quality images much earlier than the second. The
objects in the generated images still do not always have a
sharp shape. However, the images, in general, are strongly
reminiscent of color manga.

The obtained CLS supports style mixing. This way, it is
possible to transfer the color scheme of one image to another.
We calculated the FID metric to compare the quality of the
models and it was equal to 8.3 for the second model, 3.6 for
the third, and 4.1 for the fourth. Due to the worse results
and the higher computational complexity of StyleGAN3,
we decided to stick with StyleGAN2.

2) DRAFTING NETWORK
We tried to train the model to map input images into vectors
that correspond to color manga images. Yet, the resulting
models generate images consisting of several panels that
contain blurry color blobs. From the examples, it can be
seen in Fig. 3 that the resultant images have a similar
panel structure, but the complex patterns cause difficulties.
The color blobs contained in the panels correspond to the
dominant colors in the original image. We also used iterative
projection methods, but they showed similar problems.
Apparently, manga images are too complex data for existing
methods, although the resulting models still can be useful.

3) COLORIZATION NETWORK
The model exhibits a high-quality performance of automatic
coloring without color hints for images of different manga
styles. Also, the colorization does not depend on the aspect
ratio of the manga page, so double-page spreads are colorized
with the same quality as the standard pages.

Coloring draft influences the image color palette but does
not change the coloring of objects, about which the model
is strongly confident. In this way, it is possible to perform
sampling to obtain a variety of colorings. Additionally,
we can use color images as references. By mapping this
image into CLS using a model performing GAN Inversion
and executing style mixing, we can get a coloring based on
the colors of the reference image.

Failure cases often correspond to cases where the manga
style is quite unusual or scenes are fairly cluttered. The
colorization of an object can be inhomogeneous if it is
overlapped by some lines. A manga consists of many lines,
where the line can be either a minor background or part of
an important object, so object detection for manga is quite
challenging.

A large number of manga generation and colorization
examples are provided in the AppendixE.

D. MODEL COMPARISON
Two datasets are used for the comparison. Firstly, we employ
a holdout set consisting of 5000 randomly selected black-
and-white images of the collected dataset, which are not
used for domain adaptation and self-training. Secondly,
we use the Manga109 dataset, which contains manga
titles that are not presented in the first dataset. Thus,
the image style of the first dataset is familiar to the
models, as other images sharing these styles were used
in training explicitly or implicitly. In contrast, images
of the second dataset have styles previously unseen by
models, so we use them to estimate the degree of perfor-
mance degradation with the introduction of new drawing
styles.

We utilize existing methods of image translation and
manga colorization to show the superiority of our approach
in automatic colorization. Quantitative and qualitative (unless
otherwise specified) comparisons are performed in fully
automatic mode, i.e., without user input like color hints.
We train Pix2Pix [18] on a synthetic paired dataset. AlacGAN
[10] and the model from [38] are trained according to
the procedures described in the corresponding papers.
Style2Paint [8] and ScreenStyle [36] have no training
code in the public domain and we were unsuccessful in
obtaining it from the authors, so we use shared weights of
models pretrained on other data. We understand that such
utilization of these methods introduces certain unfairness into
comparison, but we believe that it is still fair enough to show
the superiority of our approach. To begin with, the training
process of these models is sophisticated and contains many
obscure details, so an inaccurate reimplementation would
also lead to unfair comparison. Since the Manga109 dataset
is used for numerical and visual comparison, it provides a
domain shift for all models (except ScreenStyle). This way,
we compare models fairer by testing on unseen images.
In fact, Style2Paints was designed for conditional generation
requiring color hints to generate reasonable coloring. We use
it to show how our model outperforms the conditional
methods if there are no color hints or an extremely small
number of them. Style2Paints was trained on a much larger
dataset of anime-styled images, which also contains manga
images, so we think that the superiority of our method in
the considered condition of a small amount of user input
is shown quite fairly. Regarding ScreenStyle, we used the
weights of this model that was trained on Manga109, which
means that the dataset used for comparison is basically a
training dataset for this model. So the comparison is unfair
against our model, which still outperforms ScreenStyle due
to its high generalization ability.

We do not employ for the comparison the recently
proposed approaches that strongly rely on user input [24],
[26], [27] since they have the same problemswith automatical
colorization as Style2Paints.Moreover, we do not perform the
comparison with recent methods [25], [28] that provide incre-
mental improvements to [10] because those improvements is
negligible regarding the domain gap that affects the models
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FIGURE 4. Visual comparison of the existing colorization methods. Our model generates the most plausible coloring.

FIGURE 5. Colorization sampling. Three colorizations with the same
characters colorization but different background colors (green, violet,
blue).

FIGURE 6. The influence of domain adaptation: without domain
adaptation, + improved data generation (steps 2 and 3), + adversarial
domain adaptation, + self-training. The first image is almost
black-and-white. The second image has colorized characters’ faces but
black-and-white background. The third image is fully colorized, but the
colors are pale. The fourth image is fully colorized with vivid colors.

similarly to [10]. Therefore, we believe that a comparison
with Style2Paints, AlacGAN, and [38] is the essential one.

The following comparison approaches are used:

• Visual comparison.
• Fréchet inception distance. FID evaluates the similar-
ity between the distribution of generated images and the
distribution of real images. It’s a Wasserstein distance

FIGURE 7. Comparison of colorization with color hint. From left to right:
color hint, Style2Paints, [38], our. The first colorization has regions that
are not colorized if they miss color hint. The second colorization has all
regions colorized, but some of them have improper colors. The third
colorization has all regions are properly colorized.

FIGURE 8. Correspondence between the coloring draft and the final
coloring. Coloring draft affects color distribution of the colorization.

between two multidimensional Gaussian distributions
of intermediate activations of pretrained InceptionV3.
Parameters of these distributions are estimated with
testing data. We consider FID an appropriate metric
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FIGURE 9. Robustness comparison: original, [38], only colorization
network, ours. The two input images represent the same page with a
minor shift. The first colorization significantly changes in terms of texture
and color distribution. The second colorization changes in terms of color
distribution. The third colorization differs in details but preserve texture
and color distribution.

TABLE 1. Model comparison with FID (lesser is better).

TABLE 2. Model comparison with MOS (greater is better).

TABLE 3. Ablation study for domain adaptation methods with FID (lesser
is better).

because we noticed during our experiments that its
significant decrease coincides with an improvement in
the quality of colorization concerning our perception.

• Mean opinion score. We randomly picked 50 colorized
images from each dataset with a random replacement of
images with inappropriate content and asked 20 people
to rate the colorization quality using a five-point scale,
where 1 represents ‘‘Bad’’ and 5 stands for ‘‘Excellent’’.
The result is the mean of these votes. Respondents were
not informed which model was used for colorization,
so human’ assessment was blinded.

TABLE 4. Inference time comparison (seconds).

As can be seen in Table 1, Table 2 and Fig. 4, our
modified architecture and training process produce a model
that is capable of generating better quality images than other
existing approaches. Pix2Pix and AlacGAN are unable to
generate any coloring. Style2Paints generates coloring for
objects filled with screentones, but barely colors objects
without them because it heavily relies on user input.
Screenstyle generates a certain coloring, but it is very coarse
and has limited consistency with the image content. Model
from [38] produces a fairly qualitative coloring, but ourmodel
recognizes objects in the image better, generates more varied
colorings, and creates fine details, such as glares on the skin,
that make the colorings more profound.

You can also notice that a model that was trained with
coloring drafts but doesn’t use them in the inference works
better than a model that was trained without them. It shows
that the use of coloring drafts simplifies training and
allows the model to more effectively learn the proper color
distribution. In addition, the table shows that using a model
with a more qualitative StyleGAN trained with a larger CLS
dimensionality does not lead to better results. This may be an
indication of the fact that the enlarged CLS does not help to
improve the performance of existing projection methods in
dealing with manga images.

An example of multimodal colorization is presented in
Fig. 5 and Fig. 8. The background is more affected when the
color of the faces remains the same. The Table 3 shows the
effectiveness of the applied domain adaptation approaches.
The Fig. 6 exhibits the case when self-training significantly
improves the quality of coloring. The comparison of the
coloring with the color hint is illustrated in the Fig. 7. Our
model is superior in colorization of regions not marked with
color hints, thereby reducing the amount of user input and
reducing the time for creating the desired coloring.

In Fig. 9, we exhibit that our approach is more robust
than [38] and coloring network that preform colorization
with empty color draft. We exclude other aproaches from
comparison since they are not able to generate plausible
colorings for manga. We use two images of the same page
that are shifted and have different translation and pixel
distribution since have been captured from distinct pages. Our
model preserves color distribution over objects better than
competitors, thus verifying the validity of our contribution.

We also compare the inference speed for models that
support color hints. The comparison for inference of 512 ×

768 images presented in Table 4. It was performed on a device
with Core i5-8300H CPU and GeForce GTX 1060 GPU.
We separate preprocessing and colorization because col-
orization with color hints involves single preprocessing
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and iterative refinement via color hint modification. Ours
performs colorization 10x faster than Style2Paints and
slightly faster than [38]. Such computational complexity
facilitates the utilization of our approach for AR applications,
even for mobile ones.

V. CONCLUSION
In this paper, we proposed an approach for robust multimodal
manga page colorization with color hints using StyleGAN.
We collected a dataset of the manually colored manga
pages and used it with the proposed data synthesis approach
to generate a paired dataset that highly resembles real
black-and-white manga images and reduce the domain
gap.

We determined that StyleGAN is able to learn the
distribution of color manga images but its latent space is
too complex for existing projection methods. However, even
such space admits typical manipulations that can be used
to construct a method for the generation of color cues that
simplify the training and the inference of the colorization
task. We also showed that a model that struggles less with
task multimodality generates better colorings.

Our method is not very suitable for natural image
colorization since the variety of colors of real-world objects
is comparably small, e.g. a red banana seems to be unrealistic.
Therefore, regularization of color variation is one of the key
directions for future work.

APPENDIX A
APPENDIX OVERVIEW
In the appendix we present:

• Overview of the collected data and the applied augmen-
tations (Appendix B)

• Formal definition of the training loss functions
(Appendix C)

• Description of the training process and hyperparameters
(Appendix D)

• Additional examples of manga page colorization
(Appendix E)

APPENDIX B
DATA PREPARATION
A. DATA COLLECTION
Traditionally, manga is produced with black ink, so most
existing works are drawn in black-and-white. Color manga
often exist either as a colorized edition of a popular black-
and-white manga provided by a major publisher or as a
colorization made by admirers, although there are some
lesser-knownmanga that are executed in color initially. There
are also many colored Korean and Chinese comics called
Manhwa andManhua. However, their drawing style and page
structure are quite different from Japanese manga, so we
decided to use them as little as possible.

We have collected about 82,000 images of the following
color manga:

• Naruto
• One Piece
• Bleach
• Akira
• JoJo’s Bizarre Adventure
• Demon Slayer
• Tales of Demons and Gods
• Genshin impact
• Another Emperor Reborn

To gather about 55000 real black-and-white images,
we used the following black-and-white manga:

• Berserk
• Claymore
• Dr. Stone
• Hellsing
• Shape of voice
• Monster
• One-Punch Man
• Attack on Titan
• 5 Centimeters per Second
• The Monster Next to Me
• All You Need Is Kill
• Neon Genesis Evangelion
• Spice and Wolf
• Goodnight Punpun
• Phoenix
• The Ancient Magus’ Bride

Danbooru [51] dataset is used for colored data diversi-
fication. It is a crowdsourced dataset consisting of anime
illustrations created by hobbyist artists, where all images have
a set of tags that describe them.We use ‘colored’, ‘colorized’,
and ‘comic’ tags to select 40000 appropriate images.

B. DATA AUGMENTATION
We use the following augmentations:

• Horizontal flipping with p = 0.5
• Random mirror padding with no more than 15 pixels,
followed by random cropping of size 768 × 512.
We have tried to train the model with 512 × 512 square
images, but it resulted in degraded performance. Perhaps
it is because the scenes near the image edges are
cropped, which makes them difficult to understand and
colorize. Thus, we train the model with images that have
a 3:2 aspect ratio.

• Color jitter augmentation. In order to make our model
overfit the synthetic data less strongly, we apply this
augmentation tomodify the brightness, contrast, and sat-
uration of the input images. In addition, to ensure that the
model does not overfit with the color features remaining
in generated images, we apply this augmentation to the
color images before preprocessing.

• For similar reasons with p = 0.03, we feed the network
not with a synthetic image but with a grayscale image
obtained from a color image with a weighted sum of the
channels.
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FIGURE 10. Images generated with StyleGAN without truncation trick. The images are easily distinguishable from the real manga pages but have
their distinctive features. That is, StyleGAN learns page structure.
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FIGURE 11. Style mixing of randomly sampled images. The structure of the page is preserved, but color distribution is modified in accordance with
mixed image.

APPENDIX C
METHOD
In this section, we present mathematical formulations of
loss functions used in training. To begin with, the following
notation is introduced: synthetic black-and-white image
Xsyn ∈ RH×W×1, real black-and-white image Xreal ∈

RH×W×1, resized synthetic black-and-white image Xres ∈

R256×256×1, color hint H ∈ RH×W×4, and coloring draft
S ∈ R256×256×3, ground truth color image Y ∈ RH×W×3,
resized ground truth color image Yres ∈ R256×256×3, drafting

network S, coloring network (generator) G, discriminator D,
i-th feature map of the pretrained VGG Vi.

For the drafting network, loss functions are calculated as
follows:

LMSE =
1

256 × 256 × 3
||S(Xres) − Yres||22 (4)

LLPIPS =

∑
l

1
HlWl

∑
h,w

||wl ⊙ (Ṽl(S(Xres))hw

− Ṽl(Yres)hw))||22, (5)
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FIGURE 12. Colorization of randomly picked images without color hints.

where wl ∈ RCl - pretrained vector for the l-th feature map,
Hl , Wl , Cl - spatial dimensions of the l-th feature map, Ṽl(·)
- output of Vl(·) unit-normalized in channel dimension, and
|| · ||2 denotes Frobenius norm.

For the colorization network, loss functions are calculated
as follows:

Lper =

∑
l

1
ClHlWl

||Vl(G(Xsyn,H , S)) − Vl(Y )||22, (6)
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FIGURE 13. Colorization of the double-page spreads. The double-page spread colorization has the same quality as for
single-page images.

LMAE =
1

3HW
||G(Xsyn,H , S) − Yres||1 (7)

LsyntheticGadv = log (1 −D(G(Xsyn,H , S))), (8)

LrealGadv = log (1 −D(G(Xreal, Ĥ , S))), (9)

LsyntheticDadv =− logD(Y )−log (1−D(G(Xsyn,H , S))), (10)

LrealDadv = − logD(Y ) − log (1 −D(G(Xreal, Ĥ , S))),

(11)

where Ĥ - empty color hint.
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FIGURE 14. Colorization with color hints. The double-page spread colorization has the same quality as for single-page images.
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APPENDIX D
TRAINING PROCESS
We initialize the weights with Xavier initialization and
perform optimization with Adam [57] for all models.

StyleGAN2. We set the batch size to 32 and the learning
rate to 10−3. The models are trained for 700,000 iterations
with a gradual learning rate decrease.

Drafting network. We set parameters λL2, λLPIPS to be
equal 1 and 0.5 respectively. The models are trained for
12 epochs using synthetic data with the learning rate of 10−4

and the batch size of 8.
Colorization network. In the first step, we train this model

for 15 epochs with a batch size of 4 and a learning rate of
10−4 and 4×10−4 for the generator and discriminator. In the
second step, batch size is 8 with the same learning rate. The
loss weights are λL1 = 10, λper = 1, λsynthetic = 1.5, λGreal =

0.4, λDreal = 0.7 for the first step and λL1 = 10, λper = 1,
λsynthetic = 1.2 for the second.

We use the following color cues generation schedule to
maintain a training balance between the generator and the
discriminator:

1) At the first epoch, we generate color hints with the
probability of 0.3, the model gets an empty color hint
otherwise; coloring draft is empty.

2) At the second epoch, the probability of color hints
generation is 0.6, coloring draft is empty.

3) On the third, the probability of color hints generation is
0.3, and the probability of coloring draft generation is
0.4.

4) On the fourth epoch and beyond, the probability of
color hints generation is 0.5, coloring draft - 0.8.

We use this scheme because if the generator receives color
cues too often, it is easy to generate realistic images. There-
fore, if we do not reduce their proportion, the discriminator
will certainly lose to the generator andwill not be able to learn
useful features that will improve the generator performance.

In the first step, we fine-tune the model with a paired
dataset of real data after training. We perform training for no
more than two epochs, as the model is overfitting for a certain
style of black-and-white manga. Such fine-tuning diversifies
the model’s colorings since the model is trained in supervised
mode with pixel structures that are not present in data. It does
not happen during training because the model is only trained
with real images using adversarial loss.

APPENDIX E
RESULTS
Fig. 10 and Fig. 11 give examples of manga page images gen-
erated with StyleGAN. To exhibit the results of colorization
without color hints, we randomly selected a set of imageswith
random replacement if the image content is not appropriate
(e.g., nudity). The results are presented in Fig. 12. We also
demonstrate in Fig. 13 that the capability of our model to
colorize double-page images. Colorization with color hints
is illustrated in Fig. 14.
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