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ABSTRACT The use of Underwater Sensor Networks (UWSN) for underwater ocean applications such
as seismic event detection, target detection, marine resource monitoring, and oil bed monitoring is growing.
In contrast to conventionalWSNs, these networks communicate via acoustic channels. Many communication
protocols for UWSN have been proposed, including MAC layer protocols, time synchronization protocols,
and routing protocols. Formal verification of these protocols is rarely investigated. In this paper, we propose
two abstraction methods for UWSN that capture multi-channel models and variable propagation delay.
These abstraction methods are used to create a validation model of the Time Delay Allocation MAC
(TDA-MAC) protocol, which is used in UWSN. Formal verification of TDA-MAC is accomplished by
performing a reachability analysis and the occurrence of design faults on certain marked states in the model.
The verification results detect non-progress cycles of marked states in the event of a PING message loss.
A modification to the existing protocol specification of TDA-MAC protocol is proposed. Formal verification
on the refined validation model shows that the protocol is free from non-progress cycles and unreachable
states. The proposed abstractionmethods can be used to create formalmodels and perform formal verification
of existing and emerging protocols used in UWSN.

INDEX TERMS Formal verification, PROMELA, SPIN model checker, TDA-MAC, underwater sensor
networks (UWSN).

I. INTRODUCTION
Sensor and acoustic device advancements result in the
deployment of sensors in underwater ocean beds. These
sensors can be used to capture and record climatic parameters
on ocean beds, marine resource detection, target tracking [9],
and so on. These sensors communicate with devices on
the ocean’s surface via acoustic channels [10]. Unlike
in terrestrial WSN, radio, and optical signals cannot be
transmitted over long distances underwater due to absorption
by ocean water [11]. UWSN communicates using acoustic
signals. Acoustic signals propagate at around 1500 meters
per second, which is very slow in comparison to radio
signals. Hence propagation delay in UWSN is greater
than in terrestrial networks. Furthermore, the speed of
acoustic waves varies depending on ocean conditions such as
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temperature, salinity, and pressure depth. As a result, changes
in ocean climatic conditions affect the propagation delay and
velocity of sound waves in underwater acoustics. According
to climatic studies [12], the acoustic speed of sound in the
underwater ocean ranges from 1481 to 1510 meters per
second. Another feature of the underwater sensor network
is multi-path acoustic wave propagation. This acoustic wave
propagation results in the same signal reaching the receiver
multiple times due to curved paths, echo, and reflection on
the ocean surface and bottom [7]. This is referred to as
the multi-path channel condition. Therefore the operating
conditions of UWSN differ from those of terrestrial networks.

Formalmethods provide a systematic approach to checking
plausible claims and ensuring consistent execution of a net-
work protocol during the early design stages [19]. As UWSN
deployment costs are higher, it is preferable to do formal
verification of all protocols, includingMAC protocols, before
they are put into practical use to ensure design flaws and
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other wrong behaviors do not reappear after deployment
and thereby reduce redeployment overhead. The design
faults include deadlocks, live-locks, non-progress cycles,
the presence of unreachable states, etc. These design faults
occur due to the interleaved execution of multiple processes
that run the protocol. The effect of all the interleaved
execution of multiple processes cannot be detected and
analyzed using mere software testing. The various steps
involved in the formal verification of protocol include a)
abstracting protocol behavior by building validation models
using an appropriate modeling language b) inserting design
faults and other correctness properties to be verified using
a temporal specification language, and finally c) formal
verification using automated model checking tools. The main
difficulty in formal verification is abstracting the behavior
of the protocol under test. The abstraction mechanism for
multi-path propagation and variable propagation delay in
UWSN is proposed in this work. These behaviors must
be incorporated into the modeling protocol for UWSN.
Using the proposed abstraction mechanism, the TDA-MAC
protocol [7] is modeledwith PROMELA and verifiedwith the
SPIN model checker [20], [21]. The following are the major
contributions of this work.
• Design of formal models to abstract the multi-path
propagation of acoustic waves, and variable propagation
delay based on changing ocean parameters in UWSN.

• Modeling and verification of TDA-MAC protocol used
in UWSN.

• Reachability analysis of marked state inserted in the
TDA-MAC model.

• Verification of refined TDA-MAC Protocol after detect-
ing non-progress cycles and unreachable states.

The remainder of the paper is organized as follows. The
motivation for this work is described in section II. The
literature review is discussed in section III. Section IV
describes the prerequisites needed to comprehend the con-
cepts described in this work. The procedure for abstracting
multi-path propagation in UWSN is described in section V-A.
The procedure for abstracting variable propagation delay is
described in section V-B. Section VI describes the modeling
and verification of the TDA-MAC protocol. Section VII
describes the comparison between our approach and similar
efforts on TDA-MAC. Finally, section VIII describes the
conclusions, scope, and future work.

II. MOTIVATION
Formal methods are applied in the software development
life cycle to build quality software products that meet
the functional requirements of the software. The hardware
components used in UWSN are designed to withstand
harsh ocean environments like underwater currents, corrosion
effects, etc Therefore the deployment and hardware cost of
UWSN components are more compared to those used in
terrestrial networks. Formal verification of protocols running
on UWSN components ensures the functional correctness
of the behavior of the protocol early in the design stage.

This will reduce the chance of the occurrence of incorrect
behaviour after deployment saving redeployment and other
cost overheads. Formal methods are rarely applied among
protocol developers due to the vast amount of mathemat-
ical concepts involved in formal languages. The formal
verification community widely uses formal model-checking
tools integrated with an input specification language to
conduct formal verification. Protocols used in UWSN are
typically implemented directly from protocol specifications.
The protocol’s performance is first assessed by running it in
a simulated environment. This is followed by the real-time
deployment of UWSN with an implemented version of the
protocol. Any failure of the protocol running in UWSN com-
ponents after deployment is disastrous. The main challenge
in the verification of protocols used in UWSN is to model
the underwater acoustic environment where the protocol
runs. This motivates us to create methods for modeling the
communication environment for UWSN protocol to easily
model UWSN protocols using the specification language of
the model checker. Therefore, the modeling approaches for
UWSN-specific variable propagation delay and multi-path
propagation were proposed in this work.

III. LITERATURE REVIEW
In the literature, various protocols for UWSNwere proposed,
including the MAC layer, routing layer, and time synchro-
nization protocols. Some notable works on contention-based
MAC protocols include Propagation Delay Tolerant ALOHA
Protocol (PDT-ALOHA) [13], Delay Tolerant MAC Protocol
(DTMAC) [14], Multi-session Floor Acquisition Multiple
Access Protocol (M-FAMA) [15], Full-duplex collision
avoidance MAC (FDCA) [16], Depth Based Routing aware
MAC Protocol (D(DBR-MAC) [17] and Traffic Adap-
tive Receiver Synchronized MAC Protocol (TARS) [18].
The major works on contention-free-based MAC proto-
cols include a cross-layer MAC for underground acoustic
sensor networks (CL-MAC) [5], Time Delay Aware MAC
(TDA-MAC) [7], Cluster-based On-Demand Time Sharing
MAC (COD-TS) [2], Throughput Efficient Super TDMA
MAC (TES-TDMA) [6]. The approach used in the develop-
ment of protocols for UWSN in all of these works includes
a) developing protocol specifications, b) implementing the
protocol using a suitable programming language, c) testing
the protocol, d) analyzing the performance of the protocol
using simulation tools, and e) analyzing the performance
of protocols using real-world deployments in the ocean.
However, the process described above has placed little or no
emphasis on identifying protocol design flaws using formal
verification. Protocol-related research works in UWSN are
primarily focused on MAC protocols, followed by time syn-
chronization protocols and routing protocols. Because of the
long propagation delay, multi-path propagation, and turbulent
ocean environment, the protocols used in UWSN have low
throughput and collisions. The majority of UWSN MAC
protocol research has focused on increasing throughput and
reducing message collisions. Tables 1, 2, and 3 depict some
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FIGURE 1. Schematic view of the proposed work.

of the MAC protocol-related works in UWSN. All of these
works implement protocols from specifications, and their
performance, such as throughput and message collisions,
is analyzed and compared using network simulations and
real-time deployments. None of the works focused on ensur-
ing protocol behavior before implementation. The correct
behavior of protocols can be ensured by identifying the
design flaws inherent in the protocol as a result of concurrent
process execution. These design flaws include the detection
of deadlocks, live locks, non-progress cycles, dead codes,
and other temporal logic-based behavior. Formal verification
is a technique for detecting such design flaws. In this
paper, we propose techniques for abstracting the behavior of
UWSN protocols. The proposed abstraction scheme includes
techniques for abstracting varying propagation delay and
multi-path propagation in UWSN. These patterns are used
to model and validate the UWSN TDA-MAC protocol,
demonstrating its suitability for performing UWSN protocol
verification. The protocol’s formal model is created using
Process Meta Language (PROMELA), and formal verifica-
tion is performed using the SPIN model checker [21], [22].
Figure 1 depicts a schematic overview of the proposed
work.

IV. PRELIMINARIES
A. COMPONENTS OF UWSN
UWSN is made up of two major arrangements. (1) Com-
posed of components found on the ocean’s surface. This
includes both ocean surface buoys and terrestrial constituents.
To determine the geographic location of various components,
the terrestrial components transmit data via EM signal in

TABLE 1. MAC protocols for UWSN.

conjunction with GPS. (2) The underwater components,
which include underwater floating sensors, Autonomous
Underwater Vehicles (AUVs), and seabed sensors, are the
second component. Figure 2 depicts the overall architecture,
which includes all of these components. UWSN protocols
typically run on underwater components and communicate
via acoustic waves.

B. INTRODUCTION TO MODEL CHECKING
Model checking is a technique for performing formal
verification of the correctness of protocols. Model checking
is carried out using automated, model checking tools as
well as theoretical methods. The model checker receives as
inputs a validation model created in a specification language
and the correctness behaviors expressed in temporal logic.
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TABLE 2. MAC protocols for UWSN cont’d.

The model checker examines each correctness behavior
specification and determines whether the validation model

TABLE 3. MAC protocols for UWSN cont’d.

satisfies it. This is accomplished by generating all possible
sequences of the validation model’s execution states. The
model checker extracts the execution sequences that satisfy
the negation of the correctness behavior from these sequences
of execution states. In such cases, the model checker
generates a violating trace, which depicts the sequence of
execution states that leads to the correctness property being
violated.

C. PROMELA AND SPIN MODEL CHECKER
Process Meta Language (PROMELA) is a specification
language used to create validation models for formal
verification. The PROMELA constructs that adhere to the
requirements listed in the protocol specifications are used to
build the validation models. Formulas using linear temporal
logic (LTL) are used to specify the properties that must
be verified after the validation model has been created.
Simple PROMELA Interpreter (SPIN) is amodel checker that
examines each correctness behavior and determines whether
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FIGURE 2. Components of UWSN.

the validation model satisfies it. This is accomplished by
generating all possible sequences of the validation model’s
execution states. The SPIN model checker extracts the exe-
cution sequences that satisfy the negation of the correctness
behavior from these sequences of execution states. In such
cases, the SPIN model checker generates a violating trace,
which depicts the sequence of execution states that leads
to the correctness property being violated. An overview of
the model-checking process using PROMELA and SPIN is
outlined in Figure 3.

V. MODELING BEHAVIORAL PATTERNS FOR UWSN
This section deals with modeling some specific behav-
ior of UWSN. The behavior patterns identified include
multi-path propagation and varying propagation delay. The
deployment pattern of sensor nodes in ocean beds follows
a two-dimensional deployment strategy [8]. The network
topology used to describe the behavior consists of 8 X 8 Km
coverage area. The distance between the consecutive nodes
is 200 meters. The gateway node is placed in the center of
the coverage area with a vertical depth of 500 meters to
seabed [7]. The notations used in the algorithms are based
on pseudo-code conventions described in [23] and [24] and
are reproduced in Table 4 for clarity and understandability.

A. MODELLING MULTI-PATH PROPAGATION
The phenomena of multi-path propagation are caused by
curving routes, echo, and reflection of the acoustic wave
on the ocean surface and bottom, resulting in the same
signal reaching the receiver many times. This acoustic wave
feature can be abstracted by transmitting and receiving
identical data several times for each message transmission
and reception. Before each data transmission, the number of

FIGURE 3. Model checking process using SPIN and PROMELA.

TABLE 4. Summary of notations used in Algorithms [23], [24].

times the identical data is transmitted is chosen in a non-
deterministic way. Multiple transmissions of the same data
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occur in a very short time frame when compared to a standard
data transmission time interval. The multi-path propagation
algorithm for data transmission and reception is depicted in
Algorithms 1 and 2 respectively.

The example shown in Algorithm 1 involves a gateway
node sending a request message (reqmsg) to all N nodes
placed on a seabed. Each reqmsg request to a specific
node is sent multiple times to abstract the multi-path
propagation behavior. Step 5 of Algorithm 1 describes how
to determine the number of times additional transmissions
of the same message happen. This is done by choosing a
value between 1 and NPROP in a non-deterministic fashion.
The repeated transmission of reqmsg in steps 6 through
11 of Algorithm 1 describes the abstraction of multi-path
propagation during transmission. The constant MPI, which
stands for a multi-path interval, specifies the time window
for the repeated delivery of reqmsg. In the mpathtimer,
this value is initialized. The constant MI specifies the time
window in which the subsequent round of reqmsg is to
be transmitted to all nodes. The msgtimer in step 3 of
Algorithm 1 initializes this value. Step 13 of the Algorithm 1
describes how the next round of message transmission is
started after one round of message transmission to all the
N nodes.
The scenario shown in Algorithm 2 is where a node placed

on the sea bed receives a request message (reqmsg) that
was sent by the gateway node by the procedures indicated
in Algorithm 1. The same constants MPI, MI, and NPROP
are used in this algorithm. Additionally, it makes use of the
boolean variable multipath, which is initially set to false.
This algorithm processes the message sent by the gateway
node only when the value of the variable multipath is
false. The boolean variable multipath is set to true after
receiving the first message sent by the gateway. Until the
value of the multipath variable is changed to false, this will
disregard multiple receptions of the same message sent by
the gateway node. When the limit time period for a number
of transmissions of the same message expires, the value of
the multipath variable is changed to false. This is explained
in steps 5 to 6 of Algorithm 2. The protocol designer fixes
the values of the constants MPI, MI, and NPROP used in
Algorithms 1 and 2 in away that the value ofMI is sufficiently
greater than the entire maximum time needed to propagate the
reqmsg to all N nodes.

B. MODELLING VARIABLE PROPAGATION DELAY
A method for abstracting variable propagation delay is
presented in Algorithm 3. This algorithm assumes N nodes
deployed in 8 X 8 KM in an underwater sea bed. The gateway
node is deployed in the center of the coverage area with
a vertical depth of around 500 meters. The algorithm uses
two sequences D and V as input and the sequence TP and
PD as output. The sequence D = < D1,D2, . . . .DN >

represents distances from the gateway to N nodes deployed
in the underwater seabed. The sequence V =< V1,V2..VK >

represents the velocity of sound waves depending on

Algorithm 1 Procedure MULTIPATH_SEND
This algorithm describes the abstraction steps for
implementing multi-path propagation
during transmission in UASN
In : reqmsg
ConstantMPI,MI,NPROP
Local msgtimer,mpathtimer,i

1: while true do
2: i←0
3: set (msgtimer,MI)
4: for i← 1toN do
5: choice among rnd← 1 to NPROP
6: while rnd ̸= 0 do
7: send reqmsg via channel allotted to the

transmitting node
8: rnd← rnd − 1
9: set (mpathtimer,MPI)
10: wait till expire(mpathtimer)
11: end while
12: end for
13: wait till expire(msgtimer)
14: end while

Algorithm 2 Procedure MULTIPATH_RECV
This algorithm describes the abstraction steps for
implementing multi-path propagation
during reception in UASN
ConstantMPI,MI,NPROP
Boolean multipath=false
Local mpathtimer,recvpmsg

1: while true do
2: if multipath = false then
3: receive the message via the channel allotted to the

receiving node and store it in recvmsg
4: multipath← true
5: set(mpathtimer,MPI × (NPROP-1))
6: wait till expire(mpathtimer)
7: end if
8: multipath← false
9: end while

ocean conditions. TP =≪11,TP12 . . . TP1K >< TP21,
TP22 . . . .TP2K > . . . < TPN1,TPN2 . . . .TPNK ≫ is
a table of N rows and K columns. Each row stores the
propagation delay corresponding to the velocities V1 to VK
for a particular Node ‘i’ where ‘i’ ranges from 1 to N. Steps
1 to 5 of Algorithm 3 calculate the propagation delay of each
node ‘i’ for different velocities V1 to VK . These values are
stored in a two-dimensional array TP that contains N rows
and K columns. Each row of TP contains the propagation
delay of each node from the gateway node under various
velocities V1 to VK . Steps 6 to 9 of Algorithm 3 perform
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Algorithm 3 Procedure PDSELECTGATEWAYNODE
This algorithm describes the abstraction steps for
implementing variable propagation delay in UASN
In : D,V
Out: TP, PD enriched with values values fixed by this
Algorithm
Local h,i,j
Constant N,K

1: for i← 1toN do
2: for j← 1toK do
3: TP[i, j]←Vj ÷ Di
4: end for
5: end for
6: choice among h← 1 to K
7: for i← 1toN do
8: PDi←TP[i, h]
9: end for

10: while true do
11: Abstraction steps requesting data to nodes deployed

on seabed.
12: Abstraction steps receiving data from each node

deployed on the seabed.
13: choice among rnd= 1 to 100
14: if rnd is greater than a threshold value then goto

step 6.
15: end while

a non-deterministic selection of a value from 1 to K and is
stored in a variable ‘h’. This value is used as a column index
of TP to select a particular propagation delay for each of the
N nodes. The selected values of the propagation delay of N
nodes are stored in the sequence PD. Each node used by the
validation model of the protocol makes use of the selected
propagation delay. Steps 10 through 12 of Algorithm 3
specify a high-level description of the protocol used in
UASN for collecting sensor data from the nodes deployed
in the underwater seabed. The detailed steps vary depending
on UASN applications. The abstraction steps for change
in the propagation delay due to varying ocean conditions
are done by a non-deterministic jump to step 6 of the
Algorithm which repeats the selection of another propagation
delay from the table TP for all nodes and runs the same
protocol.

VI. DESIGNING, MODELING AND VERIFICATION OF
TDA-MAC
Underwater acoustic sensor networks (UASN) use the Time
Delay Allocation (TDA) protocol, which was first described
in [7]. This MAC protocol does not necessitate node
clock synchronization, in contrast to other MAC protocols
used in UASN. The protocol is presumptively used in a
topology-defined environment as indicated in Section V.
The TDA MAC protocol design process entails four steps:

a) identifying its design elements; b) determining the major
states that the protocol passes c) developing communicating
finite state machines for the protocol and d) building
a validation model of the protocol using a specification
language. The Process Meta Language (PROMELA) is used
as a specification language to model the TDA MAC. Finally,
the PROMELA model of TDA MAC’s formal verification
includes checking for design flaws and the reachability
of various marked states in the model using SPIN model
checker.

A. DESIGN ELEMENTS OF TDA-MAC
The design elements for TDA MAC were taken from the
studies described in [7]. The various procedures used to
determine the design elements of the TDA MAC are based
on the theories presented in [21] and [22].

1) Protocol Service
This protocol will enable slotted sensor data receiving,
similar to TDMA, at the UASN gateway node from
nodes installed in the seabed below. This protocol is
capable of handling variable propagation delay under
UASN ocean conditions.

2) Assumptions about the Protocol Environment
The protocol needs to be able to function in an envi-
ronment with wireless acoustic signal propagation with
a partially lossy environment where some messages
propagated via channels may be lost. In contrast to ter-
restrial networks, UASN communication propagation
delay is greater and varies with ocean factors such as
depth, salinity, pressure, temperature, etc.

3) Protocol Vocabulary
The protocol starts by sending a PING message from
the gateway node to each node installed on the bottom
of the ocean. The nodes positioned beneath the seabed
relay the same message to the gateway node after
receiving a PING request. From the gateway node
to each additional node, this procedure is repeated.
The propagation delay from the gateway node to each
adjacent node is measured. The transmit delay intervals
of data packets from each node are computed in the
gateway node. This time period represents the amount
of time it takes a sensor node to deliver a data packet to
a gateway node in response to a REQ message. Each
node receives this estimated transmit delay interval
via a TDI packet. To all the nodes, the gateway node
broadcasts the REQ request packet. Each node that
receives a REQ packet from the gateway node waits
for the transmit delay interval (TDI) before sending a
DATA packet containing the deployed node’s sensor
reading. As a result, the gateway node gets the data
packets in a time-slotted fashion from all sensor nodes
installed in the sea bed.

4) Protocol Message Format
The message format consists of a message type
msgtype, which can be one of the following: PING,
TDI, REQ, or DATA; a source and destination id
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(source, dest); and a message msg. The message
format is as follows:
{msgtype, source, dest, msg }.

5) Procedural Rules
There are typically two different implementations of
the TDA MAC protocol, one running on the gateway
node and the other on nodes placed on the seabed. The
following procedural requirements must be followed
by the protocol.
a) A gateway nodemust wait for the same PING packet
to arrive at the gateway node from the node it was
originally sent.
b) The PING packet must be relayed back to the
gateway node if it is received by the sensor node
installed in the seabed.
c) Calculate the time elapsed since the last PING
packet was transmitted and received (propagation
delay) at the gateway node if the gateway node receives
a PING packet.
d)To all N deployed nodes on the seabed below, apply
procedure rules a, b, and c.
e) Use the propagation delay that was estimated using
procedure rules a, b, and c to calculate the transmit
delay from the gateway node to all nodes.
f) Update the sensor node’s transmit delay to the data
message received from the TDI packet if the gateway
node sends a TDI packet to the sensor node installed in
the seabed.
g) Upon receiving a REQ packet from the gateway
node, a sensor node installed on the bottom of the sea
will then send out a data packet containing sensor data
after the transmit delay designated for that node.
h)Calculate the difference between the actual time
delay and the anticipated time delay between the
transmission of a REQ packet to the reception of a
DATA packet if the gateway node receives a DATA
packet from a sensor node. Apply procedure rules from
e to h and adjust the propagation delay and transmit
delay interval based on the timing inaccuracies if the
difference exceeds a threshold.

B. FINITE STATE MACHINE OF TDA MAC
The Finite State model for the TDA-MAC protocol is shown
in Figures 4 and 5 for gateway nodes and sensor nodes
placed on the seabed below. Tables 4 and 5, respectively,
show a description of the various state transition activities
of the finite state machines of the gateway node and sensor
nodes. The total number of sensors placed on the seafloor is
represented by the constant MAXNODE shown in Figure 4.
The transition from the PING STATE to TRANSMIT
COMPUTE action i > MAXNODE in Figure 4 denotes the
end of the transmission and reception of PING messages
to all sensor nodes with the numbers 1 to MAXNODES.
In Figure 4, the action i > MAXNODE for the transition
from TRANSMIT COMPUTE to TTX STATE denotes the
completion of the computation of transmit timings for all

FIGURE 4. Finite state machine of gateway node.

FIGURE 5. Finite state machine of sensor node.

sensor nodes numbered 1 to MAXNODES. Each sensor
node will wait until this transmission time has passed after
receiving a REQ message before sending a DATA message
to ensure that the DATA messages are received at the
gateway node in a timed slotted way. The completion of
the transmission of the TDI message to all of the sensor
nodes with the numbers 1 toMAXNODES is indicated by the
action i > MAXNODE for the transition from TTX STATE
to REQUEST STATE in Figure 4. According to Figure 5,
the action set(Ttx,msg1) for the transition from UPDATE
TTX STATE to INIT involves writing the value of msg1
obtained from the TDI packet into a variable Ttx in the sensor
node. In Figure 5, the action expire(timer) for the transition
from DATA TRANSMIT STATE to INIT state denotes the
expiration of a timer that is set to Ttx received as a message
from TDI packet.

C. MODELLING TDA-MAC PROTOCOL USING PROMELA
The topology presented in section V is used in TDA-MAC
modeling. With 200 meters separating each node, a coverage
area of 8 × 8 KM is utilized. The gateway is positioned
in the middle of the coverage region, 50 meters vertically
below the ocean’s surface. The ocean’s surface extends
500 meters above its submerged surface. The 4 boundary
nodes of the 8 X 8 KM coverage region are instead selected
as depicted in Figure 6 due to the state space explosion
experienced during formal verification. The labels ‘‘G,’’
‘‘N1,’’ ‘‘N2,’’ ‘‘N3,’’ and ‘‘N4’’ refer to the gateway node
and the other nodes, accordingly. The set distance between
each node and the gateway is 7485 meters. According
to [12], the estimated propagation delay for sound waves
traveling at velocities between 1450 m/sec and 1540 m/sec
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TABLE 5. State transition table of gateway node For TDA-MAC.

TABLE 6. State transition table of sensor nodes for TDA-MAC.

ranges from 5162 to 4860 milliseconds. To model variable
propagation delay, the Algorithm 3 described in section V-B
is used. The input sequence D for Algorithm 3 contains
the values D =< 7485, 7485, 7485, 7485 > and has a
length of 4. These values stand for the distance between
the gateway node and each boundary node N1, N2, N3,
and N4. The input sequence V utilized in Algorithm 3 has
V=<1450, 1451, . . . 1539, 1540> representing the varied
velocities of acoustic waves in the deep ocean. After applying

FIGURE 6. Topology used by the PROMELA model.

FIGURE 7. PING message sequence.

Algorithm 3, the output table TP is created. It has 4 rows
and 91 columns. With 91 different velocities contained in
sequence V, each row of the table contains the propagation
delay values for each node. For each node in the model, the
non-deterministic Algorithm 3 chooses a certain propagation
delay corresponding to a specific velocity. Figures 7, 8 and 9
each provide a description of the message sequence that
the model generated in accordance with the procedural rule
outlined in section VI-A.

D. VERIFICATION OF TDA-MAC PROTOCOL
The PROMELA model that was previously built includes the
states that are described in the FSM of TDA-MAC that is
discussed in sectionVI-B. Table 7 shows the states introduced
to the PROMELA model for the gateway node and the other
four nodes, along with their acronyms. The verification is
carried out by examining the reachability of marked states
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FIGURE 8. TDI-REQ message sequence.

FIGURE 9. Data message sequence.

TABLE 7. Marked state description of TDA-MAC model.

in the gateway node and the other four nodes in a partially
lossy channel environment where some PING, TDI, REQ,
and DATA packets were lost. By including a Daemon process
capturing the PING, TDI, REQ, and DATA packets from the
channels designated to N1, N2, N3, and N4, respectively,
various packet losses can be emulated. Figures 10 and 11
show the Finite State Machine for the Never Claims used
for testing the reachability of each state in the gateway node
in case of PING packet loss. It is evident from the FSM
shown in Figures 10 and 11 that when a PING packet is
received in the Daemon process, the state change from S4
to S8 takes place. This suggests that the PING packet that
the gateway node transmitted was unsuccessful. The gateway
node’s inability to reach the TDI_STATE is indicated by the

FIGURE 10. FSM never claim for reachability to TRANSMIT_COMPUTE,
TDI_STATE for PING packet loss.

FIGURE 11. FSM never claim for reachability to REQUEST_STATE for PING
packet loss.

transition from (!((G[pid0]p == TDISTATE))) to the same
state. The never claim has an acceptance label next to the
state s8. If the concurrent execution of the model results in
an acceptance cycle, the state S8 of the never claim is cycled
infinitely. Additionally, it shows that the PROMELA model
of TDA MAC is not progressing toward its TDI_STATE.
Similar to this, the never claim and FSM for other states
in the gateway and other nodes’ non-reachability can be
obtained. In Figure 12, the never claim corresponding to
the non-reachability of the states TRANSMIT_COMPUTE,
TDI_STATE, and REQUEST_STATE is depicted. Similar
to this, the never claims for additional states in the
model’s non-reachability are derived and verified. The Bit
state Hashing/Super Trace approach was used to lower
the amount of states produced by the validation model.
In addition to the aforementioned, the maximum search depth
and physical memory size are fixed at 2048 Megabytes
and 10000000, respectively. The model also verifies the
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FIGURE 12. Never claim for reachability to TRANSMIT_COMPUTE,
TDI_STATE and REQUEST_STATE for PING packet loss.

TABLE 8. Reachability of marked states of gateway node TDA-MAC model
in case of various message loss.

reachability of the marked states in the gateway node, namely
the PING_STATE, TRANSMIT_COMPUTE, TTX_STATE,
and REQUEST_STATE in the case of PING, TDI, and REQ
message loss from the gateway node to N1, N2, N3, and N4,
as well as loss of PING, DATA message reception from N1,
N2, N3, and N4. In addition to the foregoing, the existence
of non-progress cycles in each of these cases is also verified.
Table 8 displays the verified results.

When a specific message send or receive indicated in the
column of the table by the gateway node to any one of the
nodes N1, N2, N3, and N4 are lost, a ✗in the Table 8 shows
the presence of a non-progress cycle and non-reachability to
the state’s PS, TC, TTX, and RQ. When a specific message
send or receive defined in the table’s column by the gateway
node to any one of the nodes N1, N2, N3, or N4 is lost, a

✓in the Table 8 shows the absence of a non-progress cycle
and reachability to the states PS, TC, TTX, and RQ. When
the PING packet is sent by the gateway nodes to any of the
nodes N1, N2, N3, and N4, it is evident from Table 8 that
the reachability to the states PS, TC, TTX, and RQ is not
satisfied. Additionally, non-progress cycles were seen in each
of these cases. This finding leads us to the conclusion that
the protocol specification of the TDA MAC published in [7]
contains several design flaws. As a result, the existing TDA
MACmodel needs the following improvements. To guarantee
reachability to the states PS, TC, TTX, and RQ in the gateway
node and to prevent a non-progress cycle, these enhancements
are recommended.
• The gateway node sends the same PING packet to the
same node again if it doesn’t receive an acknowledgment
of it after a predetermined amount of time. The work
in [25] proposes a retransmission of all the packets of
TDA-MAC a fixed number of times as a part to address
the error in transmit delay computation and collisions
identified due to the loss of various packets sent to a node
during sea trials. The same recommendation is applied in
this work to prevent a non-progress cycle when the PING
packet acknowledgment is not received from a particular
node. This issue was not addressed in the specification
of TDA-MAC that was put forth in [7]. We verified
the model with a retry count ranging from 2 to 10 in
our validation model for the gateway node that employs
a partly lossy environment and the topology shown in
Figure 6. For the model to guarantee reachability to all
of the model’s states and the lack of non-progress cycles,
a retry count value of 3 is sufficient.

• Even after the gateway node has sent the PING packet
an allocated number of times if the acknowledgment
of the PING packet is not received by the gateway
node, avoid sending the PING packet again to that node
and continue to send PING packet to the next node.
This recommendation is done to prevent infinite cycling
through PS state and also to guarantee reachability to
the states TC, TTX and RQ states in the gateway node
even if the connectivity to a particular node is fully lost
during the PING packet exchange. This issue was not
addressed in the specification of TDA-MAC that was put
forth in [7].

• If the acknowledgment to the PING packet sent to the
last node by the gateway node is not received even after
a specific number of retries, the protocol should move
to the TC state. This recommendation is done to ensure
the reachability to TC state and to avoid a non-progress
cycle if the connectivity to the last node is fully lost
during a PING packet exchange. This issue was not
addressed in the specification of TDA-MAC that was put
forth in [7].

The verification result of the revised TDA-MAC model after
incorporating these recommendations is shown in Table 9. It
is evident from the observations in Table 9 that the refined
TDA-MACmodel’s requirements for reachability to all states
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TABLE 9. Reachability of marked states of gateway node refined
TDA-MAC Model in case of various message loss.

TABLE 10. Reachability of marked states of N1, N2, N3, and N4 in the
refined TDA-MAC model in case of various message loss from and to
gateway node.

in the gateway node and the absence of non-progress cycles
in the model are met. As a result, the TDA-MAC protocol’s
gateway node is free of design flaws and is reachable to the
designated states.

The reachability of themarked states, PING_ACK_STATE,
UPDATE_TTX_STATE, REQUEST_PROCESS_STATE,
and DATA_TRANSMIT_STATE in the nodes N1, N2, N3,
and N4 of the model in case of PING, TDI, REQ message
loss from the gateway node as well as loss of PING, DATA
message reception from N1, N2, N3, and N4 to gateway
node, is also confirmed. In addition to the foregoing, the
existence of non-progress cycles in each of these cases is also
verified. Table10 shows the verified results. It is evident from
the findings in Table10 that the refined TDA-MAC model’s
reachability to all of the states in nodes N1, N2, N3, and N4 as
well as the model’s lack of non-progress cycles are satisfied.
As a result, there are no design flaws or non-reachability to
the designated states on the nodes N1, N2, N3, and N4 that
model the TDA-MAC.

VII. COMPARISON BETWEEN OUR APPROACH AND
SIMILAR EFFORTS ON TDA-MAC
From its initial proposal to its expanded version, the findings
in the recent works related to TDA-MAC and our findings in
this work are compared in Table 11. The original suggestion
for TDMA-based protocol for UWSNwaswithout employing
time synchronization of clocks and the performance study
was carried out using simulation [7]. As per the formal
verification results obtained in this work, a non-progress
cycle and non-reachability to the states PS, TS, TTX, and
REQ in the gateway node are detected when the PING
packets are lost. This indicates that the protocol proposed
in [7] do not address the actions to be taken due to the
loss of PING, TDI, REQ, and DATA packets. In a later
work, [25], an analysis of the real-time deployment of
TDA-MAC on hardware in underwater ocean conditions
was proposed. When PING, TDI, REQ, and DATA packets
are lost, there are practical problems with transmit delay
and collision of DATA and REQ packets. To address

TABLE 11. Comparison between our approach and similar efforts on
TDA-MAC.

these practical concerns, this work suggests changes to the
TDA-MAC. Though the work [25] propose to switch to the
next node in the event of loss of PING packet, the protocol
goes to unreachable states and non-progress cycles at the
gateway node when the PING packet to the last node is
lost. This indicate that the modifications proposed do not
address the actions to be taken due to the loss of PING
packet sent to the last node. It is evident from these two
works that the performance of TDA-MAC in a simulation
environment cannot fully address and detect the practical
problems encountered during real-time deployment. Before
a protocol is deployed, many of these practical concerns
can be found using formal verification methods, giving
developers the assurance that the protocol is valid. By doing
this, extra overheads required to restructure the protocol
after deployment will be greatly reduced. In this work,
we concentrated solely on detecting design flaws that were
included in the initial specification of TDA-MAC since the
validation models utilizing PROMELA are primarily meant
to discover design flaws before implementation. The study
mentioned in [26] offers a novel TDA-MAC variant that
can operate in the dual-hop topology employed in UWSN.
This will address the issue of TDA-MAC nodes requiring
a lot of power in single-hop environments. The authors
also suggest a redundant routing scheme that improves
TDA-MAC’s reliability. It is also possible to model and
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formally verify the timing concerns found in [25] due to the
loss of PING, TDI, REQ, and DATA packets by applying
our abstraction methods and finite state machines introduced
in this work and utilizing UPPAAL model checker [27]
specifically meant to verify timing issues. Before undertaking
sea trials, it is recommended to use model checking methods
for the verification of the modified TDA-MAC proposed
in [26] in order to confirm the correctness of the protocols
prior to real deployment.

VIII. CONCLUSION, SCOPE AND FUTURE WORK
We have put forth abstraction strategies for UWSN proto-
cols. Multi-path propagation and varied propagation delays
which are typical in ocean conditions are abstracted and
specifications are represented using PROMELA. Algorithms
for sending and receiving of messages in scenarios like
multi-path propagation and varied propagation delay are pre-
sented. The TDA-MAC protocol used in UWSN is modeled
and tested to show the usefulness of the suggested algorithms.
The gateway nodes and other nodes’ reachability to various
indicated states are verified. In a lossy channel context, the
TDA-MAC model is also checked for non-progress cycles
and design flaws. The verification outcome demonstrates
that PING packet loss has an impact on the reachability
of various marked states in the gateway node. Additionally,
non-progress cycles can also be identified when a PING
packet is lost. With certain extra requirements proposed to the
current protocol standards, the validation model is improved.
The redesigned validation model, in the end, satisfies the
reachability criteria and specification under a variety of
message loss scenarios.

The reach of this work is wide. The suggested techniques
can be applied for the formal verification of any existing or
developing protocols in the context of UWSN. It is possible to
test the functional correctness and design flaws of protocols
used in UWSN using the idea and methods proposed in this
paper. The current work has given us an opportunity to model
and formally verify both underwater acoustic communication
environments along with the procedural rules of TDA-MAC
protocol proposed in [7].

We plan to expand our modeling techniques to other
protocols used in UWSN as well as to further examine the
impact of multi-path propagation and varying propagation
delay on the correctness of MAC protocols used in UWSN
especially Sequential Dual Hop TDA-MAC (SDH-TDA-
MAC) and its redundant routing mechanism. Additionally,
it is intended to develop semantics and process algebraic
models that explain multi-path propagation and variable
propagation delay, as well as to do static analysis of both
current and evolving UWSN protocols.
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