IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 8 September 2023, accepted 1 October 2023, date of publication 10 October 2023, date of current version 16 October 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3323437

== RESEARCH ARTICLE

Robot Path Planning Based on Interval Type-2
Fuzzy Controller Optimized by an Improved
Aquila Optimization Algorithm

KUN LI, XIANG ZHANG, AND YING HAN

Faculty of Electrical and Control Engineering, Liaoning Technical University, Huludao, Liaoning 125105, China
Corresponding author: Ying Han (hyfengyan@163.com)

This work was supported in part by the Liaoning Revitalization Talents Program under Grant XLYC2007091, and in part by the National
Natural Science Foundation of China under Grant 62203197.

ABSTRACT Uncertainty and complexity in the local path planning are hot topics. In this paper, a novel
IAOFC algorithm is proposed for local path planning in the complex environment. Considering the
uncertainty and complexity of local path planning, this paper uses interval type-2 fuzzy control to design
path planning method, which can respond more quickly to the uncertainty of the environment and improve
the computation speed and efficiency. To further improve the performance of the fuzzy controller, this paper
uses an improved Aquila Optimizer (AO) algorithm to optimize the membership function of the interval type-
2 fuzzy controller (renamed by IAOFC). By using the optimized fuzzy controller, the time cost and path cost
can be reduced. In simulation experiments, the path planning in static environment is designed to verify
the basic performance and efficiency of the algorithm, and the path planning in dynamic environment is
validated to verify the robustness of the algorithm. Finally, the superiority of the IAOFC algorithm is proved
by comparing it with some other algorithms. According to experiment results, IAOFC has an average cost
reduction of 15% and 6% than other algorithms in static and dynamic environments, respectively.

INDEX TERMS Path planning, interval type-2 fuzzy control, Aquila optimization algorithm, membership

function, uncertainty.

I. INTRODUCTION

In recent years, robots have been widely used due to
their excellent intelligence and flexibility [1]. Especially
in the harsh working environment (mine, nuclear reactor,
disaster rescue, etc.), the use of intelligent robots can
effectively reduce the work risk so that the operator can
complete the work task safely and efficiently. In most
scenarios, autonomous navigation is a necessary condition for
intelligent mobile robots, of which path planning is one of the
most important parts of navigation [2].

Path planning has always been a hot topic in robotics
research, such as the classical algorithms based on graph
theory: A* [3], Dijkstra [4], etc. Sampling based algo-
rithms: rapidly exploring random tree(RRT) [5], Probabilistic
roadmaps(PRM) [6], etc.; Neural network based algorithm:
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bionic neural network [7], residual convolutional neural
network [8], particle swarm optimization neural network
[9], dynamic environment path planning neural network
[10], potential field bio-inspired neural network [11], etc.
There are also popular biological inspirations in recent
years, such as: genetic algorithm(GA) [12], particle swarm
optimization(PSO) [13], ant colony optimization(ACO) [14],
etc. However, they all rely on the prior environmental
information, and sometimes it is difficult for the robot to
obtain the prior environmental information in the actual work
process, such as the mine disaster relief site. The change
of the geographical environment after the disaster and the
urgency of the rescue make it insufficient to realize the robot’s
autonomous path planning under the prior environment.
Artificial potential field(APF) [15] can perform path
planning in unknown environment, but it has the local
minimum problem, which may not find the solution to the
problem. Dynamic window approach(DWA) [16] has low
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computational complexity and can perform real-time path
planning, but it has poor obstacle avoidance effect and may
not be able to find the optimal path. Due to the restriction
of objective conditions, there are many disturbances and
uncertainties that cannot be eliminated in mobile robot path
planning, such as inaccurate sensor information, errors in
robot implementation, dynamically changing environment,
and so on. Therefore, it is necessary to choose the right
method to deal with these problems. Using the concept
of fuzzy membership function, the fuzzy logic algorithm
discriminates fuzzy sets and simulates the behavior of human
brain to deal with fuzzy relations. It has strong adaptability
and can control and adjust the robot in real time under
different environments to better adapt to the complex and
changing external environment. It can deal with the non-
linear relationship between input and output [22], and has
good robustness to noise, disturbance and parameter changes,
so as to ensure the stability and reliability of the robot’s
action, and meanwhile the fuzzy control can deal with the
non-linear relationship between input and output. In this
regard, the robot path planning and design method based on
fuzzy control is preferentially selected in this paper.
Nowadays, the fuzzy logic method has been widely studied
and applied, such as: medical supply chain [17], solar
dryer [18], aircraft [19], high order multi-agent system [20],
pattern recognition [21]. Song et al. [23] proposed a path
planning algorithm based on fuzzy logic under unknown
environment, which defines the direction of advance and uses
fuzzy reasoning to get the priority of each direction; then,
the direction of the robot is the direction with the highest
priority; However, this algorithm only considers the direction
of the robot, without its speed. Singh et al. [24] proposed a
type-1 fuzzy logic controller design method, but it cannot
perform well in the face of high complexity environment.
Compared with type-1 fuzzy control, interval type-2 fuzzy
control uses interval number to describe the relationship
between input variables and output variables. It has better
fault tolerance, accuracy and interpretability, and has better
performance in solving some complex problems, such as
Microgrid frequency regulation [25], local model control
[26], three-phase PWM rectifier control [27], Type-2 fuzzy
C-means algorithm [28]. Dirik et al. [29] used interval type-2
fuzzy logic for the path planning, but the algorithm is based
on known environment. In this paper, considering unknown
environment for the path planning problem, the optimized
interval type-2 fuzzy controller is designed, during to the
fact that some uncertain parameters make the performance of
the fuzzy controller does not reach the optimum. Therefore,
the swarm intelligence optimization algorithm is employed
to optimize the interval type-2 fuzzy controller. Aquila
Optimizer (AO) [30] is a swarm intelligence optimization
algorithm with excellent global optimization ability, fast
convergence speed, etc. It has advantages to quickly find
the optimal parameter of the membership function when
there are many fuzzy rules in the fuzzy controller, which
can better save optimization time. In order to better increase
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the optimization performance of the fuzzy controller for the
path planning problem, a new Improved Aquila Optimizer
(IAO) is proposed in this paper. To solve the problem of
easily falling into the local optimum, the spiral foraging
strategy of the Whale Optimization Algorithm (WOA) and
the danger warning mechanism of the Sparrow Search
Algorithm (SSA) are introduced. At the same time, in order
to better jump out of the local region, this paper uses
fusion Cauchy and opposition-based learning strategies to
disturb the optimal position after each iteration. The TAO
algorithm is applied to the Interval type-2 fuzzy controller,
and the relevant parameters of the shape of the membership
function are optimized. The optimized Interval type-2 fuzzy
controller is then used for path planning in static and dynamic
environments.

Our major contributions are summarized as follows:

(1) An improved IAO optimization algorithm is proposed.
The whale spiral foraging strategy and the hazard warning
mechanism are integrated to increase the optimization
performance. On this basis, the opposition-based learning
fused by the Cauchy strategy is added to improve the ability
of jumping out of the local optimum original algorithm;

(2) An optimized interval type-2 fuzzy controller by
IAO is proposed. The parameter setting of the size and
shape of the control membership function is regarded as
a multidimensional optimization problem to optimize the
membership function;

(3) A path planning method based on interval type-2 fuzzy
control under unknown environment is proposed, which
reduces the dependency on the previous environment, makes
more adaptable to the realistic complex environment, and
increases the robustness to deal with uncertain environment.

The remaining of this paper is arranged as follows.
Section II introduces the robot motion model, the type-
2 fuzzy system and the path planning method by the
type-2 fuzzy controller. An TAO algorithm is proposed in
Section III, which improves the optimization performance
in combination with some useful mechanisms. Section IV
describes a robot path planning method based on optimized
interval type-2 fuzzy controller. In Section V, the algorithm
is tested in different simulation experiments and compared
with other algorithms. Section VI summarizes the thesis and
discusses the future work.

Il. PROBLEM DESCRIPTION
In this paper, a path planning method based on interval type-2

fuzzy control is proposed for path planning, positioning and
motion control problems in mobile robot control. The method
extracts visual information from the robot sensor and uses
IT2FIS to generate a path plan to reach the desired target
position.

A. ROBOT MODEL

When moving, the robot has visual sensors in three directions,
namely the front distance detector, the left front distance
detector and the right front distance detector, as shown in
Figure.1.
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FIGURE 1. Schematic diagram of robot sensors.

The kinematic equation of the robot is shown in the
following equation.

cosf 0
g=|sin00 |u @))
01
u=7[v a)]T 2)
q=1Ix.y,00" 3)

where ¢ is the current pose state of the robot; [x, y] represents
the position of the robot under the current coordinates; 6 is the
angle between the robot’s current direction of motion and the
X axis; v is the linear velocity of the robot; w is the angular
velocity of the robot rotating around its own center.

B. OBSTACLE AVOIDANCE BASED ON VISION

Robot path planning is performed in an unknown environ-
ment. The robot moves from the starting point, recognizes the
environment and avoids obstacles at the same time, as shown
in Figure. 2. The 0, is the angle between the robot’s moving
direction and the horizontal direction, the 6 shows the angle
between the robot’s position and the target position, and the
0. is the angle between the robot’s direction and the target
direction.

Obstacle

Yoo - e N — — — goal

Y

FIGURE 2. Schematic diagram of robot path planning.

The distance between the robot and the obstacle is showed
as follows:

Dobstacle-robot = min(DLF, D RF, D F); 4

where D pstacie—robor TePresents the distance between the
robot and the obstacle, DLF, DRF, DF are respectively the
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distance between the left front of the robot, the right front of
the robot and the obstacle of the front.

The orientation of the mobile robot in the global coordinate
system can be described by the central point of its position
and the angle. Assuming that the initial position and the
target position of the robot are available, the position error
is calculated as follows:

ex = Xy — X, = Dis *cos (6,) (®)]
ey =Y, — Y, = Dis *sin (6,) (6)
where Dis represents the distance between the mobile robot

and the target, (Xz, Yt) and (Xr, Yr) respectively represent the
position of goal and robot, the calculation of Dis is as follows:

Dis =/(e,)? + (ey) )
The robot heading direction is calculated as follows:
-1%
0, =tan~ — ®)
€x

The angle between the robot’s forward direction and the
target direction is calculated as follows:

e = 6, — 6 )

The decision to turn is made by combining the angle
difference with the distance to the obstacle. Setting the Turn
variable will always make the robot more oriented towards
the target point. If the obstacle ahead is close and the same as
the obstacle in the previous step, the turning operation in the
previous step is repeated.

In the obstacle avoidance based on unknown environment
vision, the information of the surrounding obstacles is
collected by the vision sensors in the three directions of left
front, front and right front, and the closest obstacle in the three
directions is selected as the current distance between the robot
and the obstacle. According to the distance between the robot
and the obstacle, the robot’s speed is updated as follows:

O =60, — 6 (10)

The direction difference between the robot and the target
position can be obtained from equations (5)-(9), and variables
such as DLF, DRF, DF, Turn, Dis can be mapped to the fuzzy
domain. The angular velocity of the robot output in the next
step can be obtained by fuzzy reasoning according to the
established fuzzy database. The velocity of the robot can be
obtained by combining equation (10), and path planning can
be performed in the unknown environment.

C. PATH PLANNING BASED ON INTERVAL TYPE-2 FUZZY
CONTROLLER
In 1975, L. A. Zadeh proposed type-2 fuzzy sets [32].
An interval type-2 fuzzy set can be represented by the
following formula in [33]:

A= [ [ uAx,u)/(x,u), where J, € [0, 1] (11)

xeXueld,

A= [ [ [ 1/ul/x, where ], € [0, 1] (12)

xeX uel,
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Type-2 fuzzy systems use an FOU field to represent the
uncertainty in [32], which is a bounded function consisting
of two type-1 member functions. The FOU of A can be
expressed as:

FOU@) = | JweexJe = {(x,w) :u € J S [0, 1]} (13)

where J, represents the union of x and u that can be taken.
The upper function can be expressed as:

fi;(x) = FOU(A) Vx € X (14)
The lower function can be expressed as:
By (0) = FOU(A)Vx € X (15)

Membership function of type-2 fuzzy system is shown
in Figure. 3.

FOU

Membership degree

ambiguity domain

FIGURE 3. Interval type two fuzzy membership function.

The type-2 fuzzy control system includes fuzzy module,
rule base module, fuzzy reasoning module and output
processing module, as shown in Figure. 4. Different from
type-1 fuzzy control system, type-2 fuzzy control system
also has a type reductionist before output, which can convert
type-2 fuzzy output into type-1 fuzzy output.

In the fuzzy control algorithm of this paper, we choose
four fuzzy variables as the input variables of the robot: angle
difference to the target (6,), distance to the target (Dis),
distance to the obstacle (DL, DF, DR), avoid the obstacle
and turn (Turn). The output variable is the angle of the robot
(Steer). The overall structure of the fuzzy control logic is
shown in Figure. 5.

The angle to the target is the difference between the robot’s
own travel angle and the robot’s position and the angle of the
target. The robot will turn by this angle to face the target. The
range of values for this variable is [—180,180]. The distance
to the target is normalized to the interval [0,1]. The closest
distance between the robot and the obstacle is taken as the
distance between the robot and the obstacle in three directions
at the same time (left front, front, right front) and this variable
is mapped to [0,1]. The algorithm also calculates whether the
robot will turn left or right based on the angle to the obstacle.
Four input variables are fed into the reasoning system and
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FIGURE 4. The architecture of interval type-2 fuzzy logic control.

the angle of the robot’s turn to avoid the obstacle is obtained.
The speed of the robot is determined by the distance from the
obstacle. Compared with other membership functions, the
Gaussian membership function has smoothness, which makes
it able to adapt to the asymptotic relationship between fuzzy
variables. In addition, the Gaussian membership function is
highly tunable. The relevant parameters of the membership
function are shown in Table 1.

Membership functions for input and output variables are
shown in Figure.6.

In order to describe the relationship between input
variables and output variables, guide the operation of the
control system, and successfully complete the task of path
planning, we use IF-THEN rules to construct database of
fuzzy rules. Suppose there are input variables M, N, output
variables are represented by R, and M points belong to three
different fuzzy subsets A, Az, Az, and N points belong to
three different fuzzy subsets B, B, B3, and R belong to Cy,
C,, C3. The relationship between M, N, R can be described
by the following rule:

IF M is A; and N is B, THEN R is C3;

In this paper, 25 rules [29] are set according to IF-THEN
rules to control the robot’s motion mode, and the rule base is
shown in Table 2. DLF, DREF, and DF respectively represent
the distance between obstacles in front of the robot on
the left, right, and front. The first four rules make basic
judgments based on the distance between the robot and the

VOLUME 11, 2023



K. Li et al.: Robot Path Planning Based on Interval Type-2 Fuzzy Controller IEEEACC@SS

CllSp IﬂpuT » Foolprint o uncertainty (FOU) = . Footprint of uncertainty (FOU) —
P T = -
{ Angle to goal [ Distance to goal | £l | £
vy A\ / EN | guu
-gnr “ (| “ -;ns
P . . Bos STRnya Bos
|’ Distance to obstacle L Tm;to st | o VW o
\ ) _ stacle Y, U \/
(@ (b)
. st ey 600 . P
Fuzzification . ot . |
Fuzzy Input et e . ou  mem e
| ,
1 ‘ Database H Fuzzy Inference H Rulebase Bt
\ oA L Q
Fuzzy Output LV O
v © (@
Typereducer . oo . (R =
Typereduced | . it s
A 4 % osf|
Defuzzification é”
(5]
Crisp Output © ®
FIGURE 5. Flow chart of interval Type-2 Fuzzy control path planning el N NRA R
algorithm. o
TABLE 1. Parameters of membership function. 2 |
Fuzzy Variable Fuzzy Subset Membership Function Function Parameters -
Low Gaussmf [0.03635 6.94¢-18],[1],[0.2 0.2] (g)
Distancefront Medium Gaussmf (00641 0.1941,[11,(02 0.2] FIGURE 6. Membership function of input variables(a)-(f) and output
Large Sigmf [24.9 0.3694],[11,[0.2 0.2] Variables(g).
. Small Gaussmf [0.028 6.94e-18],[1],[0.2 0.2]
DistanceFrontLeft
Medium Gaussmf [0.043 0.14822],[11,[0.2 0.2]
DistanceFrontRight Small Gaussmf [0.028 6.94e-18],[1]1,[0.2 0.2] R
: ! Medium Gaussmf (0.043 0.14821,(110.2 0.2 and DG, where AG represents the angle between the robot’s
Negative Gaussmf 10.0766 -0.2241,[1102 02] forward direction and the endpoint, and DG represents the
e Gaussmt 0041 139 17110202 distance between the robot and the endpoint. Consider the
Anglegoal Positive Gaussmf [0.0766 0.25011,[11,[0.2 0.2] . . . . . .
MoreNegaiive Sigme 2603921111102 0] combination of AG and DG subsets in different situations to
MorePositive Sigmf [28.80.3951(110.202] better guide the robot to reach the endpoint.
Left Trimf [-1.8 -1-0.795],[11,[0.20.2]
Turn
Right Trimf [0.595 1 1.8].[11,[0.2 0.2]
Low Gaussmf [0.036 6.94¢-18].11,10.2 0.2] TABLE 2. Path planning rules by Type-2 fuzzy control.
DistanceGoal Low Gaussmf [0.036 6.94e-18],(1],(0.2 0.2]
Medium Gaussmf [0.064 0.1941,[11,[0.2 0.2] DLF DRE BF Tom G DG Steer
High Sigmf [24.9 0.36941,[11,[0.2 0.2] 1 Small More Right
Left Gaussmf 0.0821 -0.247821,{11,00.2 0.2] 2 Medium e
No Gaussmf [0.0692 01,[11,[0.2 0.2] g Medium L Lef ]]:/Iefl Lef
Steer Right Gaussmf [0.0857 0.2601,[11,[0.2 0.2] 6 Modiom Lz{: Left ot
MoreLeft Gaussmf [0.135 -0.608].[1],[0.2 0.2] 7 Large Left Left
MoreRight Gaussmf [0.134 0.646].[11,[0.2 0.2] g LMOe‘Zium i;i:i g{;ﬁ Right
10 Large Right Right
11 Negative Low More Left
. . . 12 More Negative Low More Left
obstacle. If there is an obstacle on the left, it turns right. s N e Low Mo Right
The Turn variable is a factor that comprehensively considers 13 Nore Posive - Low L o Right
the angle between the robot’s forward direction and the 7 NoreNegave - Medum - No
endpoint direction, as well as the distance from the obstacle 129 Posidve mzfum More Right
in front, to determine the turning direction. The goal of the 2 N e Lef
rule is to make the robot more oriented towards the target. » No o e et
The remaining rules are composed of fuzzy subsets of AG 25 More Positive  Medium __ More Left
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The robot will receive the information directly from the
external environment to the interval type-2 fuzzy system,
through the fuzzy reasoning to generate the robot’s steering
information, and calculate the robot speed by the distance
between it and the obstacle, so that the robot can find an
optimal route to the destination in a relatively safe and stable
state path.

In the interval type-2 fuzzy control, there is no need for fine
modelling, the system is robust, and the control instability
caused by modelling error, noise and other unstable factors in
the traditional method is avoided. However, at the same time,
the parameters of the fuzzy membership function depend
on subjective sets, which makes it cannot reach the optimal
setting, and the performance of the fuzzy controller will be
limited. So in this paper, an improved Aquila optimizer is
used to optimize the parameters of the membership function
of the fuzzy controller.

lIl. IMPROVED AQUILA OPTIMIZER

A. CLASSICAL AQUILA OPTIMIZER

1) EXPANDED EXPLORATION

Aquila identifies prey areas and selects the best hunting
areas by hovering in the sky, then it performs a vertical dive
behavior in the air in [30] to determine the area of the search
space where the prey is located. The mathematical model of
this behavior is as follows:

Xi(t + 1) = Xpest (1) x (1 — %) + (Xpr (1) — Xpesi (1) * rand)
(16)

1< . .
Xy () = ¥ in(t), Vj=1,2---,Dim (17)
i=1

where X (¢ + 1) is the solution generated by the next iteration
of the extended exploration phase; Xpes(f) is the optimal
solution, reflecting the approximate position of the prey;
X (t) represents the mean position of the current solution
connected at the t iteration; rand is the random number
between (0,1); t and T represent the current and maximum
iterations, respectively; Dim is the dimension; N is population
size.

2) SMALL-RANGE EXPLORATION

In this stage, the Aquila hovers constantly over the prey after
finding it at a high altitude, preparing to land and then launch
an attack. This behavior is called the short glide attack in [30].
The mathematical description of this behavior is as follows:

[ Xo(t + 1) = Xpest () X Levy(D) 4+ Xg(t) + (y — x) * rand
Levy(D) = s x ¢

WP
o = I'(1+B)xsine(5)

)

F(#)xﬁx2(¥)
y=r x cos(9)

x =r x sin(f)
r=r1+UxD;+6;
0 =—wxD;+6;

g, — 33X

(18)

111660

where X, (7 + 1) is the solution generated by the next iteration
of the small-range exploration stage; D is the dimension;
Levy(D) is levy flight distribution function; Xgr(¢) is the
random solution taken in the range [1, N] at the i iteration;
s is a fixed constant of 0.01, # and v is a random number
between 0 and 1; B is a fixed value of 1.5; y and x represent
spiral shapes in the search; r; take the value from [1,20]; U is
a constant with the value 0.00565; D is integer numbers from
1 to the length of the search space; w is a fixed value of 0.005.

3) EXPANDED DEVELOPMENT
In this phase, when the Aquila accurately determines the prey
area and prepares to land and attack, this mode is called low
altitude flight with slow descent in [30]. The mathematical
description of this behavior is

X3(t + 1) = Xpest (1) — Xm (1)) x a—rand
+ ((UB — LB) x rand + LB) x § (19)

where X3(¢ + 1) is the solution produced by the next iteration
of the expanded development phase; Xpes: (f) represents the
position of the optimal solution until the i iteration; Xy (¢)
represents the mean value of the current solution at the t
iteration; rand is a random value between O and 1; o and § is
two development tuning parameters fixed to 0.1 in this paper.
LB represents the lower bound and UB represents the upper
bound.

4) SMALL-RANGE DEVELOPMENT

In this phase, Aquila attacks prey on the land according to
their own random movements in [30]. The Aquila will attack
the prey in the last position and the mathematical description
of this behavior is

X4t + 1) = OF X Xpest(t) — (G x X(t) x rand)

—Gy x Levy(D) 4 rand x G

OF (t) = 11-T7 (20)
Gy =2 xrand — 1

Gy=2x(1-— %)

where X4(¢t + 1) is the solution for the next iteration of the
small-range development phase ¢; QF represents a quality
function for balancing the search strategy; G| represents the
various movements of tracking its prey; G2 is a decreasing
value from 2 to 0, indicating the speed at which a aquila
follows its prey; X (¢) is the current solution at the ¢ iteration.

B. CLASSICAL AQUILA OPTIMIZER

1) OPPOSITION-BASED LEARNING WITH CAUCHY
MUTATION

It can be seen from the previous analysis that the mechanism
of the update strategy in the AO makes it difficult to escape if
it becomes locally trapped. Therefore, it is very important to
perturb the current optimal position again after the iteration
to make it possible to jump out of the local optimum. In this
paper, we use a opposition-based learning strategy that fused
by Cauchy mutation. The target position is perturbed and
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updated to prevent the algorithm from falling into the local
optimum.

The opposition-based learning was proposed by Tizhoosh
in [34], whose purpose was to find the corresponding
opposition solution based on the current solution, and select
and store the better solution through evaluation. In order
to better guide the individual to find the optimal solution,
the opposition-based learning is integrated into AO, and the
mathematical description is

heyt(t) =ub+71r ® (Ib — Xpes)
XNew(t + 1) = b3 @ Xpest (1) — Xp, i, (1)

where X, .(¢) is the opposition solution of the target solution
at titeration; Xne,(z + 1) is the target solution at t+1 iteration;
ub and 1b are upper and lower bounds; r is a random number
matrix of 1AUdim uniformly distributed by (0, 1) criteria
(where dim is the dimension of the search space); b3 is the
pseudo-information exchange coefficient, expressed by
by = (L 22)
max
Bring the Cauchy operator into the target position update.
The Cauchy operator has a long step length, and the longer
distribution at both ends can make the individual have a
higher probability to jump to a better position and escape
from the local optimum. Meanwhile, the peak value of the
smaller center point indicates that the time spent on searching
the domain space of the Cauchy operator is less, and
improving the ability of jumping out of the local optimum.
The mathematical description in [41] is

XNew(t + 1) = Cauchy @ Xpes: (1) (23)

21

To improve the optimization performance of the algorithm,
the opposition-based learning strategy and the Cauchy
operator perturbation strategy are alternately executed with
a certain probability, and the target position is dynamically
updated randomly. In the opposition-based learning strategy,
the opposition solution is obtained by the general opposition-
based learning strategy, and the search range of the algorithm
is increased. Meanwhile, ub and 1b of the upper and lower
bounds in equation (29) change dynamically. In the Cauchy
mutation strategy, mutation operators are used to mutate the
optimal position to generate new solutions, which ameliorates
to some extent the defect that the algorithm easily falls into
the local optima. The selection probability for deciding which
strategy to choose for updating is defined by

_ I 20
PS_—exp(l—T ) 46 (24)

max
The selection probability of deciding which strategy to
choose for updating is defined as follows:

If rand < Py

Update target position according to equation 21.
else

Update target position according to equation 23
If the fitness is better, update the optimal location
end

VOLUME 11, 2023

2) SPIRAL FORAGING STRATEGY
The exploitation phase of the Aquila Optimizer is in the
late stage of the iterations, which will lead to the gradual
assimilation of the population, resulting in the algorithm
falling into the local optimum. To solve this, the spiral
foraging strategy in the WOA is introduced in this paper.
In the process of hunting, the whale shrinks the net while
spirally encircling prey in [35]. The behavior of the spiral
foraging is defined by
Xnew(t + 1) = D - e”! cos(2ml) + X*(1) 55
[D = IX*(0) ~ X(1) 2
where b is a constant and 1 is a random number located at
[—1,1].

According to equation 25, for the position update, the
aquila can imitate the whale to conduct the spiral foraging
in the local area, which can strengthen the local exploration
ability and the search ability for blind spots, and increase the
coverage of the search space.

3) DANGER WARNING MECHANISM

The danger warning mechanism in [36] is employed to
enhance ability to jump out of the local optimum. When
individuals at the edge of a sparrow flock perceive danger,
they will quickly move to a safe position. This behavior is
described as follows:

es +IB|X(I) Xéevt' lffl >fg
Xnew(t +1) = {0 N
N [X(t) +K- O =1,
(26)

Suppose that X, is the current global optimal position;
B is the step size control parameter; f, is the current global
optimal fitness value; K is a random number in [—1,1]; f,, is
the fitness values of the current individuals; f; is the current
global worst fitness value; ¢ is the smallest constant which
is used to avoid the denominator being 0. When f; > f,,
it indicates that the sparrow is at the edge of the group; Xpes:
represents the center position of the population, and it is safe
around it; f; = f, indicates that the sparrow in the middle of
the population is aware of the danger and needs to get close
to other sparrows;

There are many random factors in the classical algorithm,
and although the use of Levy flight can jump out of the
local area, it also reduces the ability of the algorithm to dig
deeply for the local area, and it is easy to miss the global
optimal value. In this paper, a part of aquilas are selected as
the alarmer, when the marginal individual realizes the danger
in its position, it can move to the safe position in time to
avoid the attack of predators or other adverse effects. In this
way, the errors and mistakes in the search can be reduced,
and the search efficiency can be improved. At the same time,
the communication among individuals within the population
of aquilas can be strengthened, the dependence on the global
optimal solution can be reduced, and the robustness and local
search ability can be improved.
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4) MAIN STEPS OF IAO

The improved Aquila optimizer in this paper combines the
spiral foraging strategy of WOA and the danger warning
mechanism of SSA, and uses the opposition-based learning
strategy based on Cauchy to disturb the optimal position
to jump out of the local optimum after each update, which
makes the algorithm more flexible and able to find the optimal
solution faster and more accurately. The flowchart of TAO is
shown in Figure.7.

s ~N
(st )
N J

Initial the parameter of IAO

Population initialization based on tent
mapping

Calculate the fitness of each aquila

Choose the aquila with lowest fitness
value to be global best

r

Update position of
current aquila using
Eq(16)

Update position of
current aquila using current aquila using current aquila using
Eq(18) Eq(25) Eq(26)

v
Update position of current aquila using Reverse
leaming Strategy with Cauchy Variation

Update position of Update position of

Return the best solution ‘

,,——‘*\\
(_swop )

FIGURE 7. Flow chart of IAO.

The main steps of the IAO algorithm is shown in
Algorithm 1.

5) COMPLEXITY ANALYSIS
Computational complexity of AO usually depends on the
initialization of the solution, the calculation of fitness
function value and the update of the solution in [34]. Let
the population is N, O(N) is the population initialization
calculation, O(T x N)+ O(T x N x D) is the computational
complexity of the update the solution,Where T is the
number of iteration and D is dimension. Therefore, the total
Computational complexity of AO is ON x (T x D + 1)).
The spiral foraging strategy added in this paper replace the
original model, so it will not increase the time complexity.
Suppose that the time cost used to execute the opposition-
based learning strategy with Cauchy variation is w, then the
computational complexity of the opposition-based learning
strategy with Cauchy variation is as follows:

Ti=0(wxT xN xD)=0(T xN x D) 27
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Algorithm 1 TAO
Input: maxgen, popsize, bound_L, bound_H
Output: the optimal X.

1: initialization, generate initial population:

2: fort =1,2,...,popsize do

3: by formula X; = pos_L + (bound_H — bound_L) -
rand();

4: end for

5: Choose the agent with lowest fitness value to be global
best;

6: if kreachesmaxgen/3 then

7: if rand < 0.5 then

8 Update position of agent using equation 16;

9

: else
10: Update position of agent using equation 24;
11: end if
12: Choose better solution;
13: else
14: if rand < 0.5 then
15: Update position of agent using equation 29
16: else
17: Update position of agent using equation 31
18: Choose better solution;
19: end if
20: end if

21: Update position of agent using Reverse Learning
Strategy with Cauchy Variation;

22: Choose better solution;

23: Choose the agent with lowest fitness value to be global
best;

24: Return best solution X;

Therefore, the total computational complexity of the [AO
algorithm is as follows:

T=0N x(T xD+1))+T; =O0N x (T x D+ 1))
(28)

In conclusion, the computational complexity of IAO is the
same as that of standard AO.

IV. PATH PLANNING BASED ON OPTIMIZED INTERVAL
TYPE-2 FUZZY CONTROLLER
In this paper, a robot path planning method (IAOFC) based on
an optimized interval type-2 fuzzy controller is proposed. The
general technique route of the algorithm is shown in Figure. 8.
The path planning fuzzy controller is preliminarily
designed according to the obstacle avoidance principle of
the robot in the unknown environment, and a simple interval
type-2 fuzzy controller is obtained. The input variables of the
controller are the distance between the obstacle (DLF, DRF,
DF), the turn of the robot (Turn), the angle between the robot
and the target (AG), the distance between the robot and the
target (DG), the output of the controller is Steer.
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FIGURE 8. IAOFC algorithm technology roadmap.

Defuzzification

In order to further improve the performance of the fuzzy
controller, this paper uses the improved aquila optimizer
to optimize the fuzzy controller. The parameter setting that
controlling the shape of the membership function of each
fuzzy variable is regarded as a high-dimensional optimization
problem, and various parameters of UpperMF, LowerMF and
LowerScale are optimized and written into the fuzzy system.

In the process of path planning, the robot collects
information about the surrounding obstacles through the
vision sensor and maps the physical information to the
corresponding fuzzy domain and inputs it into the fuzzy
controller. The fuzzy controller optimized by TAO is used
for fuzzy reasoning to obtain the corresponding output fuzzy
variable. At this point, the output is transformed into a
type-1 fuzzy set by pattern reduction processing. Finally, the
physical variables of controlling robot can be obtained by
defuzzification. Flow chart of the IAOFC algorithm is shown
in Figure.9.

V. SIMULATION EXPERIMENTS

A. PERFORMANCE TEST FOR IAO ALGORITHM

1) TEST FUNCTION

To verify the effectiveness of IAO, 23 test functions were used
for optimization experiments in this paper in [36], including
single-mode reference function (F1-F7), multi-mode refer-
ence function (F8-F16), and fixed-dimension multi-mode
reference function (F17-F23). These test functions are listed
in in Table 3. The experimental environment is: AMD
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FIGURE 9. Flow chart of IAOFC algorithm.

Ryzen 7 4800H 2.9GHz CPU, 16GB memory, Windows 10
(64-bit), MATLAB 2019b.

2) EVALUATION INDEX

Mean value and standard deviation are used to evalu-
ate the optimization performance of different algorithms,
respectively defined as follows:

1 n
Mean = - Z:si (29)
=
1 n
_ A 2
Sid = | — Z:‘ (S; — Mean) (30)
1=

where 7 is the number of iterations and §; is the final result
of each optimization.

In the simulation experiment, the proposed IAO algorithm
is compared with other algorithms, including AO in [30],
PSOGWO in [37], EOSMICOA in [39], LSSA in [38] and
FASSA in [41]. The common parameters of all algorithms
are set the same, the maximum iteration number is 500,
the population number is 30, and running under the same
environment. In general, the unimodal function is used
to examine the local search ability of an algorithm, the
multimodal function examines its global search ability, and
the mixed and compound function examines its ability to deal
with complex problems. In this paper, Mean and Std. are used
to evaluate the optimization performance and stability of an
algorithm, respectively. When solving minimum problems,
a smaller Mean means better optimization performance, and
a smaller Std. means a better stability.

3) PERFORMANCE ANALYSIS OF ALGORITHMS

In the unimodal test function, the convergence speed of the
algorithm is more meaningful for the optimization results.
This index reflects the ability of the algorithm to quickly
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TABLE 3. Test functions.

Function Range
Fi(z) =i, «F [-100,100]
Fy(x) =300 || + TTi 1 | (-10.10]
Fy(z) =30, (o, z;)° [-100,100]
Fy(z) = maxl{|xl\ 1<i<n} [-100,100]
Fs(x) = S5 [100(@i11 — 22)° + (i — 1)?] [-30,30]
Fo(w) = 27y ([ +0.5]) [-100,100]
Fr(z) =30 izt + random[0, 1) [-1.28,1.28]
Fys(z) = X", —;sin (\/W) [-500,500]
Fo(z) =31, [:c — 10cos (27z;) + 10] [-5.12,5.12]
Fio(z) = —20exp <70.2‘ /L5 1) — exp (l Sorcos(2mz;)) +20 + e [-32,32]
Fu1(2) = g5 S0y o — [Ty cos (22) +1 [-600.600]
k(zi—a)"z; >a
Fia(z) =1+ IiTHu(xi,a,k,m) =4¢ 0—a<z;<a [-50,50]
k(—zi —a)"z; < —a

Fis(z) = 0.1 {sm (Brz1) + S, (2 — 1) [1+sin?(Bra; +1)] + (30 — )2 1+ sin2(27rxn)]} + 3 u(xi,5,100,4)  [-50,50]
Fu(r) = (555 + 252, m)*1 [-65,65]
Fis(@) = X1, {ai - i thice) [-5.5]
Fig(z) = 422 — 2. lzr‘l1 + lm? +z120 — 422 + 4dad [-5.5]
Fi7(z) = (z2 — 4772 3 + 271 —6)2+10(1 — 8%) coszy + 10 [-5.5]

Fig(z) = [1+ (z1 4+ 22 + 1)?

(19 — 14x1 + 333% — l4a0 + 62122 + 3$§)] [2.2]

x[30 + (221 — 3x2)?

(18 — 32z1 + 1222 + 48z2 — 36z 172 + 2723)]
Fig(z) = — 3j_ ciexp (— i aig(zs — Pij)2> [1.3]
Fao(z) = = 3j_ ciexp (— S0 aij(z; — Pz’j)2> [0,1]
Foi(z) =->°_, [(z —a;) (z—a)T + ci] - [0,10]
Fo(z) = — Z:l [(m—ai) (x—ai)T—i-c,-]_l [0,10]
Fas() = -5 [@—a) @ —a)” +ei] [0.10]

find the global optimum region in the exploration phase. The
optimization convergence curves of various algorithms on
unimodal functions (F1-F7) are shown in Figure. 10.

It can be seen from Figure. 10 that IAO has excellent
search and convergence speed on the unimodal function, and
compared with AO, PSOGWO and EOSMICOA, IAO has
stronger global search ability, although IAO is slightly slower
than LSSA and FASSA in convergence speed. However,
in F1, F2, F3, F4, F5 and F7 functions, the convergence
position of IAO is closer to zero than that of LSSA and
FASSA. Combined with the data marked in bold in Table 4,
it can be seen that the Mean and Std. value of IAO are the
smallest in 15 experiments, which indicates that IAO has
maintained high stability in multiple experiments.

For the multimodal function, the optimization algorithm
needs to get rid of much local minimum interference and
finally find the global optimal value, so the test on the
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multimodal function is more to test the local optimization
ability of the algorithm. The convergence curves of different
algorithms on multimodal functions (F8-F16) are shown
in Figure. 11.

The local search ability of AO is poor, and it can search
quickly in the global scope, but it often enters the convergence
in advance without better development of the local area,
resulting in missing the global optimal value. The IAO has
made various improvements on the defect that the original
AO is prone to fall into the local optimality. As shown in
Figure. 11(a), Figure. 11(e), Figure. 11(f), and Figure. 11(h),
it can be seen that the ability of IAO to overcome falling
into the local optimality has been significantly improved
compared to AO. For multimodal functions, the number
of local minima increases exponentially with increasing
dimensions. According to the results of Table 5, for most of
the multimodal test functions, the Mean value of the IAO is
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FIGURE 10. Convergence curves of different algorithms on F1-F7.

TABLE 4. Comparation results of different algorithms on single mode

functions.
AO TAO EOSMICOA PSOGWO LSSA FASSA
Best 5.67E-157 0.00E+00 4.82E-13 2.37E-159 0.00E+00 0.00E+00
Fl Worst 1.97E-120 1.83E-284 1.13E-10 8.83E-154 3.86E-145 1.47E-125
Mean 1.32E-121 1.24E-285 3.42E-11 6.34E-155 2.57E-146 9.79E-127
Std 5.09E-121 0.00E+00 3.82E-11 2.27E-154 9.96E-146 3.79E-126
Best 3.38E-79 L6IE-169  6.12E-09 5.45E-83 0.00E+00  0.00E+00
2 ‘Worst 1.34E-51 3.01E-149 1.42E-07 3.40E-80 2.06E-43 2.06E-43
Mean 8.93E-53 2.03E-150 5.32E-08 3.15E-81 1.37E-44 1.37E-44
Std 3.46E-52 7.77E-150 4.07E-08 8.56E-81 5.32E-44 5.32E-44
Best 2.31E-157 1.92E-312 6.59E-04 9.49E-138 0.00E+00 0.00E+00
F3 ‘Worst 1.02E-99 9.01E-260 3.20E+01 8.77E-132 8.28E-109 1.99E-79
Mean 7.36E-101 6.00E-261 3.55E+00 6.59E-133 5.52E-110 1.33E-80
Std 2.61E-100 0.00E+00 8.24E+00 2.25E-132 2.14E-109 5.14E-80
Best 3.17E-80 2.21E-160 1.55E-03 1.06E-75 0.00E+00 0.00E+00
F4 ‘Worst 5.42E-53 2.00E-135 1.46E-01 8.18E-72 1.03E-68 1.11E-51
Mean 3.61E-54 1.33E-136 3.02E-02 8.28E-73 6.89E-70 7.37E-53
Std 1.40E-53 5.17E-136 4.41E-02 2.14E-72 2.67E-69 2.85E-52
Best 2.06E-05 3.22E-06 2.70E+01 2.76E+01 2.85E-08 4.78E-06
s ‘Worst 2.26E-02 2.80E-03 2.88E+01 2.87E+01 3.39E-04 2.33E-03
Mean 4.22E-03 4.72E-04 2.78E+01 2.81E+01 9.70E-05 3.13E-04
Std 6.66E-03 8.06E-04 6.12E-01 2.07E-01 1.08E-04 5.95E-04
Best 1.24E-06 7.65E-11 2.05E+00 4.27E+00 9.49E-10 9.08E-10
F6 ‘Worst 1.27E-03 1.98E-06 3.50E+00 4.99E+00 4.44E-06 2.45E-06
Mean 1.91E-04 3.15E-07 2.79E+00 4.75E+00 6.99E-07 7.08E-07
Std 3.52E-04 4.96E-07 4.56E-01 2.05E-01 1.49E-06 9.77E-07
Best 7.87E-06 1.51E-05 4.96E-04 1.43E-05 7.93E-05 1.74E-04
F7 ‘Worst 4.27E-04 2.40E-04 8.76E-03 6.44E-04 8.98E-04 2.92E-03
Mean 9.43E-05 1.30E-04 2.90E-03 1.64E-04 4.19E-04 1.12E-03
Std 1.10E-04 7.45E-05 2.19E-03 1.58E-04 2.78E-04 7.36E-04

significant lower than that of AO. On the F9, F10, F11 and
F16 test functions, the Mean and Std. of the IAO can reach
the optimum. Compared with other algorithms on the F13,
F14 and F15 test functions, it can be found that the Mean and
Std. of IAO are superior to other algorithms, which proves

that TAO has excellent local search ability.

In order to evaluate the algorithm more comprehensively,
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FIGURE 11. Convergence curves of different algorithms on F8-F16.

TABLE 5. Comparation results of different algorithms on multi-modal

the experiment also includes fixed-dimension multi-mode
reference functions(F17-F23). The convergence curve of the
comparison algorithms on the reference functions (F17-F23)
is shown in Figure. 12.

It can be seen that the IAO algorithm converges quickly
on most of the test functions, and the convergence position
is very close to the optimal position of the test function.
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functions.
AO TAO EOSMICOA PSOGWO LSSA FASSA
Best -1.26E+04 -1.26E+04 -5.90E+03 -3.08E+03 -1.25E+04 -3.45E+04
F8 Worst 80E+03 T2E+03 -5.64E+03 -2.02E+03 -5.55E+03 -2.35E+04
Mean -7.99E+03 -9.04E+03 -5.72E+03 -2.49E+03 -8.58E+03 -3.03E+04
Std 4.03E+03 3.09E+03 7.05E+01 2.81E+02 2.44E+03 2.94E+03
Best 0.00E+00 0.00E+00 2.69E-06 0.00E+00 0.00E+00 0.00E+00
Fo Worst 0.00E+00 0.00E+00 2.19E-07 0.00E+00 0.00E+00 0.00E+00
Mean 0.00E+00 0.00E+00 6.95E-07 0.00E+00 0.00E+00 0.00E+00
Std 0.00E+00 0.00E+00 6.95E-07 0.00E+00 0.00E+00 0.00E+00
Best 8.88E-16 8.88E-16 2.00E+01 4.44E-15 8.88E-16 8.88E-16
Fl10 Worst 8.88E-16 8.88E-16 2.00E+01 4.44E-15 8.88E-16 8.88E-16
Mean 8.88E-16 8.88E-16 2.00E+01 4.44E-15 8.88E-16 8.88E-16
Std 0.00E+00 0.00E+00 9.86E-04 0.00E+00 0.00E+00 0.00E+00
Best 0.00E+00 0.00E+00 2.95E-11 0.00E+00 0.00E+00 0.00E+00
Fl1 Worst 0.00E+00 0.00E+00 5.01E-02 0.00E+00 0.00E+00 0.00E+00
Mean 0.00E+00 0.00E+00 3.42E-03 0.00E+00 0.00E+00 0.00E+00
Std 0.00E+00 0.00E+00 1.29E-02 0.00E+00 0.00E+00 0.00E+00
Best 4.65E-08 1.35E-11 1.69E-01 5.10E-01 6.60E-10 3.26E-11
F12 ‘Worst 3.99E-05 1.93E-06 3.87E-01 6.45E-01 5.97E-07 8.11E-07
Mean 4.65E-06 3.53E-07 2.44E-01 5.69E-01 1.02E-07 8.70E-08
Std 1.01E-05 5.91E-07 5.09E-02 4.44E-02 1.58E-07 2.20E-07
Best 7.78E-07 2.41E-11 1.32E+00 1.98E+00 1.83E-10 1.05E-12
F13 ‘Worst 9.28E-05 1.87E-06 1.95E+00 2.64E+00 1.08E-05 4.56E-06
Mean 2.56E-05 2.15E-07 1.67E+00 2.46E+00 1.16E-06 4.41E-07
Std 2.98E-05 4.74E-07 1.90E-01 1.64E-01 2.93E-06 1.18E-06
Best 9.98E-01 9.98E-01 9.98E-01 9.99E-01 9.98E-01 9.98E-01
Fl4 Worst 2.98E+00 1.27E+01 2.98E+00 1.27E+01 1.27E+01 1.27E+01
Mean 1.66E+00 2.82E+00 1.13E+00 4.80E+00 8.60E+00 7.43E+00
Std 8.10E-01 4.04E+00 5.12E-01 4.40E+00 4.96E+00 5.59E+00
Best 3.71E-04 3.07E-04 1.23E-03 3.55E-04 3.08E-04 3.07E-04
FI5 Worst 6.15E-04 5.86E-04 1.35E-03 6.08E-04 3.36E-04 1.22E-03
Mean 4.86E-04 3.44E-04 1.27E-03 4.54E-04 3.14E-04 3.71E-04
Std 7.50E-05 8.41E-05 3.38E-05 7.79E-05 8.91E-06 2.36E-04
Best -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00
Fl6 Worst -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00
Mean -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00
Std 3.09E-04 3.14E-16 1.21E-05 1.03E-04 7.94E-11 3.31E-10

According to Table 6, the convergence Mean and Std. of IAO
algorithm on test functions F17, F18, F22 and F23 have
reached the optimal position among all algorithms.
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FIGURE 12. Convergence curves of different algorithms on F17-F23.

TABLE 6. Comparation results of different algorithms on fixed-dimension

multi-mode reference function.

AO 1A0 EOSMICOA PSOGWO LSSA FASSA
Best 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01
F17 Worst 3.98E-01 3.98E-01 5.04E+00 4.08E-01 3.98E-01 3.98E-01
Mean 3.98E-01 3.98E-01 1.02E+00 4.02E-01 3.98E-01 3.98E-01
Std 2.53E-04 4.62E-12 1.63E+00 3.00E-03 2.77E-09 4.75E-10
Best 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
FI8 Worst 3.12E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
Mean 3.03E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
Std 3.04E-02 1.03E-14 4.64E-05 1.07E-04 3.06E-09 9.70E-09
Best -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00
Fl9 Worst -3.86E+00 -3.86E+00 -3.85E+00 -3.76E+00 -3.86E+00 -3.86E+00
Mean -3.86E+00 -3.86E+00 -3.85E+00 -3.76E+00 -3.86E+00 -3.86E+00
Std 7.65E-03 2.62E-04 4.79E-04 2.55E-02 2.00E-01 2.84E-06
Best -3.27E+00 -3.32E+00 -3.07E+00 -2.88E+00 -3.32E+00 -3.32E+00
F20 Worst -2.94E+00 -2.99E+00 -1.46E+00 -2.00E+00 -3.16E+00 -3.14E+00
Mean -3.12E+00 -3.25E+00 -2.24E+00 -2.51E+00 -3.28E+00 -3.25E+00
Std 9.76E-02 9.96E-02 6.13E-01 2.75E-01 6.83E-02 7.13E-02
Best -1.02E+01 -1.02E+01 -5.03E+00 -6.09E+00 -1.02E+01 -1.02E+01
21 Worst -1.01E+01 -1.02E+01 -8.81E-01 -3.13E+00 -1.02E+01 -1.02E+01
Mean -1.01E+01 -1.02E+01 -2.53E+00 -4.14E+00 -1.02E+01 -1.02E+01
Std 1.90E-02 1.62E-05 2.08E+00 7.46E-01 3.68E-06 3.32E-06
Best -1.04E+01 -1.O4E+01 -6.88E+00 -5.48E+00 -1.04E+01 -1.04E+01
F2 Worst -1.04E+01 -1.O4E+01 -5.21E-01 -3.42E+00 -1.04E+01 -1.04E+01
- Mean -1.04E+01 -1.04E+01 -4.04E+00 -4.05E+00 -1.04E+01 -1.04E+01
Std 9.27E-03 2.07E+00 2.07E+00 5.48E-01 2.28E-06 7.21E-06
Best -1.0SE+01 -1.0SE+01 -5.13E+00 -4.7TE+00 -1.05E+01 -1.05E+01
23 Worst -1.04E+01 -1.0SE+01 -9.44E-01 -3.53E+00 -1.04E+01 -1.04E+01
- Mean -1.0SE+01 -1.0SE+01 -3.44E+00 -4.03E+00 -1.05E+01 -1.05E+01
Std 2.78E-02 2.34E-05 2.10E+00 3.97E-01 5.64E-06 8.05E-07

Based on the above analysis, it can be seen that IAO has
good convergence and fast convergence speed. Meanwhile,
the convergence mean value and the convergence average
value maintain a small level on most of the test functions,
indicating that the stability of IAO is good.

B. SIMULATION EXPERIMENTS FOR PATH PLANNING
This paper designs a path planning method for the obstacle
avoidance by using an optimized interval type-2 fuzzy
controller. In order to fully verify the path planning effect
of the TAOFC algorithm and to ensure the reliability and
robustness of it. Simulation experiments in static environment
and dynamic environment were respectively conducted. The
static simulation environment is shown in Figure. 13.
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FIGURE 13. Static simulation environments.

Setting the dynamic simulation environment as shown in
Figure. 14, the obstacle is represented by the shape of a “car”.
In the simulation environment, the obstacle moves uniformly
in one direction.

o |
E Dynamic
obstacle
T

FIGURE 14. Dynamic simulation environment.

In the interval type-2 fuzzy controller, IAO is used to
optimize the membership function of the system, and the
cost function is constructed according to the path planning
length and time, which are normalized. The cost function is
defined by

fitness =t + s 31D

where ¢ represents the time spent in the path planning and s
represents the length of the path planning. The optimization is
carried out on different maps, and the number of populations
is set to 50, the number of iterations is set to 100. The
parameters of the optimized membership function are shown
in Table 7.

The optimized membership function image is shown in
Figure. 15.

The simulation results in static environment are shown in
Figure. 16.

In Figure. 16(a) is the path planning of the robot in a
simple static environment, Figure. 16(b) is the path planning
of the robot in a complex static environment, Figure. 16(c)
is the iterative value of each fuzzy variable when the fuzzy
controller performs path planning, and Figure. 16(d) is
the iterative value of each fuzzy variable when the fuzzy
controller performs path planning in a complex environment.
As can be seen from Figure. 15(c), the variation of the
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TABLE 7. Optimized membership function parameters.

Fuzzy Variable Fuzzy Subset Membership Function Function Parameters
Low Gaussmf [0.081 0.123],[0.9175],[0.449 0.4492]
DistanceFront Medium Gaussmf [0.4004 0.29911,[0.963]1,[0.2539 0.2539]
Large Sigmf [20.294 0.452].[0.804],[0.9295 0.9295]
DistanceFrontLeft Small Gaussmf [0.0323 0.138723],[0.7624],[0.93 0.93]
Medium Gaussmf [0.0268 0.1532],[0.6830],[0.795 0.795]
DistanceFrontRight Small Gaussmf [0.0907 0.0301.[0.6084].[0.6602 0.6602]
) © Medium Gaussmf [0.0335 0.1958],[0.7791,[0.97 0.97]
Negative Gaussmf [0.0103 -0.34],[0.448].[0.36 0.36]
No Gaussmf [0.06177 0.15291,[0.571,[0.575 0.575]
Anglegoal Positive Gaussmf [0.6675 0.5721],[0.4081],[0.28 0.28]
MoreNegative Sigmf [-23.24 -0.413],[0.943].[0.32 0.32]
MorePositive Sigmf [30 0.8],[0.812],[0.8608 0.8608]
Tumn Left Trimf [-2.5-1.186 -0.6],[0.39],[0.28 0.28]
Right Trimf [0.381 1.158 1.846],[0.872],[0.454 0.454]
Low Gaussmf [0.0568 0.1624],[0.738],[0.89 0.89]
DistanceGoal Medium Gaussmf [0.0504 0.2441],[0.951],[0.303 0.303]
High Sigmf [22.01 0.533],[0.967].[0.237 0.237]
Left Gaussmf [0.03 -0.26],[0.74],[0.87 0.87]
No Gaussmf [0.039 0.027].[0.832].[0.6272 0.6272]
Steer Right Gaussmf [0.0379 0.262],[0.7972],[0.738 0.738]
MoreLeft Gaussmf [0.566 -0.476],[0.67],[0.87 0.87]
MoreRight Gaussmf [0.04312 0.6464].[0.916],[0.439 0.439]
. Footprintof ncertinty (FOU) . Fotprintof uncarinty (FOU)
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FIGURE 15. Optimized membership function curve.

variables of the fuzzy controller is smoother, compared to
Figure. 15(d). In the simple static environment, the shape of
obstacles is more regular, and the difficulty of path planning
is relatively small. As can be seen from Figure. 15(d),
the variable range of obstacle distance, steering and other
variables is larger, and the curve fluctuation is larger, which
indicates that the fuzzy controller can give a more positive
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FIGURE 16. Path planning results in static environment.

response in the face of complex environment, and the
robustness and adaptability of the algorithm are better under
complex environment.

In the face of more uncertainties, the experiment was
designed for the robot to perform path planning in a dynamic
environment. The design of the dynamic environment is
shown in Figure. 16(a). The dynamic obstacle is represented
by a “car” in the red box, and the obstacle moves forward at
the speed of v = 2 on the robot’s path to the target.

Ve ¢ \\/’ ¢
8 \ R LY

A

distanceFront
distanceFrontLeft
distanceFrontRight|

FIGURE 17. Path planning results in dynamic environment.

In Figure. 17(a) and Figure. 17(b) represent the path
planning of the robot in the dynamic environment, and
Figure. 17(c) represent the iterative changes of various vari-
ables during the path planning of the robot. In the dynamic
environment, there are not only irregular obstacles, but also
moving obstacles that interfere with the path planning. It can
be seen from Figure. 17(c) that the fuzzy variable curve has a
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IAOFC

AOFC
PSOGWOFC
LSSAFC
FASSAFC
——— EOSMICOAFC

FIGURE 18. Comparison of various path planning algorithms in static
environment.

TABLE 8. Comparison results of different path planning algorithms.

Path planning algorithm  Start Goal Length Cost ~ Time Cost
TAOFC [10,10]  [450,450]  851.67 2.81
AOFC [10,10]  [450,450]  846.54 4.41
PSOGWOFC [10,10]  [450,450]  855.75 5.95
LSSAFC [10,10]  [450,450]  854.67 335
FASSAFC [10,10]  [450,450]  875.32 3.15
EOSMICOAFC [10,10]  [450,450]  897.88 5.12

AOFC
PSOGWOFC
IAOFC
LSSAFC
FASSAFC
EOSMICOAFC

FIGURE 19. Comparison of various path planning algorithms in dynamic
Environment.

TABLE 9. Comparison results of different path planning algorithms.

Path planning algorithm  Start Goal Length Cost ~ Time Cost
TIAOFC [10,10]  [450,450]  854.67 3.35
AOFC [10,10]  [450,450]  866.81 3.39
PSOGWOFC [10,10]  [450,450]  855.12 4.17
LSSAFC [10,10]  [450,450]  838.84 3.6
FASSAFC [10,10]  [450,450]  850.69 3.75
EOSMICOAFC [10,10]  [450,450]  879.97 4.02

large change and its slope has a large change, which indicates
that the fuzzy controller responds quickly to the dynamic
environment, reflecting the adaptability of fuzzy control to
nonlinear problems.

To further verify the performance of the TAOFC algorithm,
we use the fuzzy controller optimized by other swarm
intelligence algorithms. The experiment is firstly conducted
in a static environment. Each algorithm is repeatedly run by
ten times, and the final results are averaged. The experimental
results are shown in Figure. 18, and the specific path planning
length cost and time cost are shown in Table 8.

As shown in Figure. 18, the path planning of most
algorithms is in the middle of the map, while the path
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of PSOGWOEFC algorithm deviates from the shortest path
and falls into the local optimization. Compared with other
algorithms, the path planning of the IAOFC algorithm
maintains a safer distance from obstacles, and the path is
relatively smooth. Combined with Table 8, it can be seen that
TAOFC has the lowest path planning cost and time cost in the
experiment, which proves the effectiveness of IAO algorithm
in fuzzy controller optimization.

The result of path planning in dynamic environment is
shown in Figure 18, and the specific path cost and planning
time cost are shown in Table 9.

According to the results of Table 9, although the planning
time of IAOFC algorithm in dynamic environment is not the
shortest, the path length is the best. Synthetically considering
them, the path planning performance of [AOFC algorithm is
still the best among the comparison algorithms.

VI. CONCLUSION

Aiming at the problem of slow computation speed and low
efficiency of traditional path planning algorithm, due to
the complexity and uncertainty of environment in the local
path planning, this paper proposes a path planning method
based on interval type-2 fuzzy control. The path planning
method transforms the environment information into physical
information and maps it to the fuzzy domain, and the physical
information of robot motion can be obtained by fuzzy
solution. This method does not require accurate mathematical
modeling, but has fast response speed and high path planning
efficiency. Second, an improved Aquila Optimizer (IAO) is
proposed, which combines the AO with the spiral foraging
strategy of WOA and the hazard warning mechanism of SSA,
and uses the opposition-based learning strategy fused with
Cauchy mutation to perturb the cruise results, so that the
algorithm can jump out of the local region more easily. The
IAO is applied to 23 classical test functions to prove that it is
better for the global optimization. Finally, the IAO is used to
optimize the membership function parameters of an interval
type-2 fuzzy controller, and the simulation and comparison
experiments with other algorithms are carried out in static and
dynamic environments. According to comparison results of
different path planning algorithms, if the path cost and time
cost are normalized and added together as the total cost of the
algorithm, the proposed IAOFC algorithm reduces the cost by
an average of about 15% compared to other algorithms in a
static environment, and an average of about 6% in a dynamic
environment.

In future research, further research will be conducted
on multi-objective optimization performance of fuzzy con-
trollers to achieve the overall optimal performance of the
control algorithm.

APPENDIX

CODE OF IAOFC

Partial code of the optimized controller design is given in
Appendix.

VOLUME 11, 2023



K. Li et al.: Robot Path Planning Based on Interval Type-2 Fuzzy Controller

IEEE Access

Jinitialize
X0O=initializationNew (N,Dim,UB,LB);
X=XO0;
%Calculate initial fitness value
Ffun=zeros (1,size(X,1));
for i = 1:size(X,1)
fuz=writemf (X(i,:), fuz);
writeFIS (fuz , "IAOfuzzy’);
Ffun(i)=FitnessCalculate (X(i,:));
end
YDSort
[Ffun, index]= sort(Ffun);
WorstF = Ffun(end); Best_FF = Ffun(1);
for i = 1:size(X,1)
X(i,:) = XO(index (i) ,:);
end
Best_P = X(1,:);
Xnew = X;t=1;
Ffun_new=zeros (1 ,size (Xnew,1));

while t<T+1
for i=1:size(X,1)
J%boundary control
X(i,:)=BC(X(i,:));
%Update Location
fuz=writemf (X(i,:), fuz);
writeFIS (fuz , "1AOfuzzy’);
Ffun(l,i)=
FitnessCalculate (X(i,:));
[Best_FF ,Best_P]=
GreedyAl (Ffun(1,i),Best_FF,Best_P);
end
for i=1:size(X,1)
if t<=(2/3)=«T
if rand <0.5
Xnew (i ,:)=eq_15(X(i,:),
Best_P(1,:),t,T);
Xnew (i ,:)=BC(X(i,:));
%Update Location
fuz=writemf (Xnew(i,:) , fuz);
writeFIS (fuz , "IAOfuzzy’);
Ffun_new (1,1)=
FitnessCalculate (Xnew(i ,:));
[Ffun(1,1),X(i,:)]=
GreedyAl (Ffun(1,1),
Ffun_new (1,i),Xnew(i,:));
else
Xnew (i ,:)=eq_18(X(i,:),
Best_P (1 ,:));
Xnew (i ,:)=BC(X(i,:));
%Update Location
fuz=writemf (Xnew(i,:) , fuz);
writeFIS (fuz , "IAOfuzzy’);
Ffun_new (1,1i)=
FitnessCalculate (Xnew(i ,:));
[Ffun(1,1),X(i,:)]=
GreedyAl (Ffun(1l,i),
Ffun_new (1,i),Xnew(i,:));
end
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else
if rand<0.5
Xnew (i ,:)=eq_25(X(i,:),
Best_P(1,:));
%boundary control
Xnew (i ,:)=BC(X(1i,:));
%Update Location
fuz=writemf (Xnew(i,:) , fuz);
writeFIS (fuz , "TAOfuzzy’);
Ffun_new (1,1i)=
FitnessCalculate (Xnew(i ,:));
[Ffun(1,1),X(i,:)]=
GreedyAl(Ffun(1,i),
Ffun_new (1,1),Xnew(i,:));
else
Xnew (i,:)=eq_25(X(1,:),
Best_P(1,:));
end
%boundary control
Xnew (i ,:)=BC(X(i,:));
%Update Location
fuz=writemf (Xnew(i,:) , fuz);
writeFIS (fuz , 'newlAOfuzzy’);
Ffun_new (1,1)=
FitnessCalculate (Xnew(i ,:));
[Ffun(1,1),X(i,:)]=
GreedyAl(Ffun(1,1),
Ffun_new (1,1),Xnew(i ,:));
end
for j = l:size(X,1)
if (Ffun(j) < Best_FF)
Best_FF = Ffun(j);
Best_P = X(j,:);
end
end
Josort
[Ffun, index]= sort(Ffun);
WorstF = Ffun(end);
Best_FF = Ffun(1l);
for j = 1:size(X,1)
X(j,:) = X(index (j) ,:);
end
end
Josort
[Ffun, index]= sort(Ffun);
BestF = Ffun(1);
WorstF = Ffun(end);
for j = 1:size(X,1)
X(j,:) = X(index(j) ,:);
end
conv(t)=Best_FF;
t=t+1;
fuz=writemf (Temp, fuz);
writeFIS (fuz , "TAOfuzzy’ );
Ffun_Temp=FitnessCalculate (Temp);
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end
fuz
wri

if (Ffun_Temp<Best_FF)

Best_P =Temp;

Best_FF = Ffun_Temp;
end
[Best_FF ,Best_P]=RC(Temp, Ffun_Temp );
[Best_FF ,Best_P]=GreedyAl(Ffun(1,i),
Ffun_Temp ,Temp);

=writemf (Best_P , fuz);
teFIS (fuz , "TAOfuzzy’);
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