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ABSTRACT In recent years, recommendation systems have become essential for businesses to enhance
customer satisfaction and generate revenue in various domains, such as e-commerce and entertainment. Deep
learning techniques have significantly improved the accuracy and efficiency of these systems. However,
there is a lack of literature regarding classification in systematic review papers that summarize the latest
deep-learning techniques used in recommendation systems. Moreover, certain existing review papers have
either overlooked state-of-the-art techniques or restricted their coverage to a narrow spectrum of domains.
To address these research gaps, we present a systematic review paper that comprehensively analyzes the
literature on deep learning techniques in recommendation systems, specifically using term classification.
We analyzed relevant studies published between 2018 and February 2023, examining the techniques,
datasets, domains, and measurement metrics used in these studies, utilizing a thorough SLR strategy. Our
review reveals that deep learning techniques, such as graph neural networks, convolutional neural networks,
and recurrent neural networks, have been widely used in recommendation systems. Furthermore, our study
highlights the emerging area of research in domain classification, which has shown promising results in
applying deep learning techniques to domains such as social networks, e-commerce, and e-learning. Our
review paper offers insights into the deep learning techniques used across different recommendation systems
and provides suggestions for future research. Our review fills a critical research gap and offers a valuable
resource for researchers and practitioners interested in deep learning techniques for recommendation
systems.

INDEX TERMS Deep learning, term classification, recommendation system, systematic review, state-of-
the-art techniques.

I. INTRODUCTION

As data becomes more readily available, recommendation
systems are gaining popularity in e-commerce. In today’s
business world, data-driven decisions are crucial, and many
companies are incorporating recommendation system fea-
tures into their websites and apps to enhance user experience
and increase revenue [1], [2], [3], [4], [5]. The purpose
of recommendation systems is to provide personalized and
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relevant suggestions to users based on their past behavior,
preferences, and interests [6], [7], [8], [9], and to solve the
problem of information overload in various domains such as
e-commerce [10], [11], [12], e-learning [13], [14], [15], social
networks [16], [17], [18], [19], [20], [21], and entertainment
[22], [23], [24], [25].

However, recommendation systems face challenges such
as data sparsity, cold start, and the need for collecting past
user feedback [26], [27]. Researchers are developing more
effective recommendation algorithms to overcome these
challenges and improve accuracy and user satisfaction [28],
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[29]. As the amount of data being collected continues to
increase due to technological advances, there is a growing
need for techniques that can efficiently handle large amounts
of data [30], [31].

Deep learning techniques based on artificial neural net-
works have proven exceptionally effective in accurately
predicting outcomes for big data applications, particularly for
recommendation systems [32], [33]. Deep learning models
can learn and extract relevant features from raw data,
making them highly effective in handling complex and
high-dimensional datasets [34]. This capability is particularly
relevant in recommendation systems, where personalized
recommendations can be made to users based on their
behavior and preferences [35], [36].

Given the considerations mentioned above, there is a
need for a comprehensive and practical guide to deep
learning-based recommendation systems. No systematic
review has been conducted that focuses explicitly on deep
learning-based recommendation systems using broad search
terms that cover a wide range of recommendation domains.
Furthermore, there is a lack of recent literature reviews
that include the most advanced deep learning techniques
developed within the last five years. Most importantly,
no systematic study classifies deep learning techniques and
domains into more appropriate categories based on the terms
used in existing research articles. Such categorization would
significantly expedite the summarization of future research in
this field.

A. RESEARCH AIM AND OBJECTIVES
In summary, our research objectives are outlined as follows:

1) Systematic Literature Review (SLR): Conduct a
systematic literature review on deep learning-based
recommendation systems, summarizing insights from
articles published within the last five years.

2) Summarize State-of-the-Art Techniques: Analyze
and summarize the most recent and advanced deep
learning techniques developed in the past five years and
their applications in recommendation systems.

3) Domain Categorization: Categorize deep learning
techniques and their application domains into relevant
and meaningful groups based on terminologies used in
the studies.

4) Classification Using Search Terms: Develop a term
classification system to assist researchers in effectively
targeting specific terms within the related field.

5) Summarize Datasets and Metrics: Summarize the
datasets and metrics commonly utilized in the reviewed
papers to help future researchers understand the
prevalent dataset choices and metrics employed in the
field.

By addressing these objectives, we aim to contribute
to understanding and advancing deep learning-based rec-
ommendation systems by providing a consolidated and
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accessible overview of the latest developments and trends in
this rapidly evolving domain.

B. ARTICLE STRUCTURE AND SECTIONS
The article is structured as follows:

o Section I: Introduction establishes the context and
objectives of the research and provides an overview of
the article’s organization.

o Section II: Related Work provides a comprehensive
survey of relevant research, including surveys, studies,
and reviews, and summarizes and discusses their key
contributions and limitations.

o Section III: Background presents the essential com-
petencies, techniques, approaches, and challenges in
recommendation systems.

o Section IV: Research Method outlines the systematic
process followed in conducting the research, including
research questions, article search strategies, screening
procedures, quality assessment outcomes, and article
selection based on the data extraction form.

o Section V: Methodological Approach details the
research methodology, including data collection and
analysis, article selection and review, publication trend
identification, and classification methodology. The sec-
tion connects methodological choices to the research
process and results.

o Section VI: Results Interpretation and Discussion
furnishes the analysis outcomes from the reviewed
literature, encapsulating classification strategies for each
category, underlying insights, comprehensive summary
of findings, and gaps in research within each category.

o Section VII: Limitations and Future Work critically
examines the study’s limitations, addresses challenges
encountered by deep learning recommendation systems,
and proposes avenues for future research to tackle them.

o Conclusion synthesizes the study’s outcomes into a
coherent summary, providing meaningful conclusions
from the findings and rounding off the study’s compre-
hensive exploration.

This article thoroughly analyzes current research on
recommendation systems using deep learning. It covers
an introduction, related studies, background information,
methodology specifics, discoveries, and potential avenues for
future research.

Il. RELATED WORK

Recently, recommendation systems have seen a surge in the
use of deep learning techniques. This has resulted in numer-
ous research studies in the field [37], [38]. Relevant articles
have been categorized into three types, including literature
surveys, research studies, and systematic literature reviews,
based on keywords found in their titles. These categories are
chosen because they provide a comprehensive overview of
related works and guide future research directions. Similarly,
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[39] have also identified these three categories as related
works.

Our objective is to recognize the distinct research method-
ologies employed by each category, promote a better under-
standing of deep learning-based recommendation systems,
and enable researchers to search for related articles more
efficiently. Researchers can better understand the current
state-of-the-art and identify future research directions by
thoroughly analyzing the literature.

A. LITERATURE SURVEY

We analyzed several survey articles on deep learning-based
recommendation systems covering deep reinforcement learn-
ing, graph neural networks, and autoencoder-based models.
These surveys provide insights into the current state-of-
the-art field, guiding the development of more effective
recommendation systems.

Chen et al. [40] classified existing deep reinforcement
learning-based recommender systems into model-based and
model-free  reinforcement  learning. In contrast,
Marind et al. [41] compared lossy and structure-preserving
approaches to compress pre-trained convolutional neural
networks. Furthermore, Wu et al. [42] provide a thorough
review and classification of the literature on the advances of
graph neural network (GNN)-based recommender systems.
They offer an in-depth explanation of each technique’s
architecture and summarize the datasets and metrics utilized
in each study. The authors also discuss the challenges
facing the field and point out that dynamic graphs in
the recommendation are a largely under-explored area
that deserves further study. Given the prevalence of the
sparsity issue in recommender systems, the authors believe
that self-supervised learning in GNN-based recommender
systems is a promising direction for future research.

Wu et al. [43] conducted a systematic review of neural
recommender models, categorizing them based on data usage
into collaborative filtering, content-enriched recommenda-
tion, and temporal/sequential recommendation—the paper
aimed to summarize the neural recommender model field and
discuss promising future research directions. Ali et al. [44]
classified deep learning models that provide citation recom-
mendations based on six criteria, presenting a comparative
analysis of these models and examining popular datasets,
evaluation metrics, challenges faced, and upcoming issues
and solutions.

Zhang et al. [45] reviewed recent research on autoencoder-
based recommender systems, highlighting their advantages
in data dimensionality reduction, feature extraction, and
reconstruction. The paper discussed potential research
directions for autoencoder-based recommender systems and
presented differences between these systems and traditional
recommender systems. The article by Zhang et al. [46]
offers a comprehensive overview of the latest research on
deep learning-based recommender systems. It delves into
the architecture of deep learning algorithms and provides
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an in-depth analysis of advanced recommendation systems.
Although the article does not cover a review of recommenda-
tion domains, it provides valuable insights into the current
trends and emerging perspectives on the technical side of
development.

Mu et al. [47] provided a systematic review of
deep learning-based recommender systems, introducing
the basic terminologies and concepts of recommender
systems and deep learning technology, describing current
research on deep learning-based recommender systems,
and providing possible research directions for the future.
Alahmadi et al. [48] investigated deep learning techniques
to enhance MOOC-based course recommendation results,
examining recent research on MOOC-based recommendation
systems and highlighting the benefits of using deep learning
techniques.

In addition, some of the surveys in our review examine
the potential of deep learning-based recommender systems
in e-learning and point-of-interest recommendation. For
example, Salau et al. [49] discussed the potential of
deep learning-based recommender systems in e-learning to
enhance learning practices. In contrast, Islam et al. [50] sur-
veyed deep learning-based point-of-interest recommendation
techniques that use users’ historical check-ins and other data.

These papers thoroughly explore the current state of
research on recommender systems, with a particular emphasis
on approaches leveraging deep learning. The topics covered
include data usage, citation recommendations, autoencoder-
based systems, and the impact of deep learning. Additionally,
the papers delve into applying these techniques to Massive
Open Online Courses (MOOCs).

1) COMPARISON

Taken as a whole, these surveys provide valuable insights
and offer promising directions in recommender systems.
However, it is important to note that these surveys have
certain limitations. They do not fully explore the range
of techniques, domain applications, data collections, and
measurements contributing to recommender systems’ bigger
picture.

There is still much more to discover from these surveys.
To address this, we expanded our approach by incorporating
various techniques, domains, data collection methods, and
measurements. Our ultimate goal is to comprehensively
analyze recommender systems, encompassing recent articles
and all perspectives. This will provide future researchers with
a holistic understanding of the subject matter.

B. RESEARCH STUDY

We reviewed several research studies on using deep learn-
ing techniques in recommendation systems. For example,
De et al. [4] proposed using feed-forward neural networks
as advanced frameworks for designing collaborative filtering
engines, which consolidate and improve upon previous work.
Dai et al. [51] introduced a personalized recommendation
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algorithm for online learning resources based on an improved
backpropagation neural network algorithm. Dang et al. [52]
discussed session-based recommendation, a recently pro-
posed approach that reduces dependence on user profiles
while maintaining high accuracy. The paper used real-world
datasets and evaluation metrics to compare the perfor-
mance of various session-based recommendation algorithms,
including the deep learning approach named GRU4Rec.
Additionally, Anantha et al. [2] discussed how deep learn-
ing techniques are used in various domains, including
recommender systems, and compared the performance of
traditional recommender systems with deep learning-based
recommender systems.

1) COMPARISON

Various efforts have been made to enhance recommenda-
tion quality, including developing innovative frameworks
and algorithms. While certain studies focus on specific
recommendation types, such as the research conducted by
Anantha et al. [2], it is worth noting that this study did not
consider articles published within the last five years. Thus,
our study is particularly significant as it fills this gap and
advances our understanding of this field.

C. SYSTEMATIC LITERATURE REVIEW (SLR)

The aim of conducting a literature review on recommendation
systems based on deep learning is to provide a comprehensive
analysis and synthesis of existing research to offer a complete
overview of the field’s current state [53]. This review aims
to summarize and compare various deep learning techniques
used in recommendation systems, highlight current systems’
primary challenges and limitations of current systems, and
suggest potential research directions for the future.

Our systematic review serves as a literature review. While
other similar reviews exist, they either focus on a specific
deep learning technique or review articles from beyond the
last five years, with a different classification structure and
selection strategy.

Starting with a systematic literature review (SLR) of
specific deep learning techniques for recommender systems,
this area of artificial intelligence provides personalized
recommendations to users based on their behavior and
preferences. Liu et al. [13] explore deep learning techniques
for course recommendations in e-learning environments.
Doh et al. [54] investigate deep knowledge graph-based
recommender systems, and Safavi et al. [55] examine deep
learning-based point-of-interest recommender systems.

In our anchor paper, Batmaz et al. [56] analyzed compiled
studies within four dimensions, including deep learning
models utilized in recommender systems, remedies for
the challenges of recommender systems, awareness and
prevalence over recommendation domains, and the pur-
posive properties. They summarized deep learning tech-
niques, including state-of-the-art techniques, and classified
the techniques based on the purpose of data modeling.
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Additionally, they summarized specialized recommendation
systems. Da’u et al. [57] conducted a comprehensive litera-
ture review on deep learning-based recommender systems,
with a detailed review of deep learning techniques, comparing
their advantages and disadvantages and evaluation metrics
and datasets.

1) COMPARISON

In comparison to Batmaz et al.’s review of thesis, journal,
workshop, and conference papers from 2007 to 2017
[56] and Da’u et al’s selection of 99 studies published
from 2007 to 2018 [57], our review focuses exclusively on
peer-reviewed journal articles published within the last five
years (2018-2022), including some articles from 2023. This
timeframe allows us to analyze the most current literature
and provide insights into the latest developments in the field.
Our review prioritizes peer-reviewed journal articles for their
high-quality research and reliability, as they undergo rigorous
evaluation by experts and provide detailed analyses.

A significant benefit of our approach is broad search
keywords, enabling us to cast a wide net and identify a broad
range of research studies that may have been overlooked in
previous reviews. By utilizing this strategy, we can provide a
comprehensive and up-to-date analysis of the latest research
on deep learning-based recommendation systems.

Our review offers a valuable resource for researchers
and practitioners interested in understanding the latest
developments in this rapidly evolving deep learning-based
recommendation systems field.

The following Table 1 displays detailed information for
each article, including category, publication year, journal,
domain, and technique, in addition to the comparison with
our article.

lll. BACKGROUND

The utilization of deep learning techniques in recommenda-
tion systems is prevalent, mainly due to their ability to extract
relevant features from complex data and detect intricate user
behavior patterns [59]. Deep learning has exhibited superior
performance across various domains, including computer
vision, video processing, and natural language processing,
compared to conventional machine learning methods [47],
[60], [61].

A. RECOMMENDATION SYSTEM CHALLENGES

Deep learning techniques are beneficial for developing rec-
ommendation systems, but organizations may face challenges
such as data sparsity, the cold start problem [62], overfitting
[63], scalability [64], and ethical concerns. Data sparsity
occurs due to limited data available for the recommendation
system to train on, and the cold start problem arises when
insufficient data is available for accurate recommendations
for new users or items [65]. Overfitting can occur when the
model becomes too specialized to the training data and cannot
generalize to new data.
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TABLE 1. Comparison with related work.

Category Reference Year g:::;::al Domain Reviewed Technique Comparison with Our Review
Survey [40] 2023 J1 General Eeep Remforcement Diverse DL techniques

earning
Survey [41] 2023 12 General Deep Neural Networks Various techniques beyond NN
Survey [42] 2022 I3 General Graph Neural Networks Expands beyond GNN techniques
Survey [49] 2022 J4 E-learning Deep Learning Broad E-learning spectrum
Survey [50] 2022 12 Point-Of-Interest Deep Learning Wider range beyond POI
Survey [43] 2022 J5 General Deep Neural Networks Not confined to NN techniques
Survey [44] 2020 J6 Citation Deep Learning Focuses on diverse domains
Survey [45] 2020 17 General Autoencoder-Based Encompasses various DL techniques
Survey [46] 2019 I3 General Deep Learning Focuses on recent 5 years
Survey [47] 2018 18 General Deep Learning Focuses on recent 5 years
Survey [48] 2021 19 Course Deep Learning Explores beyond a single domain
Survey [58] 2022 J10 Trust-Aware Deep Learning Not confined to one type of RS
Study [4] 2022 J11 Service Neural Collaborative Broad domains and techniques
Study [51] 2021 J12 E-Learning Neural Network Covers diverse domains
Study [52] 2020 J13 Session-Based Deep Learning Focuses on various applications

. Encompasses wider domains and

Study [2] 2018 J14 General Deep Learning inclu del: recent articles
Review [13] 2022 J15 E-learning Deep Learning Broad domains and techniques
Review [54] 2022 J1 General Deep Knowledge Graph Not confined to embedding techniques
Review [55] 2022 12 Point-Of-Interest Deep Learning Explores beyond Point-Of-Interest
Review (56] 2019 115 General Deep Learning Covers recent articles from the last 5

years

Journal Index: J1: Knowledge-Based Systems; J2: Neurocomputing; J3: ACM Computing Surveys; J4: Applied Sciences (Switzer-
land); J5: IEEE Transactions on Knowledge and Data Engineering; J6: Expert Systems With Applications; J7: Frontiers of
Computer Science; J8: International Transaction Journal of Engineering Management & Applied Sciences & Technologies; J9:
Pacific Asia Journal of the Association for Information Systems; J10: International Journal of Embedded Systems; J11: SN Computer
Science; J12: Advances in Modelling and Analysis B; J13: Artificial Intelligence Review; J14: Data; J15: Electronics (Switzerland)

As the dataset size and number of users and items increase,
the computational resources required to train and deploy the
recommendation system may become a bottleneck, which
can limit scalability [47]. Deep learning techniques may
raise ethical concerns, such as privacy violations or bias in
recommendations [66].

To best utilize deep learning techniques, it is important
to understand their strengths in each application field and
make the best selection throughout the implementation
stages. Overcoming these challenges requires expertise in
deep learning techniques and a strong understanding of the
domain and business requirements of the recommendation
system. Organizations can develop effective recommendation
systems that provide valuable insights and enhance customer
engagement.

For further information on the challenges associated with
recommendation systems, consult the article [67], which
offers detailed reviews.

B. CLASSIFICATION OF RECOMMENDATION SYSTEM
CATEGORIES

We categorize recommendation systems based on their func-
tionalities and applications, extending beyond conventional
methods to highlight the data types that work effectively with
distinct deep-learning techniques, underscoring their pivotal
role in recommendation systems.
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Recommendation systems are a type of technology that can
be used in a variety of ways, such as suggesting movies [65],
[68], [69] or products to customers, recommending articles
to readers, or suggesting friends on POI [17], [70] and social
media [71]. These systems can differ significantly in terms
of their purpose, the algorithms and techniques they use,
their functionality, and how they are implemented. While
researchers generally categorize recommendation systems
into three traditional categories, there is a need to understand
them in more detail and with greater functional accuracy to
keep up with the growing popularity of these systems in e-
businesses.

To understand them better, we classify recommendation
systems into three categories: traditional, application, and
functionality. The traditional category includes collaborative
filtering, content-based filtering, and hybrid systems. The
functionality category involves various tasks the recommen-
dation system performs, such as predicting user preferences
based on contextual information or explaining recommended
items using existing knowledge. Finally, the application
category pertains to the particular implementation of the
recommendation system, such as a mobile app or a website.
Understanding these categories can better understand recom-
mendation systems and their capabilities.

These three factors give us a more comprehensive under-
standing of recommendation systems and their applications.
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Please refer to Table 2 in our research for more information
on our classification approach.

C. KEY TECHNIQUES AND APPROACHES IN
RECOMMENDATION SYSTEMS

Developing effective recommendation systems can be a
challenging task involving combining various techniques and
carefully considering the specific requirements of the system
and data involved. Foundational deep-learning techniques
and key data components are essential to this complex
process. Therefore, it is crucial to understand the importance
of these components and how they interact to develop a clear
understanding of recommendation system development.

Modern deep-learning recommendation systems strate-
gically combine techniques that span a wide range of
methodologies to achieve accuracy and personalization.
These strategic approaches encompass various techniques,
each contributing uniquely to the system’s effectiveness and
performance.

In the following sub-subsections, we logically introduce
key techniques and approaches, starting with foundational
techniques and gradually moving towards more specialized
and advanced approaches. This provides clear connections
between the subsections, illustrating how different techniques
can complement or build upon each other to enhance
recommendation systems.

1) EMBEDDINGS

Start with embeddings, as they are a foundational technique
used in various recommendation systems. Embeddings cap-
ture the underlying representations of users and items, which
often serve as inputs to other deep-learning architectures.

Recommendation systems heavily rely on embeddings,
which are low-dimensional vector representations of users,
items, and other features, obtained by training the model
on user behavior data such as clicks, ratings, and purchases
[107]. Embeddings capture the relationships between users
and items, enabling the model to make more accurate
recommendations. Advanced deep-learning recommendation
systems may incorporate different types of embeddings,
including contextual embeddings [108] that capture addi-
tional information about users or items, allowing for more
personalized recommendations based on the user’s current
situation. Word embedding methods, commonly used in
NLP, involve encoding words from a vocabulary into vectors
to capture syntactic and semantic information [54]. Graph
embedding methods represent graphs or network structures as
low-dimensional vectors and have applications in tasks such
as link prediction and community detection [54].

Various deep learning algorithms have been developed
to learn low-dimensional embeddings of users, items, and
other features, such as DeepFM [38], [109], [110], [111],
[112], [113]. DeepFM combines factorization machines with
deep neural networks to model feature interactions. Overall,
embeddings and deep learning algorithms have revolution-
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ized recommendation systems, enabling the generation of
more accurate and personalized recommendations for users
[54]. These techniques have shown promising results in
various machine learning tasks, including recommendation
systems, text classification, and image recognition [54].
Thus, embedding techniques have become a fundamental
component of state-of-the-art deep-learning recommendation
systems, enabling the modeling of complex and dynamic
user-item interactions.

2) NEURAL NETWORKS

Move on to neural networks, which are widely employed
in recommendation systems. Neural networks can include
feedforward, convolutional, and recurrent networks, each
serving a unique purpose in recommendation tasks.

Recommendation systems based on deep learning have
transformed the field of recommendation systems by incor-
porating neural networks to process embeddings and provide
highly personalized recommendations based on user behav-
ior. Careful selection of the neural network architecture is
crucial for developing these systems, with popular choices
including multi-layer perceptrons (MLPs) [114], [115],
convolutional neural networks (CNNs) [20], [70], [116],
[117], [118], and recurrent neural networks (RNNs) [119],
[120], [121], [122]. These deep-learning recommendation
systems have demonstrated outstanding performance in
various domains, such as e-commerce, entertainment, and
social media.

By leveraging neural networks, recommendation systems
can effectively capture complex patterns and relationships
in user behavior data that were previously challenging to
model [123]. MLPs, CNNs, and RNNs have emerged as the
preferred neural network architectures for recommendation
systems due to their ability to model various data types and
interactions between users and items. Using these neural
networks in deep learning recommendation systems has led
to more precise and personalized recommendations, greatly
enhancing the overall user experience [124].

The choice of neural network architecture depends on the
data and task at hand, and a combination of different types
of neural networks can be used for improved performance.
Table 3 provides an overview of commonly used types
of neural networks and their techniques and potential
applications based on their strengths.

We will discuss enhanced neural networks in separate
subsections, including deep reinforcement learning, collab-
orative filtering neural networks, generative models, and
attention mechanisms, as their technique applications in
recommendation systems differ, and we consider them distinct
components of such systems.

3) GENERATIVE MODELS

Generative models, such as variational autoencoders (VAESs)
[133], [134] and generative adversarial networks (GANs)
[135], constitute powerful deep-learning techniques with
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TABLE 2. Categories of recommendation systems.

Classification Category Definition Application
s B e e Convolutional neural network for image and video
Traditional Content-Based Uses ne.m metadata such as descpptlons, tags, and recommendations; Graph-based methods for item
categories to make recommendations [67], [72]. P .
similarity-based recommendations [57].
Uses neural networks to learn from user-item Deep matrix factorization for explicit user-item
Traditional Collaborative Filtering  interactions to make personalized interactions data [73]; Deep neural networks for
recommendations [67]. implicit interactions data [74].
Combines multiple data types and techniques to Deep neural networks for feature learning [75];
Traditional Hybrid make recommendations, such as using user Deep reinforcement learning for adaptive
behavior and item metadata [67]. recommendations [76].
Uses web data such as user behavior on websites, Neural net time series for time-aware web services
Application Web-Based search queries, and social media activity to make recommendation [77]; Deep collaborative filtering
recommendations. for web-service recommendations [78].
Uses data from mobile apps such as user actions Deep reinforcement learning for content pushing
Application App-Based within the app, app usage patterns, and app reviews  on mobile [79]; Context-aware deep interaction
to make recommendations. learning for app recommendations [80].
Makes recommendations across multiple domains, Transfer learning for solving the aforementioned
Application Cross-Domain such as recommending products in one category problems [62]; Graph-based methods for similarity
based on user behavior in another category [81]. analysis across domains [82], [83].
Uses data from a user’s current session to make Recurrent neural network for sequence modeling
Application Session-Based recommendations, such as items they have recently ~ [85], [86]; Transformer-based models for
viewed or added to their cart [84]. attention-based recommendations [87].
Uses contextual data such as reviews, ratings, X
Functionality Context-Aware demographics, and location to make y Autoencoder for text data [88], [89]; Long

Functionality

Functionality

Functionality

Interactive

Knowledge-Based

Social

recommendations [88].

Allows users to provide feedback during the
recommendation process, such as rating items or
indicating preferences [92].

Uses explicit knowledge about items, such as
product features or user preferences, to make
recommendations [54], [98].

Uses social network data such as user profiles,
connections, and activity to make
recommendations [101], [102].

short-term memory for time series data [90], [91].

Deep collaborative filtering for item and feedback
data [93], [94]; Natural language processing
techniques for sentiment analysis and feedback
analysis [95]-[97]

Neural networks for feature extraction and
similarity analysis [99]; Knowledge graphs for
explicit knowledge representation [100].
Graph-based methods for community detection and
node embedding [103]-[106]; Graph neural
network for interest data [16], [102], [103].

substantial applicability in recommendation systems. They
offer a distinct perspective by enabling the system to generate
fresh recommendations based on learned data patterns. These
models are proficient in generating new recommendations or
creating items akin to existing ones, augmenting the catalog,
and enhancing recommendation diversity.

Variational autoencoders (VAEs) and generative adversar-
ial networks (GANSs) are examples of generative models that
exhibit proficiency in generating new content by discerning
patterns and structures within existing data. Generative mod-
els can be trained on user behavioral data in recommendation
systems to formulate novel recommendations tailored to
each user’s preferences [ 134]. Additionally, these models can
generate new items that closely match existing ones, thus
expanding users’ recommended options.

In recommendation systems, generative adversarial net-
works (GANs) excel at generating user-item interactions. The
GAN loss function is designed to train a generator network
(G) to produce recommendations that closely resemble
authentic user-item interactions. Simultaneously, a discrim-
inator network (D) is employed to distinguish between
real and generated interactions. The primary objective of
this adversarial game in GANs for recommendation can be
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articulated as follows:
min max [Eir~paataeiy (10g DG, 1))
+E o p, o) (1 — log D(G(z, )]

In the above equation, (u,i) represents a user-item
interaction sampled from the actual data distribution, and
G(z, i) signifies the generation of user-item interactions based
on latent variables z and i (the item). The primary goal is
to make the generated interactions indistinguishable from
genuine ones.

Variational autoencoders (VAEs) have found application
in recommendation systems, particularly in collaborative
filtering and personalized recommendations. These models
map user and item interactions into a latent space, facilitating
a more profound comprehension of user preferences.

The application of generative models in recommendation
systems has resulted in a broader range of user rec-
ommendations, enhancing their experience and increasing
engagement [136]. This approach has gained popularity
in modern recommendation systems, leading to the cre-
ation of more sophisticated and efficient recommendation
platforms.
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TABLE 3. Neural network techniques in recommendation systems.

Neural Network Name

Technique

Application

Recurrent Neural Network
(RNN)

Long Short-Term Memory
(LSTM)

RNNs model sequential data, such as time series or
clickstream data, by maintaining a hidden state that
summarizes previous inputs and captures long-term
dependencies [50].

LSTMs address the vanishing gradient problem in RNNs by
selectively updating and forgetting information with memory
cells and gates [17].

Used for recommendation systems analyzing
user behavior over time, such as session-based
recommendations [57].

Applied in tasks such as speech recognition,

machine translation, and sentiment analysis
[125].

Graph Neural Network (GNN)

Autoencoder

Transformers

Radial Basis Function Network
(RBFN)

Memory-Augmented Neural
Network (MANN)

Deep Belief Network (DBN)

Multilayer Perceptron (MLP)

Convolutional Neural Network
(CNN)

GNNs model graph-structured data by learning
representations of users and items based on their relationships
in the graph [42].

Autoencoders are neural networks that learn compact
representations of input data by encoding it into a
lower-dimensional latent space and then decoding it back to
the original space [57].

Transformers use self-attention mechanisms to capture
long-range dependencies and relationships between items in
modeling user-item interactions and generating
recommendations [52].

RBFNs employ radial basis functions as activation functions
in their hidden layers and calculate their output by computing
a weighted sum of these radial basis functions [127].

MANN:S store and retrieve information from external memory
during computation [57].

DBNss learn hierarchical representations of input data by
stacking Restricted Boltzmann Machines to extract complex
features [57].

MLPs learn complex relationships between input and output
variables using multiple layers of interconnected nodes and
non-linear activation functions [44].

CNNs analyze visual data, such as images or videos, using
convolutions to extract features and classify them [57].

Utilized for node classification, link
prediction, and community detection in
complex network structures [126].

Applied in dimensionality reduction, feature
learning, and denoising tasks across various
domains [26].

Employed for other natural language
processing tasks, including language
translation and text generation [52].

Used for function approximation tasks, such as
regression, interpolation, and time-series
prediction [128].

Beneficial for recommendation systems storing
user preferences or context information and
handling complex queries [129].

Applied in recommendation systems needing
to learn complex patterns and features from
input data [57].

Commonly used in supervised learning tasks,
like classification and regression [130].

Frequently used in recommendation systems
for processing visual information associated

SOMs learn low-dimensional representations of input data
through unsupervised learning and preserve topological
relationships between input data points [72].

Self-Organizing Maps (SOM)

with items [131].

Utilized for anomaly detection, data
exploration, and visualization [132].

4) COLLABORATIVE FILTERING

Collaborative filtering neural network (CFNN) is a key
element of deep learning methods used in recommendation
systems. Collaborative filtering, for example, is a popular
technique that makes recommendations based on similarities
between users or items [137]. It delivers personalized
recommendations by studying how users behave and what
they prefer [138]. This review specifically explores how
neural networks and filtering techniques work together,
emphasizing collaborative filtering.

Collaborative filtering involves using data about users
to uncover similarities between them and the items they
are interested in. This is done through embeddings, like
condensed representations of important features. Neural
networks then use these embeddings to create recommen-
dations that consider the common characteristics among
users. For instance, researchers like Zhang et al. [139]
have combined embeddings and paragraph representations to
enhance collaborative filtering.

A significant advancement in building effective collab-
orative recommender systems is the use of latent factor
models [113]. These models are crucial in personalized
recommendation setups. They capture user preferences based
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on past interactions, like ratings and clicks. By identifying
similar users based on their preferences, collaborative filter-
ing effectively suggests items that align with individual tastes
[140]. For example, Ullah et al. [141] applied deep neural
collaborative filtering to improve personalized educational
service recommendations. Similarly, Yang et al. [142] refined
user-generated list recommendations through gated and
attentive neural collaborative filtering. In addition to the
terms mentioned earlier, there are other commonly used terms
in recommendation systems.

Many researchers have combined the data sparsity problem
in traditional collaborative filtering algorithms with various
neural networks in recommendation systems to overcome
the data sparsity problem. For instance, Nassar et al.
[143] proposed a novel multi-criteria collaborative filtering
model based on deep learning. In contrast, Yu et al. [144]
proposed a contextual-boosted deep neural collaborative
filtering (CDNC) model that utilizes item introductions and
user ratings to alleviate the cold-start problem and provide
interpretable item recommendations.

We better understand complex user-item dynamics by
integrating collaborative filtering into deep learning models.
This leads to recommendations that are deeply rooted in
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user interactions. This approach is gaining considerable
momentum, becoming a foundational aspect of recom-
mendation systems and yielding highly accurate, tailored
recommendation platforms.

5) ATTENTION MECHANISMS

Transition to attention mechanisms, which enhance under-
standing user preferences and item characteristics. Attention
mechanisms can complement both neural networks and
collaborative filtering.

Attention mechanisms have emerged as a powerful tool
within deep learning recommendation systems, allowing
models to focus selectively on specific input components
during prediction [46]. Typically implemented with recur-
rent neural networks (RNNs) in recommendation systems,
attention mechanisms enable models to adapt to individual
user behavior and preferences, leading to more precise and
personalized recommendations [145]. For example, these
mechanisms weigh the relevance of various items based
on user context and history, enhancing recommendation
accuracy. Widely employed in natural language processing,
computer vision, and recommendation systems, attention
mechanisms track component importance [46].

The landscape of attention-based neural network tech-
niques is diverse, each category offering unique advantages
for improving recommendation quality. Here are some
example articles we have reviewed:

o Time-Aware Self-Attention Models: Incorporating
temporal dynamics, these models capture evolving user
preferences over time. Zhang et al. introduced a ““Time-
Aware Self-Attention Based Neural Network Model”
[146] that optimizes sequential recommendations using
self-attention mechanisms.

+ Knowledge-Aware Attentional Models: Exploiting
domain knowledge, these models provide informed
suggestions. Liu et al. proposed a “Knowledge-
Aware Attentional Neural Network” [147], enhancing
review-based movie recommendations with explana-
tions through attention mechanisms.

o Graph Neural Network Models: Excelling in mod-
eling user-item interactions, these models capture col-
laborative filtering dynamics. Chen et al. presented a
“Multi-Head Attention Graph Neural Network™ [148]
for session-based recommendations, tapping into multi-
dimensional interests.

o Dual Attention Models: Adapting to local and global
patterns in user preferences, these models offer a
comprehensive perspective. Heidari et al. addressed
cold-start and sparsity challenges with an “Attention-
Based Deep Learning Method” [149], employing atten-
tion mechanisms.

« Dynamic Attention Models: Tailoring to changing user
behavior, these models employ dynamic attention mech-
anisms. Zhang et al. proposed a ‘“Dynamic Attention-
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Integrated Neural Network™” [150] for session-based
news recommendation.

These attention-based techniques enrich recommendation
systems by capturing intricate patterns and relationships,
enhancing user experiences.

6) TRANSFER LEARNING

Move to transfer learning techniques. These can benefit
from the foundation of previously discussed techniques and
leverage knowledge from related domains.

Transfer learning is a popular technique in deep learning
that has been widely adopted in various domains, including
recommendation systems. This approach involves using
pre-trained models or embeddings from related tasks to
enhance the performance of a model on a new task [151].
In recommendation systems, transfer learning is particularly
valuable as it incorporates insights from diverse domains,
such as image or text classification, resulting in improved
accuracy and efficiency [47]. To ensure a successful transfer,
it is important to carefully select and transfer relevant user or
item information from auxiliary domains to the target domain
[83], [152]. By strategically incorporating transfer learning,
recommendation systems can achieve superior performance,
efficient training, and reduced data requirements [62], [82].

Transfer learning can bring several benefits to recommen-
dation systems. One of them is the ability to extract features
from user profiles or items using pre-trained image or text
models. These extracted features can be used as input for
the recommendation model. Furthermore, transfer learning
allows existing models to be fine-tuned with a small dataset
specific to the recommendation task, which can help them
adapt and specialize. By leveraging external knowledge,
recommendation systems can improve their capabilities and
make better recommendations through knowledge transfer.

7) SIDE INFORMATION
After addressing the core techniques, consider incorporating
side information like user demographics and item attributes.
This can provide a more comprehensive understanding of
how deep learning techniques handle diverse data types.

Deep learning recommendation systems are empowered to
incorporate diverse forms of side information, including tex-
tual descriptions, images, and other item-associated features.
This integration enhances prediction accuracy and facilitates
the delivery of personalized recommendations [153], [154],
[155]. The central challenge within recommendation systems
lies in learning effective user and item representations from
interactions and side information [42]. This approach has
gained widespread adoption in state-of-the-art recommenda-
tion systems, significantly contributing to the evolution of
advanced platforms capable of harnessing multiple informa-
tion sources for tailored and relevant recommendations [155],
[156].

Side information is a fertile ground for deep learning
models to glean insights. Incorporating such data has demon-
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strated tangible enhancements in recommendation system
performance [155], [156]. Hybrid deep neural networks, for
instance, embed user attributes like age, location, occupation,
zip code, and user ratings as input, thereby enhancing
recommendation precision [157]. Deep learning principles
extend beyond recommendation domains, extracting latent
features across diverse scientific disciplines such as image,
video, and signal processing [158].

Here are some examples of how side information can
enhance recommendations:

o Enriching Recommendations with Context: Side
information, encompassing user attributes and item
features, amplifies recommendations through nuanced
preference comprehension [156], [159].

o Addressing Cold Start Challenges: Integrating side
information alleviates cold start issues for new
users/items [160], [161].

« Topic Modeling and Contextual Data: Techniques like
topic modeling distill themes from side information,
bolstering recommendations [162].

o Hybrid Approaches for Improved Results: Hybrid
methodologies fusing user-item ratings and side infor-
mation surmount sparsity challenges [163].

o Taxonomy-Aware Recommendations: Models incor-
porating taxonomic side information augment accuracy
[164].

o Sentiment and User Interactions: User sentiments
enhance recommender systems [96].

o Personalization through Deep Learning: Deep learn-
ing models leverage side information for personalized
recommendations [75], [159].

o Deep Matrix Factorization for Versatile: Deep matrix
factorization integrates varied side information, enhanc-
ing collaborative filtering [165].

8) REINFORCEMENT LEARNING

Conclude with reinforcement learning, which optimizes
recommendations based on user interactions and rewards.
This demonstrates its ability to improve recommendations.

Deep reinforcement learning (DRL) is a potent deep learn-
ing technique harnessed by state-of-the-art recommendation
systems to optimize user recommendations. RL enables
the system to enhance the relevance and engagement of
recommendations over time by learning to optimize a reward
function based on user interactions with the recommenda-
tions [40].

In recommendation systems, RL entails training an agent
(the recommendation algorithm) to make decisions in an
environment (user behavior) to maximize a cumulative
reward. For instance, a reward function can be formulated
based on user interactions like click-through rates, culminat-
ing in a personalized and effective recommendation strategy
[40], [166].

However, it’s important to note that while RL offers
promising benefits, it comes with challenges. Adopting RL
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can demand substantial data and computational resources,
potentially limiting its applicability in certain scenarios [167].

This approach of RL has been applied extensively within
the domain of recommendation systems. Some notable
examples include:

o Challenges in User Behavior Modeling [79]: Liu et
al. propose an RL framework that decomposes the
complexities of modeling user behavior into two distinct
RL tasks.

o Optimizing Recommendation and Caching Policies
[124]: Guo et al. leverage deep reinforcement learning
to optimize recommendation and caching policies.

« Hierarchical Dialogue Management [11]: Basile et
al. introduce a hierarchical RL framework for dialogue
management within conversational recommender sys-
tems.

o Federated Learning for Daily Schedule Recommen-
dations [168]: Huang et al. address the challenge of
daily schedule recommendations using deep RL within
a federated learning framework.

o E-commerce Information Retrieval [169]: The appli-
cation of deep reinforcement learning extends beyond
recommendation systems to e-commerce information
retrieval.

Summary: Deep learning techniques provide a powerful
set of tools for recommendation systems, and many different
approaches can be used depending on the data and the
application. State-of-the-art deep learning recommendation
systems use techniques such as embeddings, neural networks,
generative models, collaborative filtering, attention mech-
anisms, transfer learning, side information, and reinforce-
ment learning to provide users with highly accurate and
personalized recommendations. The specific techniques used
depend on the data and the application. Still, the core idea
is to use deep learning to capture the complex relationships
between users, items, and other features and to provide highly
relevant and engaging recommendations. For instance, graph
neural networks are just one example of a technique that can
provide highly accurate and personalized recommendations
in session-based scenarios. Overall, these techniques have
greatly improved the quality of recommendations and
enhanced the user experience.

IV. RESEARCH METHOD

In this section, we provide an overview of our detailed and
structured analytical review process for assessing advanced
deep-learning-based recommendation systems. Using spe-
cific search terms, our findings are categorized based on
various aspects, such as techniques, domains, and types of
recommendation systems.

Our goal is to systematically review the current state of
deep-learning-based recommendation systems and highlight
key findings in each category. To achieve this, we follow a
systematic literature review (SLR) process similar to the one
used in the article by Alabadla et al. [170]. We adhere to the

113799



IEEE Access

C. Li et al.: Deep Learning-Based Recommendation System: Systematic Review and Classification

guidelines from Kitchenham et al. [171], [172] and follow
the best practices recommended in Wang et al.’s study [39] to
ensure the rigor and validity of our review.

We include research questions and sub-questions, search
strategy, literature search, screening process, quality assess-
ment, data extraction, and data synthesis, all of which we
describe in detail. Our systematic review is conducted using
specific search terms, and we assess the quality of the studies
included in the review using appropriate quality assessment
tools.

Our review process helps identify research gaps and
provides a better understanding of the key concepts and vari-
ables associated with deep-learning-based recommendation
systems, contributing to future research in this area.

To better understand our research flow, please refer to
Figure 1 before delving into the details of our study.

A. RESEARCH QUESTION

Our objective is to investigate various aspects of deep
learning-based recommendation systems, such as their fun-
damental concepts and variables. Moreover, we are dedicated
to equipping future researchers with useful information
on search terms related to deep learning techniques and
application domains. To achieve this, we formulated the
following research questions and relevant sub-questions,
adopting a similar approach to that described in Gema et al.’s
study [173].

« RQ1: What deep learning techniques are commonly
used in recommendation systems, and how do different
evaluation metrics compare?

1) What are the state-of-the-art deep learning tech-
niques for recommendation systems, and what are
their strengths?

2) What evaluation metrics are commonly used
to assess deep learning-based recommendation
systems?

3) What popular datasets are used for testing deep
learning-based recommendation systems?

o RQ2: What are the various applications of deep learning
techniques in recommendation systems, and how can we
categorize them based on their domains?

1) How can deep learning recommendation systems
be categorized based on domains?

2) How do domain-specific needs and requirements
impact the choice of deep learning techniques used
in recommendation systems?

3) What are the commonly used datasets for test-
ing deep learning-based recommendation systems
across different domains?

o RQ3: How can deep learning techniques in recom-
mendation systems be effectively classified to facilitate
quick searches for relevant keywords?

1) What search terms are commonly employed in
recommendation system research?

113800

TABLE 4. Search keywords for literature review.

KCOL1 - RS: "recommendation system" OR "recommender system"
OR “recommendation”

KCO?2 - DL: deep* OR neural* OR "autoencoder" OR "multilayer
perceptron” OR "radial basis" OR "restricted Boltzmann" OR
"memory-augmented" OR "generative adversarial” OR
"self-organizing" OR "long term" OR CNN OR RNN OR LSTM OR
GAN OR MLP OR RBFN OR SOM OR DBN OR RBM

2) How have previous studies classified deep learn-
ing techniques in recommendation systems and
informed research directions?

3) How do researchers categorize deep learning tech-
niques in recommendation systems across different
domains?

We use these research questions and sub-questions to
guide our literature review and data collection process. The
search terms relevant to our study are identified based on
these questions. They retrieve relevant literature from various
sources, such as online databases and search engines.

This systematic review poses important research questions
on deep learning-based recommendation systems. RQ1 iden-
tifies popular deep learning techniques, such as autoencoder,
CNN, RNN, and MLP, along with their evaluation metrics,
such as accuracy, precision, and recall. It also highlights
the datasets used in previous research, such as MovieLens,
Amazon, and Yelp, providing researchers with insights
into potential gaps and opportunities for future research.
RQ?2 categorizes the different applications of deep learning
techniques, providing valuable guidance on how to apply
these techniques in various domains, such as e-commerce,
social networks, and e-learning. It also helps researchers
choose the appropriate datasets for their experiments and
provides insights into the limitations of these datasets,
allowing for more efficient experimental designs. RQ3
identifies the most effective way to classify deep learning
techniques and recommendation terms, aiding researchers in
quickly searching for relevant keywords and discovering new
research opportunities.

B. SEARCH STRATEGY
To conduct a comprehensive literature review, we develop a
search strategy to identify relevant keywords and synonyms
for two key concept areas: recommendation systems (KCO1)
and deep learning techniques (KCO2). We established
inclusion and exclusion criteria aligned with our research
objectives to ensure a thorough search considering various
aspects of deep learning algorithms, techniques, and recom-
mendation system terms.

The search keywords we used to refine our search are
shown in Table 4.

To ensure a targeted selection of articles that are directly
relevant to our study, we adopted a more restrictive search
strategy by focusing on searching for our keywords only in
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Define Research Questions and Sub-Questions

1. Research Questions K Identify Key Concepts and Variables

Develop Search Strategies

2. Search Strategy K Define Search Keywords

Create Search Queries in Selected Databases

3. Literature Search H Evaluate Search Terms Based on Search Results

Present Inclusion and Exclusion Criteria

4. Screening }‘( Evaluate Article Relevance

Research Flow

Define Quality Assessment Criteria

5. Quality Assessment K Present QAC Results

Create Data Extraction Form

6. Data Extraction K Explain Data Analysis Strategies

Identify Data Synthesis Approach for RQs

7. Data Synthesis K Explain Research Techniques

Explain Classification Methodology and Review Articles

8. Results Interpretation K Answer Research Questions in Classified Categories

Discuss Current Research and Article Limitation

9. Discussion K Suggest the Future Research Directions

Summarize the Findings

10. Conclusion K Declare the Contribution

FIGURE 1. Research flow overview (Steps 1-10).

the article titles, depending on the availability of the database.
This approach enables us to obtain more specific and targeted
information that is narrowed down to what we are looking
for despite potential variations in abstract structure across
different journals.

In our article selection process, we included popular and
advanced deep learning techniques as search terms and
articles that mention the terms ‘“deep” or ‘“‘neural” in the
title for the technique keywords target. On the recommen-
dation system side, we deliberately included more general
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terms rather than limiting ourselves to “‘recommendation
system” or “‘recommender system.” This approach allows
us to capture a wider range of research that utilizes deep
learning techniques for recommendations and encompasses
various frameworks or systems designed for recommendation
purposes. By adopting this strategy, we aim to explore
potential opportunities for applying deep learning techniques
in different domain applications, making our literature
review more comprehensive and relevant. Overall, our search
strategy is designed to efficiently and effectively identify
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relevant articles for our review, ensuring we cover a wide
range of research in recommendation systems that utilize
deep learning techniques.

C. LITERATURE SEARCH

This subsection covers our literature search process, includ-
ing the inclusion and exclusion criteria for studies and the
reasons for these criteria. We also describe the search queries
used in each database. We aim to conduct a thorough search
to retrieve relevant studies from various databases. To achieve
this, we utilized a combination of keywords and search
operators that allowed us to consider various study designs
and research questions.

To conduct our search, we utilized controlled vocabulary
and extended search terms across six major databases:
Scopus, Web of Science, IEEE Xplore, EBSCOHost,
SpringerLink, and ScienceDirect. As mentioned in the last
subsection, our search string included terms related to deep
learning and recommendation systems. We applied filters to
exclude irrelevant studies such as conference papers, dis-
sertations, textbooks, unpublished working papers, and non-
English papers. We only considered peer-reviewed research
articles between 2018 and February 2023 that focused on
recommendation systems using deep learning techniques.
Our search covered 67 publishers and 239 journals.

To simplify the search process, we used a query that
extracted all the necessary articles from one query to avoid
overlapping. We implemented this approach for databases
such as IEEE, Web of Science, and Scopus, as detailed in
Table 5. However, our queries have limitations and may not
cover all the advanced naming techniques in deep learning.
Nonetheless, we strive to follow best practices for our study.

We applied similar queries for searching for other
databases such as ScienceDirect, SpringerLink, and EBSCO-
host. However, these databases have limitations regarding
search query functions, so we had to break the queries
into multiple parts to best match with other databases.
Additionally, we manually applied filters after extracting the
list of articles to overcome these limitations.

Regarding technique terms, we include all “neural” and
“deep” related techniques. Despite the various naming
conventions researchers use, their main techniques often tie
back to deep learning. As mentioned in the last section,
we included recommendation terms to cover a wider domain
for our domain classification and summary analysis. Overall,
we strived to employ best practices in our search process
while acknowledging the limitations of different databases
and naming conventions.

We applied a more aggressive filter across all the outputs
from our literature search to ensure we selected highly
relevant articles for our study. Firstly, we re-filtered the search
terms for “‘RS & DL” across all the databases, focusing on
article titles and author keywords. We also applied filters to
exclude articles that did not have a DOI number and only
considered articles that were related to our categories and
written in English.
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TABLE 5. Search queries for academic databases.

IEEE: (("Document Title": "recommendation system") OR
("Document Title": "recommender system") OR ("Document Title":
"recommendation")) AND (("Document Title": deep) OR ("Document
Title": neural) OR ("Document Title": "autoencoder") OR ("Document
Title": "multilayer perceptron”) OR ("Document Title": "radial basis")
OR ("Document Title": "restricted boltzmann") OR ("Document Title":

non

"memory-augmented") OR ("Document Title": "self-organizing") OR
("Document Title": "generative adversarial") OR ("Document Title":
CNN) OR ("Document Title": RNN) OR ("Document Title": "long
short") OR ("Document Title": LSTM) OR ("Document Title": GAN)
OR ("Document Title": MLP) OR ("Document Title": RBFN) OR
("Document Title": SOM) OR ("Document Title": DBN) OR

("Document Title": RBM))

Web of Science: TI = (("recommendation system" OR "recommender
system" OR “recommendation”) AND (deep* OR neural* OR
"autoencoder" OR "multilayer perceptron” OR "radial basis" OR
"restricted Boltzmann" OR "memory-augmented" OR "generative
adversarial" OR "self-organizing" OR "long term" OR CNN OR RNN
OR LSTM OR GAN OR MLP OR RBFN OR SOM OR DBN OR
RBM))

Scopus: (TITLE ("recommendation system" OR "recommender
system" OR recommendation) AND TITLE (deep OR neural OR
"autoencoder" OR "multilayer perceptron” OR "radial basis" OR
"restricted Boltzmann" OR "memory-augmented" OR "generative
adversarial" OR "self-organizing" OR "long-short" OR CNN OR RNN
OR LSTM OR GAN OR MLP OR RBFN OR SOM OR DBN OR
RBM))

We cleaned and filtered the data using R code, resulting in
a final list of DOIs/articles from different databases, as shown
in Figure 2.

D. SCREENING

The screening aims to identify relevant articles on recom-
mendation systems that utilize deep learning techniques.
We utilize a two-stage screening process that involves
multiple criteria, including the title, author keywords, index
keywords, abstract, and full-text review.

Initially, we started with 2171 articles that we obtained
from various databases. To eliminate potential duplicates,
we removed articles that appeared in multiple databases and
articles with the same title and DOI. After this initial step,
we were left with unique articles.

To narrow the set of unique articles, we compiled a
list of excluded terms irrelevant to our research focus.
These excluded terms covered agriculture, fashion, highway,
marine, pharmacology, radiology, and transportation. We also
excluded cryptocurrency, fund, and legal terms as they
were not directly related to our research on recommenda-
tion systems using deep learning techniques. Additionally,
we excluded terms related to specific medical conditions and
equipment or tools irrelevant to our research focus.

With this list of excluded terms, we screened the remaining
articles based on their titles, authors, and index keywords.
This initial screening process helped us identify potentially
relevant articles.

However, to ensure that only relevant articles were
included, we conducted a more in-depth analysis of the
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remaining articles in the second stage of our screening
process. We excluded articles not aligning with our research
focus on recommendation systems using deep learning
techniques. Some articles required a full-text review to
determine their relevance. Independent reviewers conducted
this stage of the screening process to minimize bias.

After implementing the two-stage screening process,
we had a collection of articles that met the selection
requirements for our research. Our research focused on
fields of study with practical applications in different
industries, such as engineering, technology, information
systems, applied mathematics, business & management, and
information science. Our selection criteria allowed us to
limit our analysis to areas more applicable to real-world
challenges, enabling us to explore new perspectives and
potential solutions to problems.

Summary: The screening process ensured that only
relevant articles were included in our study. The two-stage
process using text mining models and independent reviewers
helped us to minimize bias and focus on our research
objectives.

E. QUALITY ASSESSMENT

We conduct a quality assessment using text-mining
techniques and manual review terms to analyze recent
deep learning-based recommendation systems thoroughly.
We select terms to identify relevant factors, such as
recommendation terms, deep learning techniques, and
application domains.

Our quality assessment framework was designed to include
easily measurable and well-defined factors by combining
traditional quality assessment questions related to article
design (as outlined by Kitchenham et al. [172]) with QACs
tailored to the article classifications. This approach allowed
us to be more flexible in our paper selection and cover
many articles across various categories, making the quality
assessment more practical and efficient.

We categorized the articles into two groups: domain-
specific and non-domain-specific. Our classification strate-
gies were developed based on the term scores, which
served as indicators of highly relevant factors (Detailed
explanations of the terms can be found in the result section).
Afterward, we subjected both recommendation systems to
quality assessment criteria (QACs). These QACsS included:

« QACT: Involvement of deep learning techniques - This
criterion evaluated whether the articles utilized deep
learning-based techniques or algorithms.

o QAC2: Application in a specific domain - This criterion
assessed the article’s application in a specific domain or
application.

o QAC3: Use of alternative recommendation terms - This
criterion evaluated whether the articles used recommen-
dation terms other than ‘“‘recommender system/engine”’
or ‘“‘recommendation system/engine.”

VOLUME 11, 2023

TABLE 6. Quality assessment results for total articles.

Criteria Score Formula Total Article
QAC 1 0:NO; 0.5: PARTLY; 1: YES 759/799
QAC2 0:NO; 1: YES 416/799
QAC3 0:NO; 0.5: PARTLY; 1: YES 501/799

The quality assessment results in Table 6 are based on the
term mapping process. QAC1 was assessed using a two-layer
scoring strategy. If the article title or keywords mentioned
specific technical terms such as “variational autoencoder,”
“convolutional neural network,” or ‘“matrix factorization,”
it received a score of 1. If only general terms like
“deep learning” were mentioned, it scored 0.5. Otherwise,
it received a score of 0. QAC2 only had two possible scores:
1 if the article mentioned domains in our categories in the title
or keywords (see the Results section for a detailed list) and
0 if it did not mention any specific domains. QAC3 scored
articles based on whether they mentioned ‘‘recommender
system/engine,” “‘recommendation system/engine,” or ‘“‘rs”
terms, with a score of 1. Articles that mentioned terms
related to recommendation systems but not the exact terms
mentioned above received a score of 0.5. In contrast, those
not mentioning relevant terms received a score of 0.

Our QACs were applied to evaluate the quality of
the articles and identify the strengths and weaknesses of
current research in deep-learning recommendation systems.
We determined the percentage of articles falling into each cat-
egory using these criteria. Please note that we only removed
a few articles at this stage. However, this quality assessment
process gave us a general direction for selecting primary
studies and creating structured guidelines for measuring the
selected articles based on our research objectives. We aimed
to summarize the current state of research in deep-learning
recommendation systems, and this process allowed us to do
so without eliminating studies from the outset.

F. DATA EXTRACTION

This subsection describes our methodology for extracting
data from our selected studies using a standardized data
extraction form [172]. We created a standardized data
extraction form to gather crucial information about each
study, such as the specific deep learning techniques, the data
sets utilized, and the domain applied to the recommendation
systems. We had two independent reviewers complete the
form to ensure accuracy and consistency. Whenever there
were any discrepancies, we resolved them through discussion
and consensus.

We analyzed the studies at an aggregated level to
gain insights into the advanced deep-learning techniques
employed in recent years and to provide a detailed overview
of domain-specific applications. Our data extraction form
for domain-focused articles included criteria such as domain
clarity and relevance, technique robustness and validity, and
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dataset diversity. We assessed the clarity of the article’s
presentation on the deep learning-based recommendation
system in a specific domain, the validity and reliability of
the techniques used, and the adequacy of the dataset used to
support the claims made in the article.

We examined technique-focused articles, which are partly
from non-domain-specific (semi-primary) articles. These
articles focused on enhancing specific aspects of deep
learning techniques or recommendation systems, providing
valuable insights into our research inquiries. As our primary
research sources, these articles were crucial in addressing
most of our research questions. To extract relevant infor-
mation, our data extraction form included specific criteria,
such as the employed techniques, dataset preference, and
performance metrics. This assessment focuses on evaluating
recommendation systems’ replication, effectiveness, and
popularity metrics using deep learning techniques. We also
scrutinized the details of the techniques employed and the
appropriateness of the chosen datasets.

Using our data extraction form, we effectively collected the
relevant information needed to conduct a detailed analysis
of the main features and results of studies related to deep
learning-based recommendations. The extracted data can be
found in Table 7.

G. DATA SYNTHESIS
We utilized quantitative and qualitative methods to synthesize
the extracted data from the included studies to answer
our research questions. For RQ1-1 and RQ2-1, we used
a quantitative meta-summary [39] approach to identify the
frequency of each discovery and construct a frequency matrix
for deep learning-based techniques. By analyzing the higher
frequency of recommendation system domains, we aimed
to identify application patterns for different techniques and
understand the usage of these techniques in recommendation
systems.

To address RQ1-2,3 and RQ2-2,3, we employed a
qualitative narrative synthesis method to summarize the
defining characteristics of each study’s results in a narrative
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to identify consistency across studies [174]. We extracted
information related to the dataset and metrics from each
study. We mapped the information back by domain and
techniques to understand the trends in the field’s different
types of dataset usage.

For RQ3, we used descriptive analysis techniques to aggre-
gate and present the data quantitatively [170]. We described
the current status of classification strategies and the strengths
and limitations of recommendation systems. To ensure the
reliability of our findings, we conducted subgroup analyses
and developed a classification strategy that future researchers
could use for their search strategies. This comprehensive
approach ensures that our findings are clear, robust, relevant
to the intended audience, and can guide future research.

V. METHODOLOGICAL APPROACH

After conducting quantitative and qualitative analyses on
data gathered from various studies, we addressed our
research questions and sub-questions. We also presented our
detailed classification strategy, which aided in summarizing
the insights obtained through our research methodology.
Additionally, we outlined our data collection, analysis,
classification methodology, and the significant findings
obtained through these methods.

A. DATA COLLECTION AND ANALYSIS

We initiated our study by searching databases using specific
keywords related to deep learning-based recommendation
systems. From this search, a total of 799 papers were iden-
tified. These papers were categorized into domain-specific
studies (416) and non-domain-specific studies (362). Within
the non-domain-specific studies, also considered semi-
primary, 139 primary studies were identified based on
specific search terms. The detailed list of these articles can
be found in [175].

These papers were published across 239 journals from
67 publishers, covering various science, engineering, and
business fields. These fields included computer science
(with a focus on artificial intelligence, information systems,
software engineering, hardware & architecture, and theory
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TABLE 7. Data extraction form.

Category Data Extraction Criteria

Data Extraction Question

Research Question

Is the article detailed enough to comprehend the technique of

Technique-Focused Detail of Techniques the recommendation system based on deep learning? RQI-1

Technique-Focused Metric Preference What are the most corpmonly used evaluation metrics in the RQ 1-2
field of recommendation systems?
What types of datasets, in terms of data source, data size, and

Technique-Focused Dataset Preference data format, are typically used for testing recommendation RQ 1-3
system techniques?

Domain-Focused Technique Robustness How reliable apd supportive are the techniques used for the RQ2-1
research question?

Domain-Focused Clarity and Relevance Does the artlc.Ie clearly explgm_ the use_of deep learmng—based RQ 22
recommendation systems within a particular domain?

Domain-Focused Diversity in Dataset What types of datasets have been used in various domains of RQ2-3

recommendation systems?

& methods), electrical and electronic engineering, materials
science, applied physics, telecommunications, mathematics,
multidisciplinary biology, neurosciences, operations research
& management science, instruments & instrumentation,
business, and multidisciplinary sciences. Some of these
categories also involved automation & control systems,
cybernetics, and library science.

1) ARTICLE SELECTION AND REVIEW

During the quality assessment process, two review stages
were conducted to select primary articles, which formed
the basis of the quality assessment score. For non-domain-
specific (semi-primary) articles, an additional scoring system
was established based on specific techniques and recommen-
dation system terms to ensure comprehensive coverage. To be
considered a primary study, articles had to score 2.5 or higher,
mention the specific techniques, discuss deep learning, and
use exact naming for recommendation systems.

2) PUBLICATION TRENDS AND DISTRIBUTION

Our investigation involved analyzing publication trends
across publishers and journals over the past five years
until February 2023. The aim was to identify the leading
contributors to research in deep learning-based recommen-
dation systems. As of February, 53 articles related to
deep learning-based recommendation systems have been
published this year, although our data for 2023 remains
incomplete.

The COVID-19 pandemic has accelerated the growth of
digital applications across various domains, significantly
utilizing recommendation systems [64], [176]. Coping with
the increasing complexity and diversity of data within these
systems has necessitated the adoption of deep learning
techniques. Consequently, there has been a surge in articles
related to deep learning-based recommendation systems
across major journals.

Figure 3 visually represents the distribution of articles
by year and journal, providing insights into the evolution
of publication trends. Elsevier emerged as the leading
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contributor among the publishers, with 181 articles in our
research, closely followed by IEEE. Regarding journal
rankings, IEEE Access stands out with the highest number of
articles in the field, totaling 68, followed by Expert Systems
With Applications.

Although 2022 witnessed the highest number of pub-
lications across all journals, specific journals experi-
enced peaks in 2020. IEEE Access, Neurocomputing, and
Knowledge-Based Systems had significant numbers of
related articles during that year. For a comprehensive list
of included venues, please refer to [175], which is publicly
accessible.

B. CLASSIFICATION METHODOLOGY

This subsection describes our approach to classifying articles
based on techniques and domains. We grouped relevant
keywords into higher-level technique categories to categorize
articles according to technique terms. These categories
aligned with the implementation of recommendation systems
and components outlined in the background section. Domain
information was classified based on industry and data type,
facilitating future research utilization.

We focused on primary studies for the classification anal-
ysis while considering domain-specific and semi-primary
articles for specific research questions. This approach
allowed us to provide a thorough overview of the field by
analyzing classification summarization and insight sharing.

1) TECHNIQUE CLASSIFICATION AND COMPARATIVE
ANALYSIS
In our approach to technique classification, we aim to
comprehensively understand the various techniques used
in deep learning-based recommendation systems. Instead
of traditional systematic literature reviews (SLRs) and
classification studies, we use search keyword analysis to
categorize 140 different technique terms into 27 categories.
This unique strategy helps us recognize terminology across
various articles and disambiguate interchangeable terms.
For example, in the realm of graph neural network tech-
niques, terms like “knowledge graph,” “‘graph embedding,”
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‘““graph attention,” ‘““graph convolutional networks,” ““bipar-
tite graph,” and ‘“‘neural graph” may seem synonymous.
However, our categorization is grounded in the different
facets of recommendation systems - algorithm, functionality,
application, and data model - which helps to clarify these
terms.

As a result, we have created a taxonomy of higher-level
technique categories that align with the implementation
of recommendation systems and relate seamlessly to the
component and recommendation system categories discussed
in the background section.

Moreover, compared with related works, our approach
notably bridges the gap between techniques and recommen-
dation system components, offering a panoramic view of
their symbiotic relationship. While conventional studies may
classify techniques based on broad domains or generalized
methods, our methodology intricately binds techniques to
their practical application in recommendation systems. This
provides a more profound comprehension of their contexts,
applications, and capabilities.

2) DOMAIN CLASSIFICATION AND COMPARATIVE ANALYSIS
Our approach to domain classification involves extracting
and categorizing domain-specific information using rigorous
strategies. We extract relevant terms from various sources,
such as article titles, authors, and index keywords, to classify
58 domains into eight categories based on industries and
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data types. This categorization can be a valuable resource for
future researchers.

In addition, we have identified nine variant terms for rec-
ommendation systems, demonstrating our contextual under-
standing of each article. Our approach is more comprehensive
than previous methodologies, as we holistically integrate
domain-specific and variant-specific terms. This contrasts
existing works that may categorize domains through limited
criteria or overlook a myriad of recommendation system
variants.

Our exhaustive classification endeavor, intertwined with
meticulous quality assessment, ensures the inclusivity and
representativeness of our primary studies. This enables us
to tackle specific research questions with unparalleled depth
and accuracy. By highlighting the comparative aspects,
we also emphasize the distinctive features and merits of
our classification strategies, elucidating their uniqueness
and substantial value in comprehending deep learning-based
recommendation systems.

Our holistic approach significantly contributes to system-
atic quality assessment, helping us select our primary studies.
It assures the accuracy and representativeness of our research,
making it an essential contribution to the field.

C. INTEGRATION OF METHODOLOGY AND RESULTS
We have summarized domain-specific articles that focus
specifically on techniques for RQ2, which is our secondary
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research question. However, for our primary research ques-
tion, RQ1, we conducted a more comprehensive examination
of the primary studies. We paid particular attention to
the term review, dataset, and metrics. For dataset-related
questions about RQI-3 and RQ2-3, we reviewed studies
from domain-specific and semi-primary articles, but we
only performed a detailed analysis of the primary studies.
In addressing RQ3, we considered all the studies about
classification summarization and insight sharing, covering
both domain and techniques, to provide a thorough overview
of the field.

To facilitate a thorough understanding of our research
strategy, please refer to Figure 4 for our analytical diagram.
This diagram outlines our overall research approach, encom-
passing two primary objectives: conducting a systematic
literature review (SLR) and performing a classification
analysis. Examining the diagram enables us to revisit our
research strategy and understand how these objectives align
with our research goals.

VI. RESULTS INTERPRETATION AND DISCUSSION

In this section, we have answered the research questions
that were previously formulated to help us analyze the
latest research on recommendation systems based on deep
learning. Our focus was on the state-of-the-art deep learning
techniques identified from the term summary, along with
their corresponding performance metrics and the datasets
used in the studies. We also explored the different domains
where deep learning techniques have been applied in
recommendation systems and categorized them accordingly.
Additionally, we examined the datasets that researchers used
to evaluate these techniques across various recommendation
domains. Finally, we investigated the most effective approach
for classifying deep learning techniques and analyzed the
strengths and limitations of each technique based on deep
learning.

A. TERM CLASSIFICATION AND ANALYSIS

Our goal is to assist researchers in comprehending the distinct
deep-learning techniques employed in various recommen-
dation system publications and identifying the particular
purpose of each term.

1) COMPARATIVE ANALYSIS OF PRIOR CLASSIFICATION
APPROACHES

In addressing Research Question 3 (RQ3), which focuses on
refining search terms and keywords, we review how various
articles have categorized techniques. This groundwork lays
the foundation for tackling the sub-questions within RQ?3.
We then dive into the specifics of our term classification
approach, explaining why it stands out and how it can benefit
future research endeavors.

a: TECHNIQUE TAXONOMY IN PRIOR RESEARCH
Researchers’ categorization of deep learning techniques plays
a crucial role in shaping research directions. It is imperative
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to thoroughly investigate the various methods utilized for this
categorization and their effects on the field.

RQ3-2: How have previous studies classified deep learn-
ing techniques in recommendation systems and informed
research directions?

Numerous articles have explored deep learning techniques
within recommendation systems, categorizing them based
on specific algorithms or applications. For instance, Zhang
et al. [46] presented a classification encompassing multi-
layer perceptron (MLP), deep structured semantic model
(DSSM), autoencoder-based collaborative filtering, convo-
lutional neural networks (CNNSs), graph convolutional net-
works (GCNs), recurrent neural networks (RNNs), restricted
Boltzmann machine (RBM), neural attention mechanisms,
deep reinforcement learning (DRL), and deep hybrid models.
However, this classification primarily centered around neural
networks, overlooking other pertinent components associated
with deep learning techniques in recommendation systems.

Another survey by Mu et al. [47] categorized deep
learning techniques into autoencoders, restricted Boltzmann
machines, recurrent neural networks, convolutional neural
networks, and deep belief networks. The survey also
outlined hybrid collaborative filtering techniques, includ-
ing recurrent neural network-based, restricted Boltzmann
machine-based, autoencoder-based, and generative adversar-
ial network-based collaborative filtering methods. It delved
into deep learning applications in content-based, context-
aware, social network-based recommender systems and deep
learning-based hybrid recommender systems.

While there are well-established deep learning-based
recommendation techniques, it’s important to note that new
categories of these techniques have emerged. These emerging
categories are gaining attention and require consideration in
addition to the established techniques. It’s important to keep
up-to-date with the latest advancements in recommendation
systems to ensure that the most effective techniques are
utilized.

b: DIVERSITY IN RECOMMENDATION SYSTEM DOMAINS
The realm of recommendation systems extends across diverse
domains, including e-commerce, entertainment, education,
and social media. Nevertheless, consolidating this diversity
within a coherent classification framework presents a signifi-
cant challenge. Accordingly, we tackle a crucial sub-question
of our research question (RQ3):

RQ3-3: How do researchers categorize deep learning
techniques in recommendation systems across different
domains?

Numerous studies on recommendation systems categorize
domains by assessing available articles and determining
their applicability to specific domains. The domains are
often labeled using standardized terms from prior studies
or authors’ definitions. While some studies have identified
prevalent application domains like sequential information,
text, images, audio, video, networks, check-ins, points of
interest (POI), hashtags, news, review text, quotes, visuals,
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features, music, videos, citations, social, and cross-domain
interactions [46], these classifications might not fully equip
future researchers to grasp the breadth of recommendation
system applications comprehensively.

Recommendation systems have become integral to our
daily lives, supporting decision-making by offering person-
alized recommendations based on past behaviors and pref-
erences. These systems find utility across various domains,
including e-commerce, entertainment, education, and social
media. Categorization should account for different criteria,
such as data sources, models, and application domains,
to capture the diverse landscape of recommendation systems.

2) CATEGORIES OF TERM CLASSIFICATION AND
CLASSIFICATION RESULTS

Classifying terms in the context of deep learning-based rec-
ommendation systems is a fundamental aspect of our article.
Through a comprehensive categorization process, we aim to
provide a structured understanding of the various terms used
in this field. This sub-subsection outlines our classification
strategies for technique, domain, and data/model terms and
aims to answer our research question:
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RQ3-1: What search terms are commonly employed in
recommendation system research?

a: CATEGORIES OF TECHNIQUE TERMS

Our article presents an updated and comprehensive per-
spective on the techniques employed in deep learning-based
recommendation systems. Departing from predefined cate-
gories, we adopted a dynamic approach by extracting terms
from selected articles and organizing them based on their
usage patterns.

This process involved employing advanced text mining
techniques on a final list of 787 carefully curated articles
to ensure relevance. Prominent terms from article titles,
keywords, and manual inputs were scrutinized to construct
these categories. The resulting term list was validated by two
reviewers, focusing on recommendation system components,
algorithms, applications, and terminologies.

For clarity and ease of reference, we introduced index
labels for each category:

1) TCEF for the technique category functionality group
2) TCC for the technique category components group
3) TCA for the technique category applications approach
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This classification scheme empowers us to analyze articles
from varied perspectives, gaining insights into diverse
aspects of deep learning-based recommendation systems. Our
extensive classification effort yielded 27 categories across the
three-technique groups (TCF, TCC, TCA).

o Technique Category Functionality (TCF): The TCF
group includes techniques like NLP, sentiment analysis,
computer vision, feedback, user behavior modeling,
context-based analysis, social network analysis, content-
based analysis, aware-based analysis, and sequential
modeling to enhance recommendation systems.

o Technique Category Components (TCC): The TCC
group develops key components for recommenda-
tion systems, including collaborative filtering, matrix
factorization, neural networks, adversarial techniques,
autoencoder, graph-based filtering, and attention-based
techniques.

o Technique Category Applications Approach (TCA):
The TCA group uses various techniques, including
hybrid-based, session-based optimization, factor analy-
sis, and rate prediction.

This detailed categorization provides insights into deep
learning-based recommendation systems’ functionality, com-
ponents, and applications, enhancing our understanding of
their diverse aspects.

b: TECHNIQUE CLASSIFICATION RESULTS

We classified the categories of deep learning-based recom-
mendation techniques and their corresponding top usage
terms in Table 8.

c: CATEGORIES OF DATA & MODEL TERMS

Although not directly involved in recommendation system
techniques, the terms related to data and model components
play a vital role in the implementation process of the recom-
mendation system. This category focuses on identifying and
extracting such terms, making it easier for future researchers
to identify precise terms for data processing and model
enhancement.

This category was created using advanced text-mining
techniques on a final list of 787 selected articles. Prominent
terms from article titles, keywords, and additional manual
inputs were methodically examined to construct these
categories.

Our classification spans several key aspects:

« Data Source: Capturing the origins and management of
data used in recommendation systems.

« Data Preprocessing: Addressing techniques that refine
raw data for analysis.

« Data Representation: Focusing on structured portray-
als of data used in modeling.

o Data Terms: Covering analysis and treatment of data in
recommendation systems.

Furthermore, we explore categories revolving around

model construction and evaluation:
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o Modeling: Addressing techniques for constructing rec-
ommendation system models.

o Machine Learning: Encompassing established machine
learning techniques for recommendation systems.

o Deep Learning: Incorporating deep learning techniques
for improved recommendation models.

« Model Development: Covering techniques for refining
recommendation models.

o Model Optimization: Including techniques to optimize
and refine recommendation models.

« Evaluation: Encompassing methodologies for assess-
ing recommendation model performance.

d: DATA & MODEL CLASSIFICATION RESULTS

Table 9 categorizes and presents the most frequently used
terms related to data and model aspects in the context
of recommendation systems. These terms encompass data
sources, preprocessing techniques, data representations, and
various modeling and optimization methods commonly
employed in research and development.

e: CATEGORIES OF DOMAIN TERMS

Our article aims to synthesize the latest applications of
deep learning techniques in recommendation systems across
diverse domains. Achieving this goal necessitated a hybrid
approach, combining the extraction of terms from selected
articles with manual summarization alongside established
classifications.

Conventional domain classification categorizes deep
learning-based recommendation systems based on data
types, industries, and application contexts. However, these
traditional classifications may not fully align with the most
influential articles shaping the field.

We thoroughly analyzed 416 domain-specific articles to
overcome this limitation and extracted 58 domain-related
terms from article titles and keywords. Using these terms,
we categorized domains into eight distinct categories and
introduced a new category specifically for cross-domain
applications. We aim to utilize this categorization to address
the following research question:

RQ2-1: How can deep learning recommendation systems
be categorized based on domains?

Our categorization uses D for domain category and do for
domain application. Additional details can be found in the
classification result subsection. Below are explanations of the
domain categories:

o Application: This category encompasses domains
where recommendations are integrated into applications,
including web, mobile apps, APIs, and cross-domain
scenarios.

« Entertainment & Media: Deep learning techniques are
extensively used in domains such as books, movies,
music, news, and streaming services.

o E-commerce & Retail: E-commerce and retail domains
benefit from deep learning-based recommendations for
products, services, and items.
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TABLE 8. Technique term classification: Categories and top terms.

Technique Category

Technique: Top Terms

TCFOL Natural Language Processing

TCF02 Sentiment Analysis
TCFO3 Computer Vision
TCF04 Feedback

TCFO05 ger Behavior
TCF06 Context-Based

TCFOT gocial Network Analysis
TCFO08 Content-Based

TCF09 Aware-Based

TCF10 gequential

Task Analysis, Topic Modeling, Word Embedding, Text Mining, Text Similarity, Gated Recurrent Unit,
Textual Information, Topic Model

Sentiment Analysis, Sentiment Classification, Review Helpfulness, Review Process, Review Text

Face Attribute, Visual Contents, Visual Feature

Implicit Feedback, Negative Feedback, Explicit Feedback

User Preference, User Review, Behavior Modeling, User Behavior, Behavioral Science, User Profiling,
User Rating

State Representation, Content Embedding, Context Awareness, Temporal Context, Point Of Interest, Next
POI

Social Network, Social Influence, Social Trust, Geo-Social Relationship, Social Analysis, Social Dual,
Social Networking

Multi-Dimension Interest, Multi-Label Classification, Content-Aware, Multi-Criteria Recommender
Context-Aware, Trust-Aware, Time-Aware, Tag-Aware, Session-Aware, Knowledge-Aware,
Content-Aware, Emotion-Aware, Text-Aware

Sequential Recommendation, Sequence Recommendation, Sequential Behavior, Deep Sequential,
Non-Sequential Interaction

TCCO1 Collaborative Filtering

TCCO2 Matrix Factorization
TCC03 Factorization
TCCO4 Neural Network
TCCO5 Adversarial

TCC06 Aytoencoder

TCCO7 Convolution Neural Network

TCCO08 Recurrent Neural Network
TCCO9 Graph-Based Filtering

TCC10 Graph Neural Network

TCCI1 Mylti-Layer
TCC12 Attention-Based

Deep Collaborative, Collaborative Filtering, Multi-Criteria Collaborative, Reciprocal Recommendation
Deep Matrix, Deep Matrix Factorization, Deep Factorization, Matrix Completion, Matrix Factorization
Attention, Probabilistic Matrix, Variational Matrix, Variational Matrix Factorization

Factorization Machine, Factorization Attention, Factorization Attention Mechanism, Factorization
Initialization

Neural Collaborative, Neural Network Model, Neural Attention, Neural Graph, Neural Recommendation,
Neural Model, Neural Collaborative Filtering, BP Neural Network, Capsule Network

Generative Adversarial Network, Adversarial Learning, Adversarial Network, Generative Adversarial,
Loss Function

Autoencoder Framework, Variational Autoencoder, Deep Autoencoder, Autoencoder Training, Auto
Encoder, Heterogeneous Autoencoder

Deep CNN, Convolutional Neural Network, CNN Compression, Convolution Neural Network,
Convolutional Network

Recurrent Neural Network, Recurrent Unit, Boltzmann Machine, Long-short-term memory
Recommendation With Graph, Bipartite Graph, Random Walk

Knowledge Graph, Graph Neural Network, Heterogeneous Graph, Graph Neural Network For Session,
Graph Embedding, Graph Attention, Graph Convolutional Networks

Multilayer Perceptron, Multi-Layer Perceptron

Attentional Mechanism, Attention Mechanism, Attention Model, Attention Network

TCAOL Hybrid-Based

TCA02 gegsion-Based

TCAO03 Optimization
TCA04 Eactor Analysis
TCAO5 Rate Prediction

Hybrid Recommendation, Hybrid Recommender, Hybrid Model, Deep Hybrid, Hybrid Deep, Hybrid
Approach

Network For Session, Neural Network For Session, Model For Session, Neural Model For Session,
Session Recommendation, Session Dependency

Genetic Algorithm, Adaptive Deep, Adaptive Learning, Gradient Problem, Steiner Tree, Taylor Series
Factor Analysis, Factor Model, Latent Analysis

Rating Prediction, Rate Prediction, Rate Matrix

o Education & Learning: In the education sector, deep o Tourism: Deep learning techniques are applied to
learning techniques contribute to personalized course tourism, travel, and hotel recommendations.
recommendations, e-learning platforms, and learning

Each domain category represents a context where deep
learning techniques are harnessed to provide relevant, per-
sonalized, and effective recommendations, catering to users’
diverse needs and preferences.

resources.

o User Information: Deep learning techniques enhance
recommendation systems based on user interests, feed-
back, and interactions. This category includes domains
like fitness, careers, and point-of-interest recommenda-

tions. f: DOMAIN CLASSIFICATION RESULTS

« Scholarly Research: Academic and research domains Table 10 categorizes recommendation system domains
benefit from deep learning-based scholarly papers, grouped by specific application categories. A unique term
journals, and citation recommendations. identifies each domain, and these classifications encompass

o Social & Social Media: Social media platforms lever- a wide range of application areas where recommendation
age deep learning recommendations for user interac- systems play a pivotal role. These categorizations help
tions, group dynamics, event recommendations, and understand the diverse landscape of recommendation system
more. usage across various domains.

113810 VOLUME 11, 2023



C. Li et al.: Deep Learning-Based Recommendation System: Systematic Review and Classification

IEEE Access

TABLE 9. Data & model term classification: Categories and top terms.

Data & Model Category

Data & Model: Top Terms

DMO1pata Source
DMO02Data Preprocessing

DMO3Data Representation

DMO4Data Terms

Category Information, Information Site, Information Sites, Multi-Criteria Rating, Demographic Information,
Information System

Information Fusion, Huffman Coding, Incremental Input, Information Integration, Interests Extraction
Metadata Information, Item Representation, Information Network, Item Attribute, Item Correlations, Item
Description, Item Interaction, Item Metadata

Data Analysis, Data Noise, Auxiliary Information, Co-Occurring Item, Negative Sampling, Binary Code,
Co-Occurrence Pattern, Data Mining, Data Model

DMO5Modeling
DMO6Machine Learning

DMOTDeep Learning

DMO8\odel Development

DMO9\odel Optimization
DMI0Eyaluation

Predictive Model, Preference Modeling, Preference Relation, Correlation Mining, Memory Network, Latent
Dirichlet, Latent Dirichlet Allocation, Manifold Regularization

Dirichlet Allocation, Nearest Neighbor, Decision Tree, Document Similarity, Embed Propagation, Evolutionary
Computation, Heterogeneous Data, K-Nearest Neighbor, Variational Inference

Deep Reinforcement, Deep Neural Network, Deep Representation, Deep Ensemble, Deep Collaborative, Deep
Latent, Deep Matrix

Time Series, Learning Approach, Knowledge Engineering, Knowledge Transfer, Similarity Measure, Vector
Representation, Bayesian Inference, Causal Inference, Feature Extraction, Feature Selection, Feature Embedding,
Feature Interaction

Knowledge Distillation, Loss Function, Model Compression, Weight Quantization, Weight Sharing
Comparative Survey, Fault Diagnose, Performance Evaluation, Quantile Loss

TABLE 10. Recommendation system domains by category.

Category Domains

D1 Application

D2 Entertainment & Media

Webgo1, Appdo2. Mobiley,3, Pageqo4, Session o5, Pop-ups o6, APlg,7, Cross-Domaing,g
Bookg,9, Moviego10, Musicyo11, News o192, Streamingg,13, TV Programg,14, Smart TV 3415,

Videog,16, Celebrity 4517, Filmg,18, Recipegoig

D3 E-commerce & Retail
D4 Education & Learning

D5 User Information
D6 Scholarly Research

D7 Social & Social Media

E-commerce j,20, Productg,o1, Service o022, Itemg,o3, Human Resource o204, Store o205

Courseg,26, E-learning 4,27, Library 4,28, Projectq,29, Course Resourceg,30, Learning Resourceg,31,
Educationg,32, Studentj,33, College 3,34, Questiong,35

Interesty,36, Feedback g,37, Point-Of-Interest (POI) 4,38, Fitness,39, Jobgo40, Careergo41
Citationgoq2, Journal 3,43, Papergo44, Textgoas

Call 46, Groupg,47, Hashtag 48, Text Interactiong,49, Reciprocal 50, Social 4051, Tagdos2,

Location-Based 4,53, Eventg,54, Friendg,s5

D8 Tourism

Touristy,56, Travelgo57, Hotelgoss

The terms mentioned above generally relate to various
types of data utilized based on their functionalities within
recommendation systems. Those data can be summarized into
categories such as text, user, item, social, time, and location,
and the terms mentioned are commonly used in each of these
categories.

g: CATEGORIES OF RECOMMENDATION TERMS

During the article selection process, general keywords were
utilized to encompass a broad range of articles on recom-
mendation systems that utilize deep learning techniques. This
section offers a classification of terms that are frequently
linked with recommendation systems, thereby aiding in
the comprehension of various aspects of recommendation
technology.

o Recommendation System Terms: This category
encompasses fundamental terms commonly used to
denote recommendation systems in a general sense.
These terms collectively form the foundational vocab-
ulary for understanding different aspects of recommen-
dation technology. The terms include: Recommendation
System, Recommendation Engine, Recommender Sys-
tem, Recommender Engine, and the abbreviation RS.
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« Recommendation System Terms Variant: Within
this category, we present synonyms and variations of
recommendation system terms that provide nuanced
perspectives on distinct elements of recommendation
systems. The terms in this category encompass Recom-
mendation Algorithm, Recommendation Analysis, Rec-
ommendation Framework, Recommendation Method,
Recommendation Model, Recommendation Strategy,
Recommendation Technique, Recommendation Technol-
0gy, and Recommendation Domain.

These terms collectively furnish a vocabulary that
researchers, practitioners, and enthusiasts can use to
communicate proficiently within recommendation systems.
They encapsulate the diverse dimensions of recommendation
systems, from their core components to advanced strategies
and technologies.

h: RECOMMENDATION CLASSIFICATION RESULTS

Figure 5 illustrates the distribution stemming from our
analysis. Despite alternative terms such as “framework™ or
“model,” the majority of articles still lean towards the usage
of “Recommendation/Recommender System & Engine.”
Nevertheless, certain researchers use ‘“Recommendation”
directly with the domain application or application term.
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" Total Articles” 7T

RS Term Variant

RS Term

@ Domain-Specific @ Non-Domain-Specific

Recommendation Only

RS

Recommender System
Recommendation System
Recommendation Model

Recommendation Algorithm

Recommendation Method
Recommendation Framework

Recommendation Technology

FIGURE 5. Terms of recommendations (domain vs non-domain) & top 8 classified terms.

Based on our analysis, it has become apparent that many
terms are utilized within the realm of recommendation
systems, showcasing the diverse perspectives of researchers.
These terms not only aid in comprehending the field but also
contribute to addressing our research inquiry.

Summary: Our classification method aims to review
selected studies and their utilization of advanced terms
within these categories. Through this structured approach,
we contribute to a deeper understanding of the terminology
associated with deep learning-based recommendation sys-
tems.

B. TERM CLASSIFICATION FINDINGS AND DISCUSSION

In this subsection, we analyze the implications of our
classification results on deep learning-based recommenda-
tion systems. We thoroughly discuss the trends and focus
within each category while addressing unexpected findings
or patterns.

1) ANALYSIS AND COMPARISON OF STATE-OF-THE-ART
TECHNIQUES
In this sub-subsection, we explore advanced techniques
for recommendation systems, focusing on the latest
deep-learning approaches that power these systems. We aim
to answer the research question RQ1-1. We avoid duplicating
the background information in the introduction to ensure
clarity and conciseness.

RQ1-1: What are the state-of-the-art deep learning
techniques for recommendation systems, and what are their
strengths?

a: NATURAL LANGUAGE PROCESSING (NLP) AND TEXT
ANALYSIS
Thanks to natural language processing (NLP) research
advances, recommendation systems are continuously improv-
ing. Techniques like task analysis, topic modeling, word
embedding, and text mining are utilized to enhance the
accuracy and effectiveness of recommendation systems.

For example, Liu et al. [177] created a DYSR model that
utilizes a dynamic graph neural network and task analysis
to bridge the semantic gap between services and mashups.
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Similarly, Hong et al. [178] applied word embedding
techniques to view a user’s interaction as a document
composed of items as words.

By using NLP techniques, researchers can analyze text
data more efficiently and gain insights into user preferences
and needs, ultimately improving recommendation systems’
overall performance.

b: SENTIMENT ANALYSIS FOR ENHANCED
RECOMMENDATIONS

The field of sentiment analysis plays a crucial role in text
mining and holds significant importance in recommendation
systems [15]. For instance, Alatrash et al. [15] introduced a
recommendation approach that combines sentiment analysis
and genre-based similarity in collaborative filtering methods.
Dang et al. [29] suggested the use of BERT for genre
preprocessing and feature extraction, along with hybrid deep
learning models for sentiment analysis of user reviews.
Moreover, Liu et al. [95] proposed a novel multilingual
review-aware deep recommendation model (MRRec) for
rating prediction tasks.

¢: COMPUTER VISION FOR PERSONALIZED INSIGHTS

Deep learning has shown promising results in various
fields, including image processing, computer vision, pattern
recognition, and natural language processing [46], [156],
[179], [180].

By utilizing computer vision methods, it is possible to
analyze and extract valuable insights from visual content like
images or videos. This information can provide personalized
recommendations based on users’ visual preferences and
interests. One example is face attribute analysis, which uses
computer vision algorithms to identify and analyze specific
facial features such as age, gender, facial expression, and
ethnicity [181].

Researchers have explored various applications of visual
content and sequential patterns for point of interest (POI)
recommendations. Sang et al. [182] leveraged users’
photos and check-in patterns for their recommendations.
Markapudi et al. [183] suggested using low-level visual fea-
tures from videos to generate relevant recommendations.
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Meanwhile, Messina et al. [184] examined the impact of
artwork metadata, neural visual features, and manually
engineered visual features like naturalness, brightness, and
contrast on content-based artwork recommendations.

d: IMPLICIT AND EXPLICIT FEEDBACK FOR BETTER
PRECISION

Feedback is the information that users provide about their
interactions with items and their preferences. There are
various types of feedback, including implicit, explicit, and
negative.

Implicit feedback refers to user behavior and actions that
can be inferred from their interactions with a system, such
as clicks, purchases, or views [185]. Explicit feedback refers
to the user’s direct and explicit input about their preferences
and opinions [75]. To utilize implicit feedback information,
collaborative filtering, matrix factorization, neural network,
and other techniques are commonly combined [186], [187],
[188].

For example, Gong et al. [189] proposed a new top-N
recommendation method called MFDNN for heterogeneous
information networks (HINs), considering both explicit and
implicit feedback information to determine the potential
preferences of users and the potential features of the product.
Liu et al. [97] used explicit feedback to accurately reflect
users’ explicit preferences and potential preferences to
build a recommendation model. A new loss function is
designed based on explicit-implicit feedback to obtain the
best parameters through neural network training to predict
users’ preferences for items.

Negative feedback refers to the user’s dissatisfaction or
dislike of an item [190]. In our selected studies, it has been
applied in the news [92] and TV recommendations [191].

e: USER BEHAVIOR AND PREFERENCES FOR
PERSONALIZATION

Understanding user behavior and preferences is pivotal.
User interactions like item views, clicks, purchases, and
ratings provide rich insights, particularly in session-based
recommendations [192], [193]. User profiling, aided by
techniques like graph neural networks [194] and social graph
neural networks [195], captures preferences. Feature-level
preferences extracted from reviews [196] further enrich user
profiles.

User behavior and preference are important factors in
recommendation systems. User behavior refers to the actions
and interactions of users within the recommendation system,
such as the items they view, click, purchase, or rate. These
behaviors are commonly used in session-based recommen-
dations [87], [192], [197], [198], and can provide rich
information for understanding user preferences [193].

User reviews and ratings are often used to capture
user preferences and feedback [199]. Behavioral science
techniques, such as the use of graph neural network [82],
[194] and social graph neural network [195], can be applied
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to understand and model user behavior in recommendation
systems.

User profiling is another technique to capture user
preferences and interests [199]. For example, [200] utilized
deep reinforcement user profiling for recommendations in
heterogeneous information networks. Other methods for
comprehensive user profiling include extracting feature-level
preferences from review information [196].

f: CONTEXT-BASED APPROACHES FOR ENHANCED
PERSONALIZATION

Personalized recommendations in context-based recommen-
dation systems involve user context information such as
location, time, and day. To incorporate context informa-
tion, context embedding is a commonly used technique,
as demonstrated by models such as Tkg2Vec and Traj2Vec
developed by Bin et al. [201]. Liu et al. [202] suggested four
state representation schemes for learning recommendation
policies. In contrast, Zhang et al. [203] designed a state
representation module using a dynamic recurrent mechanism
that integrates concept information and exercise difficulty
level to generate a continuous state representation of the
student.

Location-based context information is particularly impor-
tant in personalized recommendations. Recurrent neural
network (RNN)-based POI recommendation techniques con-
sider similar users’ location interests and contextual informa-
tion such as time, current location, and friends’ preferences
[204]. Extreme sparsity in user-point-of-interest (POI) matri-
ces presents a challenge in context-based recommendation
systems, as discussed by Xing et al. [205]. To address
this challenge, the authors propose a content-aware POI
recommendation technique based on convolutional neural
networks (CPC). The approach utilizes a unified framework
incorporating POI properties, user interests, and sentiment
indications, demonstrating the effectiveness of CPC in
capturing semantic and sentiment information from review
content to enhance POI recommendations on location-based
social networks.

g: SOCIAL-BASED AND LOCATION-AWARE
PERSONALIZATION

There are also social-based POI recommendations, which
involve concepts like geo-social relationships. Cui et al.
[206] proposed a dual geo-social relationship and deep
implicit interest topic similarity mining approach, DDR-PR,
recommending POIs within a reachable region. Pan et al.
[207] proposed DPGSR-PR, which personalizes geograph-
ical features by estimating and considering kernel density
towards determining user check-in behaviors and choices in
specific domains.

Social is also commonly used in recommendation sys-
tems. Deep learning has been applied to model the social
network-enhanced collaborative filtering problem [208].
Social-network-based recommendation algorithms leverage
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rich social network information to alleviate the problem of
data sparsity and improve the recommendation performance
[101]. Wu et al. [102] argue that neglecting the latent
collaborative interests of users hidden in the user-item interest
network by only modeling the influence diffusion process in
the social network.

h: SEQUENTIAL BEHAVIOR FOR PERSONALIZED
SUGGESTIONS

Sequential recommendation, also known as sequence recom-
mendation, is a vital component of modern recommender
systems that tailors item suggestions to users based on
their sequential behavior over time [209]. This approach
is particularly valuable in contexts where user preferences
evolve dynamically, making historical interactions a valuable
resource for generating personalized recommendations.

A significant trend in sequential recommendation revolves
around incorporating interactive features, which enhance the
quality of recommendations [210]. Researchers have turned
to deep learning models to tackle challenges like sparsity
and the cold-start problem. For example, Ma et al. [211]
introduced DeepAssociate, a deep learning model designed
to capture both sequential influence and history-candidate
association. This innovation is instrumental in improving
recommendation performance by leveraging the correlation
between user behaviors and item characteristics.

Temporal information has emerged as a critical aspect
of sequential recommendation models. Zhang et al. [146]
introduced a time-aware transformer model that employs
self-attention mechanisms to capture temporal dependencies
within user-item interactions. This approach significantly
enhances recommendation accuracy by considering when
interactions occurred.

Deep learning techniques have played a pivotal role in
modeling complex user-item interactions. DSER, introduced
by Hong et al. [178], utilizes deep neural networks to
capture the non-linear relationships inherent in sequential
interactions. By treating user-item interactions as sequences
and applying doc2vec techniques, DSER achieves substantial
improvements in recommendation accuracy, particularly in
scenarios with sparse data.

i CONTENT-BASED STRATEGIES FOR PERSONALIZATION
Content-based recommendation systems have emerged as
indispensable tools for delivering personalized content sug-
gestions across diverse transactional contexts. Recent studies
underscore the adoption of multi-dimensional approaches in
cutting-edge models. Markapudi et al. [183] introduced a
pioneering approach known as the content-based video rec-
ommendation system (Cbvrs). This system adeptly addresses
the semantic gap inherent in video recommendations by
harnessing low-level visual features and employing pre-
processing techniques such as motion-adaptive Gaussian
denoising filtering, thereby enhancing video quality and
efficiency.
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In music recommendation, Magron et al. [23] addressed
the perennial challenge of the ‘“cold-start problem” by
introducing neural content-aware collaborative filtering.
This innovative approach integrates content information
derived from low-level acoustic features with deep learning
methodologies. As a result, it has demonstrated remark-
able performance, particularly in scenarios where initial
user data is limited. Furthermore, the domain of hybrid
recommendation systems has garnered substantial attention.
Behera et al. [69] proposed a weighted hybrid collaborative
filtering (CF) system that effectively amalgamates content
k-nearest neighbors (KNN) and the restricted Boltzmann
machine (RBM). This hybrid strategy has proven particularly
potent in enhancing movie recommendations, especially
when confronted with sparse datasets.

In the domain of location-based social networks (LBSNs),
Lu et al. [20] addressed the challenges associated with
sparse data through the introduction of a content-aware point-
of-interest (POI) recommendation method. This innovative
approach leverages deep convolutional neural networks
(CNN) in conjunction with multi-objective immune opti-
mization techniques to generate diverse and precise POI rec-
ommendations. Furthermore, for mobile networks, Liu et al.
[79] proposed a groundbreaking deep reinforcement learning
approach for proactive content pushing and recommendation.
This approach effectively mitigates user demand uncertainty
and has yielded substantial net profit improvements for
mobile network operators.

J: INCORPORATING KNOWLEDGE AND TRUST FOR
ACCURACY

Recent developments in content-based recommendation sys-
tems have introduced advanced techniques, mainly driven by
deep learning, to enhance both recommendation accuracy and
interpretability [212]. These techniques fall into two major
categories: knowledge-aware and trust-aware approaches.

In the knowledge-aware domain, researchers have been
integrating user-generated content and knowledge entities
to capture meaningful user-item interactions. For instance,
Liu et al. [147] introduced the knowledge-aware attentional
neural network (KANN), and Zhang et al. [213] proposed
the aggregating knowledge-aware graph neural network
(KGARA). These methods prioritize user knowledge inte-
gration to deliver personalized recommendations. Moreover,
Wang et al. [103] introduced the quaternion-based knowledge
graph neural network (QSOR), utilizing quaternion-based
embeddings and double-end attention mechanisms, while
Lyu et al. [28] presented knowledge-enhanced graph neu-
ral networks (KEGNN), leveraging semantic knowledge
for improved interpretability and accuracy. Additionally,
Zhang et al. [214] introduced a bilinear knowledge-aware
graph neural network with text information (BKGNN-TI).

Conversely, trust-aware recommendation systems take
into account factors like time, location, trust levels, and
sentiment analysis to offer context-aware recommendations.
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Ahmed et al. [81] presented the trust-aware denoising
autoencoder with spatial-temporal activity (TSTDAE),
addressing these considerations. Liu et al. [215] applied
deep learning-based initialization techniques to handle
initialization and trust-related challenges. These models are
designed to provide recommendations that are both reliable
and contextually relevant.

k: MATRIX FACTORIZATION FOR RECOMMENDATION
Matrix factorization has been widely adopted in recom-
mendation systems to model latent user-item interactions,
enabling personalized recommendations. Several recent
advancements in this domain have contributed to improving
recommendation accuracy and efficiency.

Liu et al. [216] introduced efficient deep matrix factor-
ization (EDFF), which effectively utilizes user-item inter-
action reviews, incorporating convolutional neural networks
(CNNs) with word-attention mechanisms. The method
addresses data sparsity issues and demonstrates effectiveness
in industrial applications. Shen et al. [217] presented DVMEF,
a deep learning-based Bayesian recommendation framework
that employs variational inference and reparameterization
techniques. DVMF introduces deep neural networks to infer
hyper-parameters from user and item information, achieving
superior prediction accuracy across multiple datasets.

In addition to traditional matrix factorization methods,
advanced techniques have been proposed to enhance recom-
mendation systems. Wan et al. [21] addressed trust-aware
recommendations in social networks using DMF techniques.
They introduced both linear and non-linear DMF methods,
enhancing matrix initialization accuracy, and integrated
deep marginalized denoising autoencoders to improve rec-
ommendation performance, especially for cold-start users.
Chen et al. [187] proposed ENMF, an efficient neural
matrix factorization framework that eliminates the need for
sampling. ENMF offers lower time complexity and consis-
tently outperforms state-of-the-art methods in top-k recom-
mendations, making it suitable for real-world, large-scale
systems.

To address data sparsity and improve recommendation
accuracy, researchers have explored the incorporation of
auxiliary information into matrix factorization. Zhang et al.
[218] introduced a probabilistic matrix factorization recom-
mendation method incorporating self-attention mechanism
CNNs. This approach captures long-distance dependencies
within auxiliary information components and achieves supe-
rior accuracy in rating prediction. Xiao et al. [219] presented
neural variational matrix factorization (NVFM), a deep
generative model that effectively incorporates side informa-
tion for improved collaborative filtering recommendations.
Yi et al. [165] introduced deep matrix factorization (DMF),
a deep learning-based collaborative filtering framework that
effectively integrates various types of side information,
with implicit feedback embedding (IFE) mitigating model
complexity and improving training efficiency.
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I: ADVERSARIAL TECHNIQUES FOR IMPROVED
PERFORMANCE

Adversarial techniques mainly involve generative adversarial
networks (GANs), which have gained significant attention in
various fields due to their ability to learn complex real data
distributions [220].

In the context of recommendation systems, Zheng et al.
[221] proposed an adversarial training framework to learn a
hybrid recommendation model, where a generator model is
trained to learn the distribution over pairwise ranking pairs.
In contrast, a discriminator is trained to distinguish between
generated (fake) and real item pairs. Similarly, Zhang et al.
[222] introduced a novel deep neural network called Dual
Adversarial Network for cross-domain recommendation.
In contrast, Liu et al. [223] proposed a domain-adversarial
training paradigm for cross-domain recommendation, the
first deep model to consider domain-specific and domain-
shared knowledge across domains.

m: NEURAL GRAPH TECHNIQUES AND EMBEDDINGS
Neural graph and graph embedding techniques have gained
much attention for their ability to provide accurate and
precise recommendations in various application scenarios.
In particular, knowledge graph embedding (KGE) has been
effective in this regard [98]. A recent study by Qi et al. [104]
proposed a model that employs a graph embedding algorithm
to extract static features of users and movies. These features
are then fed as input to a gated recurrent unit (GRU), enabling
the model to consider the static features while modeling the
user’s dynamic behavior.

In another work, Zhang et al. [139] introduced paragraph
embeddings to represent user reviews and item descriptions.
They designed two neural networks to capture the sentiment
of user reviews and the content features of items, respectively.
Additionally, Sang et al. [224] proposed a knowledge
graph-enhanced neural collaborative recommendation (K-
NCR) framework. This framework combines user-item
interaction and auxiliary knowledge information for the rec-
ommendation task. Specifically, it learns the representation
of item entities through a proposed propagating model. This
approach presents a new synchronized heterogeneous autoen-
coder (SHAE) for a top-N recommendation, considering both
the features learned by the item autoencoder (IAE) and user
autoencoder (UAE) models [225].

n: HYBRID APPROACHES IN RECOMMENDATION SYSTEMS
One of the pivotal categories extracted from the selected
articles pertains to various application approaches for rec-
ommendation systems. In recommender systems, hybrid
approaches play a significant role in enhancing recommen-
dation performance by combining multiple techniques. These
approaches encompass a wide range of strategies and models,
including “‘hybrid-based,” “hybrid model,” and ‘hybrid
deep,” each offering unique contributions to the field [75],
[184], [226], [227].

113815



IEEE Access

C. Li et al.: Deep Learning-Based Recommendation System: Systematic Review and Classification

Researchers have explored various approaches to improve
recommendation systems, such as the ‘“Hybrid Model”
developed by Huang et al. [226]. This model combines
matrix factorization and deep learning to address challenges
related to data sparsity and model expressiveness, lead-
ing to improved recommendation performance. Similarly,
Liu et al. [75] investigated the ‘“Hybrid Deep” approach,
which combines traditional recommendation techniques with
deep learning methods. This approach has proven effective
in enhancing recommendation accuracy by using neural
networks to capture complex patterns and user preferences.
Additionally, Kang et al. [227] proposed a ‘“Hybrid-Based
Collaborative Filtering Model” that leverages the strengths
of both user-based and item-based collaborative filtering to
overcome the cold start problem.

0: ADVANCEMENTS IN SESSION-BASED
RECOMMENDATION SYSTEMS

The session-based recommendation is a critical task in
recommender systems, focusing on providing personalized
suggestions based on short-term user interactions within a
session [52]. Unlike traditional recommendation systems that
rely on long-term user profiles, session-based methods excel
in scenarios where interactions are fleeting or dynamic.

Session-based recommendations have been significantly
improved thanks to the implementation of deep learning
techniques. Recurrent neural networks (RNNSs), such as those
in the “SGPD” model, are commonly employed to model
sequential behaviors and capture user preferences within
sessions [228]. Graph neural networks have also made sig-
nificant strides. “ReGNN”" introduces a repeat-exploration
mechanism within a graph neural network to effectively han-
dle repeat recommendations, recognizing their importance
in session-based scenarios [145]. Furthermore, leveraging
neighborhood session information with dual attentive neural
networks, as proposed by Wu et al. [229], offers a promising
approach to enhancing session-based recommendation.

Handling the lack of interactions for specific target
behaviors is another crucial aspect. Memory-augmented
meta-learning frameworks, exemplified by “MMFSR,” use
meta-learning to generalize recommendations across ses-
sions, addressing the cold-start problem by deriving per-
sonalized parameters based on multi-behavior characteristics
[230].

Temporal information is key in the session-based rec-
ommendation, as highlighted by models like the “time-
aware neural attention network.” These models incorporate
interaction timing to create more accurate user preference
models, leveraging global session graphs, graph neural
networks, and attention mechanisms to capture evolving user
preferences over time [192].

p: VARIED DATA APPROACHES IN RECOMMENDATION
SYSTEMS

The optimization category contains terms related to optimiza-
tion techniques used in recommendation systems, such as
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genetic algorithm [231], [232], [233] and Taylor series [234].
The factor analysis category includes terms related to factor
analysis techniques for recommendation systems, such as
factor analysis [235], [236] and factor model [18], [59], [237],
[238]. Lastly, the rate prediction category encompasses terms
related to rate prediction techniques, such as rating prediction
[239], [240]. These categories provide a means to classify
articles in recommendation systems that utilize deep learning
techniques.

g: COMPARISON OF TECHNIQUES

When comparing these techniques, it’s clear that each
category addresses specific aspects of recommendation sys-
tems. While NLP and text analysis enhance understanding,
sentiment analysis captures user emotions. Computer vision
enables visual personalization, and context-based approaches
tailor recommendations to situations. Social-based, location-
aware, and content-based strategies focus on different data
sources, while knowledge and trust techniques enhance
accuracy. Sequential behavior, matrix factorization, attention
mechanisms, and adversarial techniques make predictions
more precise. Neural graph techniques and hybrid approaches
offer comprehensive solutions.

In conclusion, recommendation systems benefit from a
wide range of deep learning techniques. The choice of
technique depends on the application’s nature, available data,
and desired outcome. Combining these approaches can lead
to innovative and powerful recommendation systems that
cater to diverse user preferences and requirements.

2) EXPLORATION OF ADVANCED DATA & MODELING
TECHNIQUES
This sub-subsection provides a detailed analysis of the
advanced data and modeling techniques utilized in recom-
mendation systems. These modeling techniques showcase
the complex nature of recommendation systems, where
predictive models, machine learning techniques, and deep
learning strategies intersect to offer accurate and person-
alized recommendations to users. The integration of these
methodologies plays a crucial role in shaping the future of
recommendation systems, ultimately providing users with
customized and relevant suggestions. Within this context,
we delve into our research question (RQ3), denoted as:
RQ3-1:What search terms are used in recommendation
system research?

a: DATA SOURCE, PREPROCESSING, AND REPRESENTATION
Effective recommendation systems rely on well-managed
data sources, thoughtful preprocessing, and structured data
representation. Techniques such as category information,
information sites, metadata extraction, interests extraction,
and item metadata contribute to organized data for analysis.
Additionally, user profiling techniques that capture pref-
erences from reviews [199] and feature-level preferences
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extracted from review information [196] provide valuable
insights into user preferences.

b: PREDICTIVE MODELS AND PREFERENCE MODELING
Preference modeling is essential for recommendation sys-
tems, involving predictive models anticipating user behavior
and preferences. Techniques such as memory networks
leverage memory to store and retrieve information [209],
[241]. These preference relations model the intricate connec-
tions between users and items [242] and correlation mining
techniques that uncover patterns in user-item interactions
[242], all contribute to building accurate predictive models.
Furthermore, latent Dirichlet and latent Dirichlet allocation
techniques aid in identifying latent topics within data [243],
[244].

¢: MACHINE LEARNING APPROACHES

Machine learning techniques play a prominent role in
recommendation systems. Nearest neighbor methods [245],
decision trees [246], and document similarity measures [247]
are frequently employed. K-nearest neighbor techniques
[245] and variational inference strategies [219] also come
into play. For instance, Wang et al. [246] devised a
hybrid algorithm combining gradient-boosting trees and
deep-learning models for feature regularization and rec-
ommendation. Hamada et al. [245] proposed a multi-criteria
recommender system integrating k-nearest neighborhood
collaborative filtering for predicting unknown criteria ratings.
As seen in Shen et al’s work [217], variational inference
optimizes models like DVMF through reparameterization
tricks and stochastic gradient-based optimization.

d: ENHANCING APPROACHES FOR MODEL DEVELOPMENT
Enhancing recommendation models encompasses a range
of techniques, including time series analysis, knowledge-
based systems, and cross-domain recommender systems.
For instance, recent advancements have seen the rise of
knowledge-based systems in the recommendation, such
as the approach proposed by Ning et al. [248], which
leverages past news click data and the neural knowledge
DNA (NK-DNA). Cross-domain recommender systems have
also gained traction, effectively supplementing sparse data
with knowledge transferred from related domains [222].
These innovative approaches contribute to the evolution of
recommendation systems.

e: FEATURE ENGINEERING AND EMBEDDINGS

Feature engineering is a crucial component of recommen-
dation systems, enabling the extraction of valuable insights
from user preferences and item characteristics. For example,
Ma et al. [211] explored the association between user
preferences and candidate items using sequential influence
extraction and association feature extraction. In another
study, Wen et al. [249] delved into the local feature extraction
of algorithms like scale-invariant feature transformation
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(SIFT) and the classification performance of support vector
machines (SVM). This knowledge was then applied to design
an intelligent background music system based on deep
learning and Internet of Things (IoT) technology.

In pursuit of better performance, studies have intro-
duced innovative methods that combine different techniques
to enhance recommendation models. Gong et al. [189]
introduced a fusion approach that combines matrix factor-
ization (MF) and deep neural networks (DNN) to learn
independent feature embeddings, effectively capturing both
linear and non-linear user-object relationships. Additionally,
they proposed a shared feature embedding layer to reduce
learning parameters and computational complexity. Another
study by Huang et al. [250] focused on training two
closely related modules: vector representation for group
features and preference learning for groups on items. These
integrated approaches showcase the potential for synergistic
enhancements in recommendation systems.

f: LEVERAGING DEEP LEARNING STRATEGIES

Deep learning techniques have revolutionized recommen-
dation systems, with diverse methodologies underpinning
model development. Deep reinforcement methods [202],
[251], [252], [253], [254] are prominent, embedding rein-
forcement learning in deep learning models. Deep represen-
tation learning [238], [255], [256], [257], [258] uncovers
intricate user-item relationships. Additionally, deep ensemble
models [259], deep collaborative approaches [260], [261],
[262], and deep latent techniques [238], [263], [264], [265]
contribute to recommendation enhancement. Deep matrix
factorization [216], [266], [267] techniques provide effective
solutions as well.

Deep reinforcement involves incorporating reinforcement
learning in deep learning models, while deep neural networks
model complex relationships between user and item features
[268]. For instance, Liu et al. proposed a hybrid neural
recommendation model that uses ratings and reviews to learn
deep representations for users and items [269]. Roy et al.
aimed to design an improved deep ensemble learning model
(ID-ELM) for group recommender systems using various
application-oriented datasets [259]. Meanwhile, Liang et al.
introduced DeepLtrs, a deep latent recommender system
that utilizes observed user ratings and product review texts
to provide high-quality recommendations [263]. Xu et al.
addressed the inefficiency of deep neural networks in captur-
ing low-rank relations between users and items by combining
SDNN with an improved deep matrix factorization model
to form a unified framework named DualCF [266]. These
studies demonstrate the importance and potential of deep
learning in recommendation systems.

g: MODEL OPTIMIZATION AND EVALUATION

Optimizing recommendation models involves diverse tech-
niques, including knowledge distillation [225] that transfers
knowledge between models. Loss functions, like the one
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designed by Xia et al. [270] for holistic training and model
compression approaches [271], enhance model efficiency.
Evaluation techniques such as performance evaluation [272]
and quantile loss [226] provide insights into model effective-
ness.

The model optimization category encompasses terms
related to techniques utilized to optimize recommendation
system models. These techniques include knowledge distil-
lation, where the work of Pan et al. [225] developed two
novel heterogeneous knowledge distillation methods, namely
feature-level and label-level, to build relations between IAE
and UAE models. Additionally, the category includes loss
functions, such as the one designed by Xia et al. [270] for
the holistic training of the model, which consists of three
parts representing the effects of different factors on rating
predictions and model compression as outlined in the work
of Zhao et al. [271]. These techniques aim to enhance the
performance of recommendation systems by simplifying the
models and improving their efficiency.

The evaluation category pertains to terms related to
techniques employed to assess the performance of rec-
ommendation system models. These techniques include
performance evaluation and quantile loss, as exemplified
by the studies of Ludewig et al. [272] and Huang et al.
[226], respectively. These methods aid in determining the
effectiveness of recommendation systems and identifying
areas for improvement.

In conclusion, advanced data management and modeling
techniques play a crucial role in shaping the landscape of
recommendation systems. These techniques offer insights
into user preferences, optimize models, and evaluate their
performance, resulting in more accurate and personalized
recommendations.

3) CATEGORIZED DOMAINS AND ANALYSIS

Deep learning-based recommendation systems have become
prevalent in various domains and industries. Researchers have
classified them into specific domains to provide tailored
recommendations that cater to distinct contexts. However,
concerns have arisen regarding the adequacy and accuracy of
existing classifications due to the rapid evolution of this field.

The pursuit of categorization has yielded insights that
enable researchers to explore specific applications, refine and
improve domain-specific recommendations, and identify the
complex relationships between data types, industries, and
application forms.

This article explores the various domains that have
emerged from this categorization, including application,
entertainment and media, e-commerce and retail, education
and learning, scholarly research, user information, social
media, and tourism. Each of these domains represents a
unique aspect of the recommendation system landscape, and
the aim is to unveil their inherent intricacies and potential
future directions.

Accurate and pertinent terms in these categorizations
are crucial, as they can refine and optimize the effective-
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ness of domain-specific recommendation systems. These
terms are often extracted from the content of articles,
and researchers can continue to seek improved classifi-
cations and harness the power of precise terminology to
enhance the future of deep learning-based recommendation
systems.

The following paragraphs explore the key domains iden-
tified in the classification of these recommendation systems,
highlighting their implications and potential trajectories for
further advancement. This helps provide an answer to the
research question.

RQ2-2: How do domain-specific needs and requirements
impact the choice of deep learning techniques used in
recommendation systems?

a: APPLICATION DOMAINS

The first category in classifying domain terms for recom-
mendation systems is “Application.” This category covers
web, app, mobile, page, and session domains commonly
used in recommendation systems. For instance, in one study,
a Laplace correction-based k-nearest neighbor (LKNN)
model was applied to suggest suitable web pages to users
based on their queries [234]. In another study, mobile-edge
networks (MENS) were explored for edge intelligence in
wireless communication networks [273]. The session-based
recommendation is also a popular application. It aims to
predict the next item a user will likely interact with within a
session based on their behavior (e.g., click or purchase) [230].
Various techniques have been used to enhance session-based
recommendation, such as graph neural networks, attention
models, behavior modeling, sequence enhancement, disen-
tangled representation learning, hypergraph neural networks,
knowledge distillation, deep learning, and recurrent neural
networks. More details about these techniques and their
classifications can be found in [175].

b: CROSS-DOMAIN AND APl RECOMMENDATIONS

The cross-domain recommendation has recently gained
popularity, especially with the graph approach. For example,
Guo et al. [82] proposed a new graph-based solution called
time interval-enhanced domain-aware graph convolutional
network (TIDA-GCN) to address the challenges of cross-
domain recommendation. Quyang et al. [83] constructed a
multi-graph based on users’ behaviors from different domains
and then proposed a multi-graph neural network to learn
cross-domain app embedding.

In addition to the commonly used applications, there
are recommendations for pop-ups and APIs. However, with
the rapidly increasing number of APIs, choosing suitable
APIs for a mashup becomes challenging, particularly when
the historical relationships between APIs and mashups are
sparse [274]. Using the neural graph collaborative filtering
technique, Lian et al. [275] proposed an API recommendation
method that exploits the high-order connectivity between
APIs and API users.

VOLUME 11, 2023



C. Li et al.: Deep Learning-Based Recommendation System: Systematic Review and Classification

IEEE Access

¢: ENTERTAINMENT & MEDIA

The “Entertainment & Media” category was one of the
first categories to introduce recommendation systems, such
as Netflix movie recommendations. This category includes
books, movies, music, news, streaming, TV, and video.
Some studies in this category include personalized book
recommendation algorithms based on deep learning models
[276], efficient movie recommendation lists on mobile
apps [277], improving recommendation accuracy for live
streaming recommendations by modeling both viewer and
anchor’s dynamic behaviors [278], applying sentence BERT
to news titles and contents [279], and proposing a viewing
environment model that considers viewing behavior records
and electronic program guides [191].

d: E-COMMERCE & RETAIL

The “E-commerce & Retail”’ category comprises recommen-
dation systems for e-commerce and retail platforms, such
as product and service recommendations. These systems use
various techniques, such as collaborative filtering, content-
based filtering, and hybrid filtering, to improve sales and
user engagement. For instance, many e-commerce sites use
recommender systems as business tools to increase their
sales productivity and help customers find suitable products
[280]. To address the problem of sparse log data affecting the
accuracy of model recommendation, a personalized product
recommendation method was proposed, which uses a deep
factorization machine (DeepFM) to analyze user behavior
[111]. Moreover, Liu et al. [281] predicted the consumption
level of different users at the store based on multisource data,
which can help with store placement and analyze customer
behavior in the store at different periods. In another study,
various neural network models such as Levenberg-Marquardt
(LM), Bayesian-regularization (BR), and scaled-conjugate-
gradient (SCG) were experimented with the input time series
to find the best-fit model for the prediction of personalized
QoS-based web service recommendation [77].

The use of recommendation systems in e-commerce and
retail has significantly increased due to the rapid growth of
online shopping. However, compared to other categories, this
remains an underdeveloped category, and there is a need for
more advanced recommendation techniques to be applied
in this area. As e-commerce and online retail continue to
expand, there will be a greater need for more effective and
personalized recommendations to improve user experience
and increase sales.

e: EDUCATION & LEARNING

The “Education & Learning” domain application category
is a popular research field encompassing recommendation
systems applied to various education and learning platforms,
including e-learning, libraries, and course resources. These
systems use personalized learning, learning analytics, and
recommendation algorithms to enhance the learning expe-
rience and outcomes. For instance, course recommendation
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has been studied extensively, with over ten studies in our
article pool. Shen et al. [282] found that using traditional
recommendation algorithms to solve problems such as data
sparsity and cold start does not significantly improve recom-
mendation performance. To address this, Alahmadi et al. [48]
proposed an online course recommendation model based on
autoencoder that utilizes long-term and short-term memory
(LSTM) networks to improve the autoencoder’s ability to
extract the temporal characteristics of data.

Additionally, MOOC-based recommendation systems pro-
vide suggested quality courses to learners. Liu et al. [283]
found that hybrid prediction models can be used to predict
student performance in each course by ranking prediction.
Yuan et al. [284] conducted a study that focused on link
prediction methods in online education and established
appropriate models for online education, addressing the
gap in the relatively few studies on online education
resources. Other related terms in this category include
Student, College, and Question. Kurniadi et al. [285],
Wu et al. [286], and Tu et al. [287] have explored these topics
in their studies. Mishra et al. [288] proposed a deep semantic
structure algorithm that overcame the existing system’s
issue. Wan et al. [289] used the hybrid convolutional neural
network, and a career recommendation model for college
students based on deep learning and machine learning is
proposed. Simulation experiments are carried out on it.

f: SCHOLARLY RESEARCH

“Scholarly Research” is a popular research field that focuses
on citation and text recommendations to aid researchers in
discovering relevant papers, authors, and research topics.
One of the popular domains in this category is citation
recommendation. The cumulative citation recommendation
(CCR) system is designed to identify noteworthy documents
from a large volume of stream data for a given target entity
in knowledge bases [290]. Another promising approach in
this field is using relational topic models (RTMs) for citation
prediction. This method jointly models document contents
and citations [291]. Additionally, SBERT has been used for
journal recommendation. It measures the similarity of journal
scopes with articles and performs better than other methods
such as word2vec, glove, and fasttext [292].

g: USER INFORMATION-BASED
Under the “User Information” category, various recom-
mendation techniques generate personalized suggestions
based on user feedback, interests, careers, and Point of
Interest (POI) data. One approach involves feedback-based
recommendations, where a dual closed-loop structure is
utilized to train the encoder and decoder simultaneously. This
unique design allows for sharing feedback signals between
these components, ultimately leading to more refined and
effective recommendations [293].

In contrast, interest-based recommendations take advan-
tage of an attention-based memory network to understand
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how users’ interests impact their interactions with friends.
This method helps distinguish key factors that influence the
relationships between users and their friends, contributing to
more tailored recommendations [294].

For POI-based recommendations, an innovative approach
is employed, integrating auxiliary attribute information
using neural matrix factorization. This technique combines
convolutional neural networks and attention mechanisms to
enhance recommendation accuracy, particularly in scenarios
involving Points of Interest [295]. Moreover, a novel POI
recommendation model designed for fitness enthusiasts
considers both temporal and spatial preferences. This model
incorporates a fusion method that combines similarity and
spatial factors in the calculation of the final recommendation
similarity [296].

In job recommender systems, there are two primary
approaches: content-based filtering, which extracts profile
content, and collaborative filtering, which relies on user
behavior in the form of ratings [288]. Additionally, a spe-
cialized career recommendation model tailored for college
students employs a hybrid convolutional neural network to
provide valuable career guidance [289].

h: SOCIAL MEDIA RECOMMENDATIONS

Recommendation systems often include a “Social Media”
category, which focuses on improving user engagement and
social interactions by providing personalized recommenda-
tions. This category typically includes friend, group, and
location-based recommendations. Kang et al. [297] used a
random forest method to analyze call logs, an important
feature of personalized data, to identify highly correlated data
between call data and new outgoing calls. This information
was then learned using a neural network. To address
the cold-start problem of group event recommendation,
Lietal. [298] proposed a new hybrid deep framework.
Yang et al. [299] proposed a hybrid neural network approach
that extracts features from both text and images to incorporate
them into a sequence-to-sequence model for hashtag recom-
mendation. Gong et al. [71] proposed DFRec++, a hybrid
deep neural network framework that combines attribute
attention and network embeddings to provide social friend
recommendations using interactive semantics and contextual
enhancement.

iz TOURISM RECOMMENDATIONS

Tourism is a category that focuses on recommendation
systems applied to tourism platforms, such as travel websites
and tourist attractions. These systems aim to provide person-
alized travel recommendations to improve user satisfaction
and retention. Fang et al. [300] proposed and evaluated
BERT-based baseline models for the travel conversational
recommender system and compared them with several
representative non-conversational and conversational rec-
ommender system models. Zhu et al. [301] proposed a
novel model named neural attentive travel package recom-
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mendation (NATR) for tourism e-commerce by combining
users’ long-term and short-term preferences. Xia et al. [302]
developed a deep neural network recommendation model
with three modalities that utilized an embedding layer,
pooling layer, and fully connected layer.

4) DATASET AND PERFORMANCE MEASUREMENT METRICS
This sub-subsection discusses two crucial aspects for eval-
uating recommendation systems based on deep learning
techniques. These aspects are the collection of datasets and
the variety of performance measurement metrics commonly
used to evaluate such systems. Together, they provide a solid
foundation for accurately evaluating and benchmarking deep
learning-based recommendation techniques.

a: DATASET COMPILATION

We conducted an exhaustive analysis of 787 articles to curate
a meticulously selected collection of 81 datasets labeled as
dal to da81. We aimed to provide valuable insights into
dataset analysis and recommendation system research for
researchers and practitioners.

These datasets are publicly available real-world datasets
commonly used in recommendation systems research. They
cover various domains, including e-commerce, social media,
music, movies, books, etc. Our selection process was
rigorous, with each dataset being reviewed and selected based
on relevance, diversity, and usefulness.

RQ1-2: What popular datasets are used for testing deep
learning-based recommendation systems?

Table 11 presents a comprehensive list of commonly
used datasets in recommendation system experiments. These
datasets can be specific to particular geographic regions, such
as Brazilian E-Commerce, Chengdu, and Chinese Capital,
or they can be global platforms like Amazon, Google Play,
and YouTube. The table contains associated details for each
dataset.

Our curated collection of datasets serves as an invaluable
resource for researchers and practitioners looking to explore,
experiment, and innovate across diverse domains. These
datasets provide a rich landscape for researchers to conduct
experiments and analyze data across domains and industries.
We believe that our selection of datasets will help advance
the field of recommendation systems research and provide
valuable insights into dataset analysis for years to come.

b: PERFORMANCE MEASUREMENT METRICS

The evaluation of recommendation systems involves the use
of a variety of performance measurement metrics. These
metrics help to quantify the effectiveness and accuracy
of such systems. They are derived from the analysis
of 787 articles and provide standardized benchmarks for
assessing different recommendation algorithms. The metrics
can be categorized into standard and non-standard, each
with unique features for evaluating recommendation system
performance.
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TABLE 11. List of datasets used in studies.

Dataset Names

dal: ABHR-1, da2: ACM, da3: AliExpress, da4: All the News, da5: Amazon, da6: Korea Enterprise Data (KED), da7: Apple, da8: Automotive, da9:
Book-Crossing, da10: LDOS-CoMoDa, dall: Card Transactions, dal2: Careerbuilder, dal3: DePaul, dal4: Chinese Capital, dal5: CIFAR-10, da16:
CIKM Cup, dal7: Citation, dal8: CiteSeer, dal9: CiteULike, da20: ColdGAN, da21: Criteo, da22: DBLP, da23: Diginetica, da24: Epinions, da25:
FilmTrust, da26: Flixster, da27: Foursquare, da28: GANDI, da29: GeoLife, da30: Good Books, da31: Google Play, da32: GroupLens, da33: GTZAN
Music, da34: IMDb, da35: iOS, da36: IPTV, da37: Iris, da38: Jester, da39: Jingdong, da40: KDD2012-Cup, da41: Kindle Store, da42: Last.fm,
da43: LBSNs, dad44: MNIST, da45: Movielens, da46: Moviepilot, da47: MSNBC, da48: Naukari, da49: Netflix, da50: PatentNet, da51:
ProgrammableWeb, da52: Travel-STS, da53: RecSys Challenge, da54: InCarMusic, da55: Tijuana-Restaurant, da56: Taobao, da57: Titanic, da58:
Tmall, daS9: TripAdvisor, da60: Twitter, da61: Web API, da62: Weblog, da63: Weibo, da64: CARSKit, da65: Yelp, da66: YouTube, da67:
EachMovie, da68: Ciao, da69: Douban, da70: MXPlayer, da71: DePaulMovie, da72: ReDial, da73: OpenDialKG, da74: Beer, da75: EasyMovide,
da76: Jaccard, da77: Levenshtein, da78: WISDOMAIN Patent, da79: DePaulMovie, da80: Frappe, da81: Retailrocket

RQ1-3: What evaluation metrics are commonly used to
assess deep learning-based recommendation systems?

Table 12 summarizes these performance metrics. The
standard metrics include accuracy, F-measure, hit ratio (HR),
mean average precision (MAP), precision, recall, and root
mean square error (RMSE), among others. Each metric
measures a different aspect of recommendation system
performance.

Non-standard metrics, such as the area under the curve
(AUC), mean reciprocal rank (MRR), and standardized dis-
count cumulative return (SDCR), offer different perspectives
for evaluating recommendation systems. The choice of metric
depends on the specific context of evaluation and the goals of
the recommendation system.

The full list of metrics includes accuracy, advanced loss
function, F-measure, F1 score, hit ratio, mean absolute error,
mean average precision, mean absolute percentage error,
mean square error, normalized discounted cumulative gain,
precision, recall, root mean square error, click-through rate,
conversion rate, and F1 score. Each metric serves as a
unique benchmark that caters to the specific demands of
recommendation systems and their applications.

For example, hit ratio (HR) measures the ratio of selected
recommended items, while mean average precision (MAP)
calculates the average precision across relevant items.
Normalized discounted cumulative gain (NDCG) accounts
for item positioning in recommendation lists, whereas
root mean square error (RMSE) measures the deviation
between predicted and actual rating values. Metrics such
as click-through rate (CTR) and conversion rate gauge user
engagement and revenue generation efficacy but are less
frequently used due to complexity.

In summary, the critical assessment of deep learning-based
recommendation systems relies on carefully examining
datasets and a comprehensive range of performance measure-
ment metrics. These metrics guide the selection of evaluation
criteria and facilitate comparative analyses and the evolution
of recommendation algorithms.

C. DATASET AND METRIC OVERVIEW

The insights gleaned from an analysis of 787 studies shed
light on the landscape of deep learning techniques, the
choice of datasets, and the prevalent evaluation metrics in
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recommendation systems. The summarized findings, along
with an illustrative overview in Figure 6, provide valuable
insights into researchers’ preferences in this field.

During this extensive examination, it was observed that
approximately 22% of the analyzed articles gravitated toward
well-established and readily accessible datasets. Among
these datasets were Movielens, with 54 articles utilizing it,
and Amazon, featured in 40 articles. This inclination towards
widely recognized datasets underscores their popularity
among researchers, likely owing to their benchmark status
and familiarity within the community.

Regarding evaluation metrics, the analysis unveiled the
consistent use of metrics such as recall, precision, mean
average precision (MAP), mean absolute error (MAE), root
mean square error (RMSE), and normalized discounted
cumulative gain (NDCG) across studies. Impressively, these
core metrics constituted around 36% of the articles, indicating
the enduring significance of traditional model-based evalua-
tion methods in recommendation systems. Notably, recall (59
articles) and precision (57 articles) emerged as the top two
commonly employed metrics for evaluating recommendation
system performance.

However, a notable disparity was observed in adopting
online metrics like click-through rate (CTR) and conversion
rate. While these metrics hold significant value in assessing
user engagement and revenue generation, they appeared less
frequently in the studies. This discrepancy can be attributed to
the inherent challenges associated with implementing online
metrics, which often require access to online platforms for
data collection.

It is essential to recognize that the dataset and metric
names were primarily extracted from abstracts, with some
articles undergoing a manual collection process for full-
text screening. Despite the potential limitations in data
collection, the overarching trends provide valuable insights
into the popularity and prominence of specific datasets and
evaluation metrics in the recommendation system research
landscape.

D. TECHNIQUES & DATASET SUMMARIZATION BY
DOMAINS

In this subsection, we delve into the domain-specific
landscape of recommendation systems, categorizing them
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TABLE 12. Recommendation system performance measurement metrics.

Metric Names

ml: Accuracy, m2: Advanced Loss Function, m3: F-Measure, m4: R-Squared, m5: Hit Ratio (HR), m6: Mean Absolute Error (MAE), m7: Mean
Average Precision (MAP), m8: Mean Absolute Percentage Error (MAPE), m9: Mean Square Error (MSE), m10: Normalized Discounted Cumulative
Gain (NDCG), m11: Precision, m12: Recall, m13: Root Mean Square Error (RMSE), m14: Click-Through Rate (CTR), m15: Conversion Rate, m16:

F1 score

Non-Standard Metrics

m17: Area Under the Curve (AUC), m18: Receiver Operating Characteristic (ROC), m19: Mean Reciprocal Rank (MRR), m20: Standardized
Discount Cumulative Return (SDCR), m21: Normalized Root Mean Square Error (NRMSE), m22: Average Precision (AP)

@® Amazon

® ios
IBSNs
Citation
Twitter

Yelp

FIGURE 6. Dataset and evaluation metrics in recommendation system.

based on the terms extracted from the selected articles. This
approach provides a nuanced understanding of the industries
and data types underpinning recommendation systems.

Unlike traditional research domain classifications [46],
our method offers a term-based categorization that spans
a wide range of domains, ensuring comprehensiveness and
facilitating future research in similar domains.

The two tables below offer insights from two perspectives:
techniques and datasets. We summarize and share insights
since domain-specific articles are our secondary sources.
We aim to address the research questions RQ2-2 and RQ2-3.

1) TECHNIQUES BY DOMAINS

This sub-subsection delves into the influence of domain-
specific needs and requirements on the selection of deep
learning techniques in recommendation systems, addressing
the research question:

RQ2-2: How do domain-specific needs and requirements
impact the choice of deep learning techniques used in
recommendation systems?

Table 13 provides a detailed classification of techniques
utilized in recommendation systems, categorized by domain.
The table is ordered by the total number of articles
associated with each domain, including mappings for the
top 20 domains. This presentation offers insights into the
prevalent techniques within each domain, shedding light on
trends and avenues for future research.
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The analysis of the table reveals that the domain of Social
(do51) boasts the highest number of articles (66). The most
frequently employed techniques in this domain encompass
recurrent neural networks (RNN), social network analysis
(SNA), attention-based models, collaborative filtering, and
factor Analysis.

In the Session-based (do5) recommendation system
domain, which is often applied in e-commerce, prevalent
techniques include graph neural networks (GNN), attention-
based models, feedback mechanisms, adversarial approaches,
and recurrent neural networks (RNN).

Other domains like Point-of-Interest and Interest also
display a diverse array of techniques, including convolutional
neural networks (CNN), recurrent neural networks (RNN),
and graph neural networks (GNN). For a comprehensive
breakdown of techniques in each domain, please refer to the
classification table in [175].

It’s crucial to note that the choice of recommendation
system techniques depends on each application’s unique
demands and contexts. While some domains exhibit more
research articles, selecting the most appropriate techniques
should align with the application’s requirements.

2) DATASETS BY DOMAINS

This sub-subsection explores the commonly used datasets
for evaluating deep learning-based recommendation systems
across various domains.

VOLUME 11, 2023



C. Li et al.: Deep Learning-Based Recommendation System: Systematic Review and Classification

IEEE Access

TABLE 13. Classification of recommendation techniques by domains.

Domain Index Total Technique Category
Article
do51 66 TCCO08, TCF07, TCC12, TCC10, TCC04, TCCO1, TCC09, TCF09, TCCO7, TCAO01, TCCO06, TCA04, TCF02,
TCCO02, TCFO1
do5 52 TCC10, TCF09, TCC12, TCC04, TCF01, TCCO05, TCC08, TCF06, TCF10, TCCO07, TCCO09, TCC06, TCAO01
do36 38 TCCO08, TCF07, TCC10, TCC12, TCF08, TCC04, TCF09, TCC07, TCAO1, TCF10, TCCO1, TCF02
do38 31 TCCO08, TCF07, TCC04, TCCO7, TCAO01, TCC10, TCF09, TCF10, TCA04, TCCO1, TCF02
doll 22 TCCO07, TCF09, TCC04, TCC12, TCAO01, TCC10, TCCO8
do37 18 TCC12, TCCO1, TCCO03, TCCO5, TCC04, TCCO6, TCAO1, TCC09, TCC10, TCF04, TCF09, TCCO8
do21 14 TCC04, TCF02, TCCO1, TCAO1, TCC12, TCF01, TCCO07, TCCO03, TCC05, TCCO08, TCA05
dol 13 TCAO03, TCCO1, TCC07, TCCO04, TCF06, TCC10, TCF07, TCF09, TCC08, TCAO01
dol10 13 TCC04, TCCO1, TCAO1, TCCO8
dol6 13 TCC04, TCC10, TCF07, TCCO7, TCFO1, TCC06
do26 13 TCCO1, TCC04, TCC12, TCC10, TCF02, TCCO7
dol2 12 TCC10, TCCO07, TCA03, TCC12, TCCO04, TCFO1, TCF04, TCC08, TCF09, TCAO01
do27 12 TCC11, TCC04, TCCO7, TCF01, TCF02, TCCO1, TCCO08, TCAO1, TCC06, TCA05, TCA03, TCF0O7
do52 12 TCCO02, TCCO1, TCCO04, TCF09, TCCO7, TCC10, TCC12, TCA05
do32 11 TCCO07, TCC04, TCCO1, TCA03, TCCO8
do42 11 TCCO01, TCC10, TCFO01, TCCO05, TCC04, TCCO7
do47 11 TCCO04, TCF07, TCC10, TCC09, TCCO1, TCC12, TCC07, TCAO1, TCF02
do53 11 TCF07, TCC04, TCCO7, TCAO1, TCC10, TCA04, TCF02, TCCO08
do8 10 TCCO1, TCF02, TCF06, TCC12, TCCO06, TCF10, TCF01, TCC10, TCC05, TCCO07, TCA05, TCC04
do3 9 TCF06, TCC04, TCC10, TCF07, TCCO08

TABLE 14. Classification of datasets by domains for recommendation.

Domain Total

Index Articles Datasets

4051 2 da60, da24, da42, da65, dad3, da26, da35,
da22, da27, da66, da45, da25, da63, da2

do38 16 da65, da43, da5, da27, da63

do36 15 da65, da43, da53, da23, dal6, da63, da60,
da27, da2

do4?2 11 dal7, da2, da22, dal8, da50

do5 11 da23, da58, da53, dal6, da24, da35, dal9

do52 7 da45, da63, da60, da35, da66

dol0 7 da45, da32, da34, da5, da60

do21 6 da5, da34, da65, da7, da52, da21, da40

do53 6 da65, da43, da27, da63

do8 5 da35, da5, da46, da45, da3

do7 4 da61, da51

do55 3 da65, da43, da63

dol 3 da61, dad47, da32, da5

doll 3 da35, da33

do37 3 dal9, da45, da5

RQ2-3: What are the commonly used datasets for testing
deep learning-based recommendation systems across differ-
ent domains?

Table 14 provides an in-depth classification of datasets
organized by domain and the corresponding number of
articles that reference them. This analysis is based on data
extracted from 416 domain-specific articles.

The table highlights the following key findings:

e Social (do51) stands out as the domain with the most
classified datasets, featuring 22 datasets. Prominent
datasets in this domain include Twitter, Epinions, and
Last.FM, and Weibo.
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« Point-Of-Interest (do38) closely follows, with 16 arti-
cles referencing datasets such as Yelp, LBSN, Amazon,
and Foursquare.

« Interest (do36) is another popular domain, with com-
monly used datasets including Yelp, Diginetica, Weibo,
Twitter, and ACM.

« Citation (do42) recommendation systems are gaining
traction, with datasets like Citation, ACM, DBLP,
CiteSeer, and PatientNet frequently employed.

o Session-based (do5) recommendation systems, com-
monly applied in e-commerce, utilize datasets like
Diginetica, Tmall, RecSys Challenge, CIKM Cup, and
Epinions.

o Tag (do52) recommendation systems, fueled by the
growth of social networks and entertainment, rely
on datasets including Movielens, Weibo, Twitter, and
YouTube.

o Movie (dol10) recommendation systems are in high
demand, with commonly used datasets being Movielens,
GroupLens, IMDb, and Amazon.

These insights underscore the diverse dataset choices
tailored to specific domains, reflecting the varied needs
and applications of recommendation systems across different
industries. Please refer to [175] for a comprehensive dataset-
technique mapping.

E. INSIGHTS FROM PRIMARY STUDIES: TECHNIQUES,
DATASETS, AND METRICS

In this subsection, we explore the main findings obtained
from the primary studies, as well as the techniques, datasets,
and evaluation metrics that characterize the field of deep
learning-based recommendation systems.
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Our selection process was guided by the quality assessment
criteria (QAC), which led us to identify 139 primary
studies. The main focus was on state-of-the-art deep learning
techniques with broad applications beyond specific domains.
However, to ensure a manageable scope for the article,
we selected studies that integrate at least two technique
groups: TCF, TCA, and TCC. This criterion enabled us to
explore advanced and multifaceted approaches commonly
used in recommendation systems.

Table 15 provides an overview of the top 41 selected
articles, while the complete list of primary studies can be
found in [175].

1) TECHNIQUE DIVERSITY AND INTEGRATION

The analysis of selected articles points to a diverse range of
techniques utilized in deep learning-based recommendation
systems. Notably, some techniques have garnered more
attention due to their effectiveness in addressing specific
challenges. There are several popular techniques in deep
learning-based recommendation systems. For instance, the
NLP-based technique (TCFO1) has been hybridized with
deep learning techniques in studies such as Lee et al. [304],
Qiu et al. [33], and Hong et al. [309], which improved text
analysis performance.

Attention-based techniques (TCC12) have also gained
popularity in recommendation systems. Liu et al. [307]
proposed the DARMH model, integrating sentiment analy-
sis (TCF02), attention-based (TCC12), convolution neural
network (TCCO07), and multi-layer (TCC11) techniques.
Da’u et al. [313] proposed the MDRR model, incorporating
rate prediction (TCAOS), collaborative filtering (TCCO1), and
attention-based (TCC12) techniques. Both studies evaluated
their models on Amazon (da5) and Yelp (da65) datasets using
metrics RMSE (m13), MAE (m6), and Precision (m11).

Furthermore, mixed techniques combining TCF & TCC or
TCA & TCC techniques are commonly used. For instance,
Ahmadian et al. [305] proposed the DTRR model, incorporat-
ing collaborative filtering (TCCO1), neural network (TCC04),
and trust aware-based (TCF09) technique. Ouyang et al.
[315] presented the two-char review model, combining neural
network (TCCO04), collaborative filtering (TCCO1), and rate
prediction (TCAOS5) techniques.

In summary, the recommendation system process is
complex and involves multiple steps. Due to the diversity of
datasets and their challenges, combining various techniques
to build effective recommendation systems is necessary.
Employing various techniques or hybrid approaches makes
it possible to address specific limitations and side effects
of individual techniques. This diversity and flexibility in
techniques contribute to overall performance improvement
and enhance the quality of recommendations generated by the
system.

2) KEY FINDINGS: TECHNIQUES, DATASETS, AND METRICS
Our analysis of recommendation system research has led
us to uncover several core findings. We have explored

113824

the various techniques researchers employ, identified the
datasets commonly used in their studies, and highlighted
the evaluation metrics critical for assessing recommendation
system performance.

a: TECHNIQUE LANDSCAPE

Collaborative filtering (TCCO1) emerges as the standout
technique, finding its place in 15 articles, signifying its endur-
ing relevance in recommendation research. Close behind is
natural language processing (TCFO1) and neural network
(TCCO04), which feature prominently in 13 articles each.
Sentiment analysis (TCF02) and hybrid-based approaches
(TCAO1) are noteworthy inclusions in 8 articles, demon-
strating their utility in diverse recommendation scenarios.
Techniques like aware-based (TCF09) and convolutional
neural networks (TCCO7) each appear notable in 6 articles.
Rate prediction (TCAOS) and attention-based mechanisms
(TCC12) exhibit their prowess in 5 articles, further enriching
the tapestry of techniques.

b: DATASETS OF CHOICE

In recommendation system research, selecting appropriate
datasets is pivotal for evaluating proposed algorithms. Certain
datasets are preferred among researchers, each offering
distinct advantages for experimentation.

« Amazon’s Dataset (da5) stands out prominently,
appearing in 29 articles. Its extensive collection com-
prises 142.8 million reviews on Amazon products
spanning nearly two decades. This dataset encompasses
user profiles, item metadata, and user-generated reviews.
Researchers like Serrano et al. [329] and Shoja et al.
[243] have harnessed this data source to fuel their
investigations, demonstrating its value in assessing
recommendation algorithms.

« MovieLens (da45), with its comprehensive MovieLens-
100K, MovielLens-1M, and MovieLens-20M datasets,
plays a significant role in recommendation system
research [42]. These datasets encompass user-item
rating pairs, timestamps, movie attributes, tags, and
user demographic features. With 18 articles utilizing
MovieLens, including Yu et al. [144], it is evident that
these datasets offer a versatile benchmark for evaluating
collaborative filtering and knowledge graph-based rec-
ommendation systems.

« Yelp’s Dataset (da65) assumes significance in nine
articles. Like Amazon’s dataset, Yelp’s offering includes
reviews, user ratings, and other contextual information.
Researchers have leveraged this dataset to explore
user-item collaborative filtering and Point of Interest
(POI) recommendation tasks [42].

« Book-Crossing (da9) has provided a solid foundation
for six research endeavors. This dataset focuses on book-
related data, including user ratings and book attributes,

VOLUME 11, 2023



C. Li et al.: Deep Learning-Based Recommendation System: Systematic Review and Classification

IEEE Access

TABLE 15. Summary of selected primary studies on deep learning-based recommendation systems.

Article Year Technique Model Name Dataset Metric

[303] 2022 TCC10, TCF10 Sirius da5, da45, da70 ml2, m14, m18

[304] 2022 TCFO1, TCC04 DBR da6 ml, m16, m17

[305] 2022 TCCO01, TCC04, TCF09 DTRR da24, da26 m6, m10, m11, m12

[306] 2022 TCF02, TCCO08, TCAO3 Adaptive LSTM da5 ml, m6, m10, m11, m13
TCF02, TCC12, TCCO07,

[307] 2022 TCCl1 DARMH da5 m9

[308] 2022 TCCO1, TCAO1, TCC04 User-User Network with DNN da26, da34, da45 ml, m13, m6, m15

[33] 2022 TCFO1, TCF02, TCAO1 MHRM das m6, m5, 19

[155] 2022 TCF09, TCC10 ¢GCMC and cGCMCF ggég’ dal3, da32, da>4, m6, m13

[309] 2023 TCFO1, TCC11 TPEDTR dall ml2, m15, m10, m18, m6

[113] 2023 TCCO1, TCAO4 Dual DMF da45 m6, m8

[89] 2022 TCCO04, TCCO06, TCF09 Context-Aware with NN & AE da55, da64, da71, da54 m7, ml1

[310] 2023 TCFO01, TCC04 ASR da72, da73 ml2, m18

[311] 2021 TCCO1, TCFO1 Two-Phase DL das m13, m15, ml
TCCO1, TCAO1, TCA04, m10, m11, m12, m15,

[312] 2021 TCF06 HBSADE da5, da9 m20

[313] 2021 TCAO0S5, TCCO1, TCC12 MDRR da5, da65 ml3, m6, ml1

[95] 2021 ?gi(())lé TCF02, TCCO4, MrRec das m9

[314] 2021 TCFO1, TCCO7 DL Architecture No Specific mll, m12, m15

(1571 2021 TCCO1, TCCO4, TCAOI  Privacy Hybrid RS da9, da25, dads m, mi3, m6, mS, mil,

[254] 2021 TCF09 DDPG da45 m6, m13

[315] 2021 TCCO04, TCFO1, TCAOS5 Two-Char Review da5, da65 m10, m13

[316] 2023 TCF02, TCFO1, TCC04 SARWAS da5 mll, m6, m13

[317] 2020 TCCO04, TCAO1 NeuralPSL da65, da74 m9

[318] 2020 TCC12, TCCO08, TCF10 Attention GRU da53 ml2, m18

2351 2020 Tecoe TCCOHTEAM EDAR and FAE da4s, da75 mé6, m13

[319] 2022 TCCO04, TCCO7, TCF10 DACNN da5, da45, da65 m21, m7, m12, m11

[320] 2020 TCCO07, TCAOS5 JDRM da65 ml3

[321] 2020 TCCO02, TCAO1 DUPIA da5, da45 ml3

[322] 2020 %gi%ﬁ’ TCCO3, TCFOL, DST-HRS da5, da45 ml3, ml1l, m12

[154] 2020 TCFO1, TCCO1 DCC-PersIRE da76, da77 m3, m13, m12, m11

[160] 2020 TCCO04, TCAO1 DNNRec da45, da25, da9 ml, m9, m13, m6

[323] 2020 TCCO07, TCC12, TCA03 ADLFM da5 m6, m9

[236] 2020 TCAO04, TCFO1, TCCO1 CF Factor M&A Framework da78 No Specific

[324] 2020 TCCO07, TCAOS, TCF02 REAO da5, da65 mo6, m15

[325] 2020 TCCO1, TCCO7, TCAOS AODR da5, da65 ml3, m6, ml1, m7

[326] 2020 TCCO1, TCF06 CA-NCF da45, da59, da79 mo6, m11
TCCO07, TCCOS5, TCAO1, .

[221] 2020 TCE09 ADHR da5, da45 ml0, m12

[237] 2019 TCAO04, TCCO7 DLFM-HSM da5, da45 m6, m9

[226] 2019 TCAO1, TCCO04, TCC11 DMFL da9, da45 ml2, m16

3271 2018 %1(::891, TCCHL TCCOT,  wpmMMA dag0, da4$ m13, m16, m17

[328] 2022 TCCO06, TCCO03, TCAO1 Autoencoder Hybrid da9, da45 ml13, m6

[210] 2022 TCF10, TCC12 Deeplnteract da27, da5, da81 ml18, m10, m16

making it a valuable resource for evaluating book
recommendation systems [330].

In summary, choosing a dataset is critical in recom-
mendation system research. The preference for specific
datasets, such as Amazon, MovieLens, Yelp, and Book-
Crossing, reflects their suitability for various recommen-
dation tasks. Researchers harness these datasets to assess
collaborative filtering, sequential recommendation, and other
recommendation system paradigms, ultimately advancing the
field’s understanding and capabilities. For more information
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regarding the recommendation system datasets, please refer
to [331].

c: EVALUATION METRICS

Several important metrics are used to assess recommendation
systems’ performance. One such metric is the Mean Absolute
Error MAE) (m6), a popular choice used in 17 articles. MAE
is calculated in the following way:

1 < .
MAE:;ZV,-—r,-

i=1
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where: n is the total number of ratings, r; represents the actual
rating given by the user for item i, 7; denotes the predicted
rating for item i.

Similarly, Root Mean Square Error (RMSE) (ml3) is
another widely adopted metric featured in 18 articles. RMSE
is computed as:

RMSE =

1 - .
- Z(ri — 1)
n

i=1

Precision (m11) and Recall (m12) are also significant
contributors to the evaluative landscape, with 14 and 15 arti-
cles, respectively, employing them. Precision and Recall are
defined as:

o TP
Precision = ——
TP + FP

TP
Recall = ———
TP + FN

where: TP is the number of true positives, FP is the number
of false positives, FN is the number of false negatives.

Normalized Discounted Cumulative Gain (NDCG) (m10)
is a trusted metric in 11 articles, demonstrating its continued
relevance in assessing recommendation system performance.
The formula for NDCG has been previously provided:

k 2rel,~ -1

logz(i + 1)

1

IDCG@k 4

nDCG@k =

where nDCG @k is the normalized discounted cumulative
gain at a given cutoff k, IDCG@k is the ideal discounted
cumulative gain at cutoff k, and rel; represents the relevance
score of the item at position i in the ranked list of
recommendations.

These metrics collectively serve as valuable tools for eval-
uating and comparing recommendation system performance,
aiding researchers and practitioners in pursuing effective
recommendation algorithms.

Please refer to [175] for a comprehensive breakdown and
further analysis.

VII. LIMITATION AND FUTURE WORK

This section discusses the limitations of our study and
outlines avenues for future research. Despite the valuable
insights gained, it’s essential to acknowledge the constraints
within our approach.

A. LIMITATIONS IN OUR STUDY AND FUTURE WORK
Our analysis offers a comprehensive examination of deep
learning-based recommendation systems. However, it’s
important to consider some limitations that could affect
the interpretation of our findings. These limitations create
opportunities for future research and refinement of our
methodology.

One limitation is that we only focused on peer-reviewed
articles, meaning we may have missed out on state-of-
the-art techniques published in other forms. It may be
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worth exploring non-traditional publication sources to gain
additional insights. Furthermore, we selected articles based
on title keywords, which could have limited their inclusion.
Future studies could consider broader inclusion criteria.

Additionally, our analysis provides a broad overview of
the techniques’ application, popularity, and categorization,
rather than an in-depth evaluation of each technique. Future
studies could delve deeper into each category of techniques
and evaluate their performance in greater detail.

Lastly, due to the large number of articles in the domain-
based category, we extracted information from abstracts,
titles, and keywords, potentially missing relevant data in
datasets and metrics.

Despite these limitations, our findings still provide signif-
icant value in understanding the employed techniques and
dataset preferences, offering an overview of the field of
recommendation systems. This information can serve as a
foundation for further investigations and guide researchers
and practitioners in their work. Therefore, even with the
limitations mentioned above, this practice provides worth-
while insights for those involved in recommendation systems
research and application.

B. CURRENT STUDY LIMITATIONS AND SUGGESTIONS
Deep learning-powered recommendation systems possess
immense potential in different domains. However, they
confront challenges that need addressing to boost their
performance and reliability. These challenges extend beyond
typical problems such as cold-start and data sparsity, which
researchers have been dealing with. It is essential to recognize
that enhancing performance requires more than just refining
the techniques themselves.

Firstly, the selection of techniques should be tailored
to the specific characteristics of the application domain.
Researchers must carefully evaluate which techniques are
most suitable for their particular problem and establish a clear
classification strategy to ensure consistency and facilitate the
discovery of related work.

Secondly, recommendation systems have been developed
and tested in specific domains like e-commerce or enter-
tainment. To enhance recommendation models, exploring
their potential application in a broader range of domains
and utilizing diverse data sources, including industry data,
e-commerce data, publication sources, and contextual data
like census data for point-of-interest recommendations,
is necessary.

Lastly, while offline metrics like recall and precision are
commonly used to evaluate recommendation systems, online
metrics that measure real-time performance are necessary to
reflect system performance in actual deployment settings.
By addressing these challenges, we can improve the reliabil-
ity and performance of deep learning-based recommendation
systems across diverse domains.

On the other hand, based on our analysis, we suggest
the following strategies to enhance the performance and
reliability of deep learning-based recommendation systems:
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1) Clear Classification Criteria: Develop precise clas-
sification criteria for recommendation systems based
on hybridity and specific techniques to enhance
consistency and clarity. A new classification system
should cater to the evolving needs of recommendation
systems research.

2) Utilize Novel Techniques: Explore innovative tech-
niques within recommendation systems, including new
neural network architectures and embedding methods,
to push the boundaries and enhance performance.
Adapt these architectures to diverse recommendation
scenarios.

3) Specialize Techniques: Carefully select techniques
for recommendation systems based on domain-specific
characteristics to improve relevance and performance.
Researchers should consider the appropriateness of
techniques across various application domains.

4) Expand Application Across Domains: Extend the
application of recommendation systems to diverse
domains such as healthcare, finance, or education,
broadening the impact of recommendation technolo-
gies.

5) Utilize More Data: Incorporate more data sources,
including industry-specific datasets, to enhance
recommendation accuracy and relevance, reflecting
real-world usage more accurately.

6) Develop Online Metrics: Create online metrics that
enable real-time assessment of recommendation sys-
tem performance, providing more timely and relevant
feedback on system behavior.

7) Increase Interpretability: Improve the interpretability
of deep learning-based recommender systems by inte-
grating attention mechanisms and visualization tech-
niques, offering deeper insights into system operations.

8) Address Bias and Transparency: Mitigate biases in
training data through data cleansing or augmentation
methods and enhance transparency by providing expla-
nations for recommendations.

9) Improve Personalization: Explore techniques for
enhancing personalization in deep learning models
by incorporating user feedback and advanced feature
engineering methods, utilizing user and contextual
information for tailored recommendations.

Implementing these strategies will contribute to developing
more effective and adaptable recommendation systems and
address the challenges currently in the field.

VIil. CONCLUSION

Our research focused on analyzing recommendation systems
that utilize deep learning techniques. We found that neural
collaborative filtering was the most commonly used tech-
nique across various domains, although the popularity of
specific techniques varied depending on the domain. This
highlights the importance of considering domain-specific
traits when selecting an appropriate technique.
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In our analysis, we discovered that matrix factorization was
the most frequently utilized technique in the primary studies
we examined, followed by graph neural networks and atten-
tion mechanisms. Other techniques, such as convolutional
neural networks, deep reinforcement learning, knowledge
graphs, and sequential recommendation, were also frequently
employed. Among the different domains, social, session-
based, and point-of-interest (POI) recommendation systems
were the most popular, with numerous articles mentioning
their use.

Our analysis made significant contributions to the field
of deep learning-based recommendation systems. Our sys-
tematic literature review (SLR) provided a comprehensive
understanding of the state of deep learning-based recommen-
dation systems, summarizing insights and trends from recent
articles. We also successfully analyzed and summarized
the latest advanced deep learning techniques developed
in the past five years, highlighting their applications in
recommendation systems. Additionally, we categorized deep
learning techniques and their application domains into
meaningful groups based on study terminologies, facilitating
better understanding and navigation. Our creation of a
term classification system is a valuable resource, helping
researchers effectively target specific terms within the field.
Furthermore, we provided a summary of the datasets and
metrics commonly used in the reviewed papers, serving as
a reference for future researchers.

In conclusion, our research has played an important role in
advancing the field of deep learning-based recommendation
systems. Our work has enhanced our understanding of current
trends, clarified domain-specific terminology, and provided
valuable tools for researchers to navigate and contribute to
this evolving and crucial study area.
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