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ABSTRACT Big Data Analytics (BDA) has garnered significant attention in both academia and industries,
particularly in sectors such as healthcare, owing to the exponential growth of data and advancements in
technology. The integration of data from diverse sources and the utilization of advanced analytical techniques
has the potential to revolutionize healthcare by improving diagnostic accuracy, enabling personalized
medicine, and enhancing patient outcomes. In this paper, we aim to provide a comprehensive literature
review on the application of big data analytics in healthcare, focusing on its ecosystem, applications,
and data sources. To achieve this, an extensive analysis of scientific studies published between 2013 and
2023 was conducted and overall 180 scientific studies were thoroughly evaluated, establishing a strong
foundation for future research and identifying collaboration opportunities in the healthcare domain. The
study delves into various application areas of BDA in healthcare, highlights successful implementations,
and explores their potential to enhance healthcare outcomes while reducing costs. Additionally, it outlines
the challenges and limitations associated with BDA in healthcare, discusses modelling tools and techniques,
showcases deployed solutions, and presents the advantages of BDA through various real-world use cases.
Furthermore, this study identifies and discusses key open research challenges in the field of big data analytics
in healthcare, aiming to push the boundaries and contribute to enhanced healthcare outcomes and decision-
making processes.

INDEX TERMS Big data analytics, healthcare information systems, systematic literature review, multimodal
big data, data-driven decisions, natural language processing, block-chain, electronic health records.

I. INTRODUCTION

In healthcare, the generation of vast amounts of patient data is
aimed at improving care quality and cost reduction. However,
effectively analyzing this data presents a significant challenge
in identifying trends and patterns for problem-solving [1].
The advancement of information and communication tech-
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nologies has facilitated the sharing of health information,
enabling more sophisticated analysis of big data [2]. Big
data analytics is recognized as a valuable tool for knowl-
edge discovery from centralized and distributed databases.
Leveraging advanced statistical models and machine learning
algorithms, healthcare organizations can develop accurate
and personalized treatments while identifying cost-saving
opportunities. Additionally, big data analytics can optimize
operational efficiency, reducing patient wait times and
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FIGURE 1. The general characteristics of healthcare big data analytics with respect to the sources of data.

enhancing the effectiveness of medical staff. Ensuring data
privacy and security is paramount as the adoption of
big data analytics expands. Healthcare organizations can
mitigate risks associated with data breaches and cyberattacks
by implementing robust data governance frameworks and
adhering to best practices for data handling [3].

The availability of vast amounts of medical big data
has brought about a revolution in the healthcare indus-
try. Leveraging big data analytics to share, analyze, and
process this data holds immense potential for identifying
treatment patterns and reducing healthcare costs. However,
it is of utmost importance to prioritize the privacy and
security of medical data, implementing robust measures and
regulatory frameworks to safeguard patients’ information
[4]. Any delay in treatment resulting from concerns about
privacy or security can have life-threatening consequences,
underscoring the need for healthcare providers to establish
reliable infrastructure for systematic big data analytics. The
integration of big data analytics in healthcare represents
a significant advancement in improving public health,
empowering healthcare providers to devise more effective
treatment plans and enhance patient outcomes.

The healthcare industry is constantly confronted with
vast amounts of data originating from diverse sources like
smart devices, electronic health records, medical imaging,
and genomics data [5]. Managing and analyzing this data
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is a challenge due to its unstructured and complex nature.
As shown in Figure 1, the diagram illustrates the general flow
of data within the big data analytics ecosystem in healthcare.
Technological advancements, including cloud computing,
machine learning, and natural language processing, have
significantly improved the management of healthcare big
data by enabling efficient processing and analysis. The
COVID-19 pandemic has further highlighted the importance
of digitizing medical records and employing telemedicine,
resulting in a substantial increase in data volume and
placing additional pressure on the healthcare industry to
effectively manage and secure this data. Consequently, efforts
to develop robust security measures and privacy protocols
have intensified to safeguard sensitive patient information.
Block-chain technology presents a potential solution by
offering a decentralized and secure approach to data storage
and sharing. Furthermore, techniques like differential privacy
can be employed to anonymous data, preserving patient
privacy while allowing meaningful analysis of big data [6].
As the healthcare sector continues to embrace big data
technologies, ethical considerations such as data ownership,
informed consent, and transparency must also be addressed.
Establishing clear guidelines and regulations for big data
usage in healthcare ensures its ethical and responsible
application, benefiting patients and the healthcare industry as
a whole.
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A. MOTIVATION AND SCOPE

The healthcare sector is grappling with various challenges,
encompassing rising expenses, growing demand for quality
healthcare solutions, increasing patient expectations, and
a shortfall of professionals, etc [7]. The complexity of
healthcare data arises from the fact that it is generated
by diverse sources and systems such as electronic health
records, medical imaging devices, and wearables, each with
its own data structure and format. In addition, the data must
comply with privacy regulations such as HIPAA and GDPR,
which further complicates the process of data integration and
analysis [8]. The increasing availability of healthcare data
and advancements in technology have paved the way for
harnessing big data analytics in healthcare. However, there is
a pressing need for a comprehensive review that synthesizes
the existing frameworks, explores the implications, examines
the diverse applications, and assesses the overall impacts of
big data analytics in healthcare.

The research is motivated by the need to establish a
comprehensive view of utilized frameworks. This empowers
researchers and practitioners to make informed decisions
and adopt appropriate approaches. Additionally, exploring
the implications can guide stakeholders in understanding
the potential benefits and challenges associated with imple-
menting big data analytics in healthcare. By conducting a
Systematic Literature Review (SLR) on this topic, we want
to provide valuable insights and contribute to the under-
standing and advancement of this field and contribute
towards identifying successful applications and assessing
their impact, researchers can drive further development
and exploration. The implementation of BDA in healthcare
requires a multidisciplinary approach, involving experts from
various fields such as computer science, statistics, and
healthcare professionals. The use of specialized technologies
such as BDA, machine learning algorithms, and natural
language processing can aid in the processing and analysis
of healthcare data, enabling healthcare providers to gain
insights into patient care and outcomes, disease patterns, and
healthcare utilization. Despite the challenges, the potential
benefits of BDA in healthcare are enormous, including
improved patient outcomes, reduced healthcare costs, and
more efficient healthcare delivery.

In this SLR, our primary goal is to provide a comprehensive
exploration of the essential elements for harnessing the
power of BDA within the healthcare domain. To achieve
this, we strategically structured our paper to ensure a
clear progression of topics that collectively paint a holistic
picture of the intersection between advanced analytics and
healthcare. We examined healthcare applications of big
data, including how data science, machine learning, natural
language processing, and deep learning can be harnessed to
address real-world healthcare challenges. It was our intention
to provide concrete examples and insights into how these
tools can be leveraged to enhance vital signs monitoring,
predict diseases, optimize patient management, and improve
hospital operations.
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The main contributions of this paper are mentioned below:

1) An in-depth analysis of the different components of
BDA and how they interact with each other. This
helps readers understand the complexities of BDA in
healthcare and how it can be utilized effectively.

2) A detailed analysis of the promising application areas
of BDA in healthcare. The paper discusses successful
implementations of BDA in various healthcare areas
and how they have improved healthcare outcomes and
reduced costs. This information is valuable for health-
care practitioners and researchers who are interested in
implementing BDA in their organizations.

3) A presentation of the challenges and limitations of
BDA in healthcare. By highlighting these challenges,
the paper helps readers understand the potential barriers
to implementing BDA in healthcare and how they can
be overcome.

4) A list of reliable and authentic sources of healthcare
analytics that researchers and practitioners can use.

5) The paper also provides an inventory of modelling
tools, techniques, and deployed solutions.

6) Finally, the paper highlights the advantages of using
BDA in healthcare through various use cases. By pre-
senting these use cases, the paper demonstrates the
potential impact of BDA on healthcare outcomes and
costs.

To the best of our knowledge, this review is among
very few comprehensive studies that shed light on above
mentioned contributions. This review is a valuable resource
for anyone interested in the potential benefits and challenges
of BDA in healthcare.

B. ORGANIZATION OF THE REVIEW

The rest of the paper is organized as; Section II presents
the published surveys focusing on the same area and their
limitations. Section III discusses the overall SLR method
used for this paper. Section IV describes an ecosystem for
big data employed in healthcare and it answers the RQ-1.
Section V discusses the big data applications in Healthcare by
answering the RQ-2. Section VI presents a detailed answer to
RQ-3 in its subsections. Section VII presents open research
challenges that were identified during the course of this
research and it also answers RQ4. Section VIII provides a
discussion and implications related to the research questions.
Finally, Section IX concludes the study. Figure 2 depicts the
section layout of the review paper. Table 1 provides a list of
acronyms used in this study.

II. EXISTING SURVEYS

While preparing our Systematic Literature Survey we noticed
several surveys have been undertaken in the extant literature
to investigate the prospects and challenges associated with
big data analytics and the healthcare domain. We also
observed that current surveys remain focused on foundational
basics and challenges in big data healthcare. Such as the
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FIGURE 2. Road map with section layout of the review paper.

study conducted by Nambiar et al. [9] primarily centered
on the examination and analysis of the challenges and
prospects associated with the utilization of big data analytics
within the healthcare sector. Further authors discussed
big data growth expectations for the year 2015, then
statistics shown for spending by geography. Lastly, they
enlighten healthcare infrastructure. Following a literature
study presented by Raghupathi et al. [10], they presented
a comprehensive examination of the key attributes of big
data, explored an architectural framework, and elucidated
several application possibilities within the healthcare domain.
Andreu-Perez et al. [11] performed a systematic literature
review (SLR) spanning the years 2008 to 2015. The
objective of their study was to offer a thorough examination
of advancements in the field of biomedical and health
informatics within big data. Luo et al. [12] conducted a
comprehensive examination of the recent progress made in
the utilization of big data in several healthcare domains.
The authors emphasized the substantial expansion observed
within the last five years.

Islam et al. [13] had a systematic literature review
(SLR) spanning the years 2005 to 2016, with a particular
focus on the potential of healthcare analytics through the
utilization of data mining and big data. In their study,
Babhri et al. [14] directed their attention to examining the
many difficulties and possibilities associated with the utiliza-
tion of big data analytics within the healthcare sector. In their
study, Galetsi et al. [15] undertook a systematic literature
review (SLR) with the aim of investigating the potential of
data-driven methods in enhancing the effectiveness of public
health and healthcare organizations. Tandon et al. [16] did a
systematic literature review (SLR) examining the utilization
of blockchain technology in the healthcare sector. In a similar
vein, Imran et al. [17] published a thorough study spanning
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two decades, offering valuable insights into the application
of big data analytics in the field of healthcare. Their work
serves as a roadmap for future research and development in
this domain.

In their study, Khanra et al. [18] did a systematic literature
review (SLR) spanning the years 2013 to 2019. The authors
identified and analyzed five distinct viewpoints pertaining
to the application of big data analytics in the healthcare
domain. Tkegwu et al. [19] conducted a systematic literature
review (SLR) on the topic of big data analytics in data-driven
industries. Their study aimed to explore the current state of
knowledge in this area. In a similar vein, Zhang et al. [20]
investigated the primary technologies employed in the rapidly
expanding virtual world sector, commonly referred to as the
Metaverse. Additionally, they examined the application of
big data technology in crucial domains including e-health,
transportation, commerce, and finance. After reviewing
extensive literature for Big Data Healthcare Analytics for
the target period of 2013 - 2023, we came to the conclusion
that the current review paper lacks an exact focus on a
holistic view of both healthcare and big data. Existing studies
either present thoughts on big data or healthcare solely
rather than discussing them together. In this review paper,
we succinctly summarize the main issue and set the stage for
further research Our study offers a more extensive analysis
of the current research deficiencies in the domain of big
data in healthcare, as compared to the existing surveys.
This paper examines the ecosystem of big data in the
healthcare sector, focusing on the issues that arise within this
context. Additionally, a comprehensive analysis of various
uses of big data in healthcare is conducted. Furthermore,
a compilation of reliable resources for dataset collecting
is presented. Furthermore, we analyze the benefits and
applications of big data in the healthcare industry, therefore
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TABLE 1. List of acronyms.

Acronyms | Description

ADNI Alzheimer’s Disease Neuroimaging Initiative
Al Artificial Intelligence

ANSI American National Standards Institute
BDA Big Data Analytics

BDCaM Big Data for Context-Aware Monitoring
BSON Binary Javascript Object Notation

CCR Continuity of Care Document

CDA Clinical Documentation Architecture
CMS Centers for Medicare Medicaid Services
CQL Cassandra Structure Language

CRM Customer Relationship Management
DL Deep Learning

EMR Electronic Medical Records

EUS External Urethral Sphincter

FH Fathom Health

FHIR Fast Health Interoperability Resources
GDPR General Data Protection Regulation
GEO Gene Expression Omnibus

HCI&A Healthcare Informatics and Analytics
HCUP Healthcare Cost and Utilization Project
HDFS Hadoop Distributed File System
HIPAA Health Insurance Portability and Accountability Act
ICU Intensive Care Unit

IoT Internet of Things

LASA Life Science Database Archive

LR Literature Review

LSTM Long short-term Memory

ML Machine Learning

MDL Machine or Deep Learning

MTL Multitask Learning

NER Named Entity Recognition

NHS National Health Service of England
NIST National Institute of Standards and Technology
PCA Patient Centric Authorization

PCP Primary Care Provider

PHI Personal Health Information

PRISMA Preferred Reporting Items for Systematic Reviews and Meta-Analyses
RIM Reference Information Model

RNN Recurrent Neural Network

RQ Research Question

SLR Systematic Literature Review

TCGA The Cancer Genome Atlas

QEQ Quality Evaluation Question

YOP Year of Publication

enhancing our comprehensive comprehension of the subject
matter.

IIl. SYSTEMATIC LITERATURE REVIEW - MATERIALS AND
METHODS

This section delves into the methodology employed to
meticulously craft the overarching framework of our System-
atic Literature Review (SLR). The purpose of this section
is to present a concise and transparent overview of the
methodology and search strategy that was utilized in this
review to identify and assess relevant research. The primary
aim was to undertake an extensive comparative analysis
of previous and ongoing initiatives, critically evaluate the
research findings, and uncover any deficiencies or restrictions
in current knowledge with regard to addressing the research
questions.

A. METHODOLOGY

In line with established best practices, this SLR rigorously
follows the methodology outlined by the widely recog-
nized PRISMA (Preferred Reporting Items for Systematic
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Reviews and Meta-Analyses) guidelines [21], [22]. The
thoroughly designed methodology of this study unfolds in
a systematic manner across three distinct stages: Input,
Process, and Output, each intricately interlinked to ensure
a comprehensive and transparent approach to our review,
as illustrated in Figure 3. For clarity, the sub-steps within
each of these stages are further illuminated in this Figure,
which follows a three-stage review process inspired by
Kitchenham et al. [23]. This structured methodology not only
guides our systematic examination of the literature but also
enhances the reproducibility and reliability of our findings.

Firstly, we developed our research questions, conducted
an initial scoping review of the literature, and consulted
with experts in the field. We identified gaps in the literature
and areas where further research was needed, which led
to the development of our research questions. The research
questions were designed to explore the big data ecosystem
in healthcare, review the top applications, and provide a
comprehensive list of authentic data sources and modelling
tools. Furthermore, the motivation behind each individual
research question is mentioned in Table 3.

To achieve these objectives, a systematic and rigorous
search of prominent academic databases, including Google
Scholar, PubMed, Scopus, and Web of Science, was
conducted. The search was confined to scholarly articles
published within the last ten years, specifically from 2013 to
the current year. We searched the search engines with
specific keywords related to our research topic to ensure
a comprehensive search. The keywords used in the search
strategy were carefully selected based on their relevance to
the research questions and big data analytics in healthcare.
We cross-checked all scientific studies from the original
source of publication to ensure accuracy and completeness.

After collecting the initial set of papers, we performed
a title and abstract screening to remove irrelevant studies
and then conducted a full-text screening to select papers
that met our inclusion criteria. We recorded and reported
the number of papers screened, assessed for eligibility, and
included in the final review. To ensure data accuracy and
reliability, we performed a data extraction process using a
standardized form that captured essential information from
each included paper, such as study design, sample size, data
source, and key findings. Lastly, we conducted a quality
assessment of the included studies to evaluate the risk of bias
and the overall methodological quality of each study. Two
reviewers performed the quality assessment independently,
and any discrepancies were resolved through discussion and
consensus.

B. RESEARCH QUESTIONS

In this subsection, we introduce our research questions (RQs),
which seek to investigate a particular facet within the wider
context of our study. By constructing a well-defined research
inquiry, it is possible to conduct a more comprehensive inves-
tigation into the topic at hand, therefore yielding significant
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TABLE 2. A comprehensive LR table that reflects work conducted in existing surveys; C is used Criterion followed by numeric numbers as C1, C2, etc.
If the particular criterion is present we write Yes else No. All results recorded with respect to big data in healthcare - [Listed papers are sorted to Year of
Publication] C1:-Year of Papers Inclusion, C2:-Approach, C3:- Eco System Discussed, C4:-Challenges Privacy and Security, C5:-Applications Discussed,

C6:-Data Sources Discussed.

Existing Sur- C1 C2 C3 C4 Cs Co Main theme of study
vey

[9] N/A LR Yes No Yes No In this review paper, authors focus challenges and opportunities of Big Data Analytics
in Healthcare.

[10] N/A LR Yes No Yes Yes This study provides an overview of characteristics of big data, then authors discuss archi-
tectural framework lastly they describe application perspectives of big data healthcare.

[11] 2008- SLR Yes Yes Yes No The purpose of this article is to provide a complete review of current developments

2015 (2008-2015) in the field of biomedical and health informatics pertaining to big data.

[12] 2010- SLR No Yes Yes No In the past five years, big data applications in healthcare have grown fast, with several

2015 discoveries and methods. This paper also reviews recent advances in big data applica-
tions in certain healthcare fields.

[13] 2005- SLR Yes No Yes No This SLR emphasizes the potential of healthcare analytics using data mining and big

2016 data. The study explores the application and theoretical perspectives of healthcare
analytics.
[14] N/A LR N Y Y N In this review paper, authors focus challenges and opportunities of Big Data Analytics
in Healthcare.
[15] N/A SLR Yes No Yes No This SLR study aims to help governments and health policymakers understand how
data-driven strategies can improve public health and healthcare organization function-
ing.
[16] 2015- SLR No Yes Yes No This study presents SLR on blockchain applications in the healthcare domain.
2018

[17] 1995- SLR Yes Yes No No In this study, authors presented a comprehensive review of two decades. This research
2020 presents a road map for BDA insights in healthcare (patient care).

[16] 2015- SLR Yes No Yes No In this study, the authors explore various analytical avenues that exist in the context of
2018 a patient-centric healthcare system.

[18] 2013- SLR Yes No Yes No This study found that BDA can be applied to healthcare from five perspectives: public
2019 health awareness, stakeholder interactions, hospital management practices, treatment of

specific medical conditions, and technology in healthcare service delivery.
[19] 2013- SLR No Yes No Yes This study presents SLR on Big Data Analytics for Data-driven Industry.
2021

[20] N/A LR No No Yes No This study examined the main technologies utilized in the fast-growing virtual world
sector (the Metaverse) and big data technology in critical fields such as e-health,
transportation, commerce, and finance.

Our work 2013- SLR Yes Yes Yes Yes In comparison to the existing surveys we discuss in detail an ecosystem of big data in

2023 terms of healthcare, and we identify the existing research gaps and challenges. We cover
scientific studies between 2013 to 2023. We thoroughly review the big data applications
in healthcare, and we list the authentic resources for dataset collection. We also discuss
the advantages and use cases in our study. Lastly, we uncover a list of potential open
research challenges in a detailed manner.

and informative findings. Through the investigation of
these research questions, our objective is to make novel
contributions as listed in the contribution subsection. These
RQs provide a comprehensive examination of the research
topic, encompassing the underlying rationales, the methods
utilized to address the issue, and the potential ramifications
of the results. Our objective is to enhance the body of
knowledge and offer significant perspectives to stakeholders
in the healthcare industry through a comprehensive response
to each research question.

1) RQ-1: What are the components of the big data
ecosystem in healthcare, and how do they interact
with each other? What are the main challenges and
limitations of this ecosystem?

2) RQ-2: What are the most promising application areas
of big data analytics in healthcare, and what are
some examples of successful implementations in each
area? How can these applications improve healthcare
outcomes and reduce costs?

3) RQ-3: What are the most reliable and authentic sources
of healthcare data, and what are some commonly
used modelling tools, techniques, and commercial
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solutions (presenting use cases) in big data analytics
for healthcare?

4) RQ4:- What are the open research challenges reported
in the literature in the last three years? Focusing on the
solutions for the advancement of Healthcare.

C. SEARCH STRINGS

Our investigation starts by searching the keywords of “big
data,” ‘“‘big data analytics,” “‘healthcare,” “‘clinical applica-
tions,” and “healthcare data.” Additionally, we augmented
our set of keywords by including the terms ‘‘survey,”’
“review,” and “literature.” In addition, our search query
encompassed the terms ‘“multimodal big data,” ‘“natural
language processing (NLP),” “blockchain,” “‘security,”
“privacy,” and ‘‘electronic health records (EHR).” The uti-
lization of logical operators, such as “AND” or “OR”, was
employed in conjunction with search strings as necessary.
We searched on Scopus as it is considered as a standard for
retrieving searches from credible databases.

The research question for RQ-1 seeks to investigate the
big data ecosystem within the healthcare domain and its
interrelationships, including the challenges and constraints
inherent in this ecosystem. The search query encompasses

VOLUME 11, 2023
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FIGURE 3. SLR Methodology and inclusion/exclusion process for selecting relevant paper in the study.

terms such as “big data ecosystem” and ‘‘healthcare
ecosystem,” in conjunction with keywords such as “com-
ponents,” ‘“‘challenges,” and ‘limitations.” Furthermore,
it encompasses pertinent topics such as the “life cycle of big
data,” “‘search tools for big data,” and ‘‘characteristics of
big data,” as well as the “opportunities” and “‘challenges”
associated with big data in the healthcare domain. This
search query assists in identifying scholarly publications and
research projects that explore different facets of the big data
ecosystem in the healthcare industry and provide insights
into the issues and constraints encountered by the existing
system. The objective of the search query for RQ-2 was to
ascertain the most advantageous domains for the utilization of
big data analytics within the healthcare sector. This involves
finding use cases where such analytics have been effectively
implemented, evaluating the resulting achievements within
each domain, and assessing the prospective advantages
in terms of healthcare outcomes and cost savings. The
inquiry integrates key phrases such as ‘“promising application
areas in healthcare,” ‘“‘utilization of big data analytics in
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the healthcare sector,” and ‘‘healthcare implementations.”
These are combined with terms such as “healthcare out-
comes’ and ‘“‘reduction of costs for healthcare.” Moreover,
this encompasses distinct domains of application such
as “standardized documentation in healthcare,” ‘“‘analysis
of multimodal data,” “implementation of digital systems
in healthcare,” ‘“utilization of blockchain technology in
healthcare,” “advancement of healthcare education,” within
the framework of big data in the healthcare sector. This search
query aids in identifying pertinent scholarly publications.
The primary focus for the search query of RQ-3 is to
find credible sources of healthcare data, prevalent modelling
tools, approaches, and commercial solutions utilized in
big data analytics for healthcare. Additionally, it seeks to
explore the many factors associated with data governance
and ethics in this domain. The search encompasses concepts
such as “trustworthy data sources,” ““credible data sources,”
“tools for modelling,” ‘““techniques for modelling,” “‘com-
mercially available solutions,” “‘analytics for large datasets,”
“management of data,” and ‘‘ethical implications.” By
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TABLE 3. Research questions for this review, their motivations, and the scheme to get their answers.

Research
Question

Motivation

Scheme to answer the Question

RQ1

The motivation behind this research question is to overview the big data ecosystem in healthcare, their
interconnections, and the challenges and constraints they pose is manifold. Despite the growing importance
of big data in healthcare, it became evident that there was a dearth of comprehensive studies focusing on
the entire ecosystem as a whole. In this study, we aim to cover the knowledge gap that we identified in the
existing literature pertaining to the healthcare ecosystem. The objective of this research question is about how
various components within the healthcare data ecosystem operate as a fundamental aspect of harnessing the
full potential of healthcare data. Moreover, understanding the interactions between different components of
the healthcare ecosystem is essential for optimizing data utilization, improving patient care, and streamlining
healthcare processes to make data-driven decisions and leverage the vast amount of healthcare data effectively.
Additionally, this research question aims to identify the challenges such as data privacy concerns, security
vulnerabilities, data interoperability issues, and the need for maintaining data quality currently faced by the
healthcare data ecosystem. By shedding light on these challenges, we can pave the way for the development
of targeted solutions and strategies to address them, ultimately contributing to the enhancement of healthcare
data management and, consequently, healthcare outcomes. In summary, this research question is driven by
the desire to fill the knowledge gap.

We present a short comparison of
Web2.0 and Web3.0 with reference
to Big Data healthcare; then review
the Big Data life cycle; further, we
highlight the Big Data search tools;
then Big Data characteristics; then
opportunities, challenges and lastly
briefly discuss Big Data in terms of
healthcare. This RQ is answered in
the corresponding section I'V.

RQ-2

There are several strong reasons for investigating the most promising big data analytics applications in
healthcare, identified from the existing literature body. First, big data analytics has the potential to bring
a widely acceptable transformation for healthcare, as is becoming clearer throughout the healthcare sector
and academia. The scope and variety of this potential, however, are largely unexplored. The goal of this
research is to shed light on the most promising fields where big data analytics may produce meaningful
advantages. Second, the strong desire to enhance healthcare outcomes through data-driven insights as big data
analytics has the potential to improve patient care, treatment plans, and overall healthcare quality and to notice
improvements by exploring successful implementations in a variety of application domains. Then we aim to
find examples from the real world where big data analytics has given healthcare workers the knowledge and
authority to make decisions that improve patient outcomes. Then, this study intends to promote innovation and
broad technological adoption in the healthcare industry. Highlighting effective implementations can encourage
healthcare companies to adopt data analytics and start their own revolutionary journeys. We list areas that have
gained attention due to their potential to improve outcomes and reduce costs.

This question is being answered in
section V with respective subsec-
tions starting from Healthcare stan-
dard documentation, multimodal an-
alytics then the literature of data fu-
sion; further presented current dig-
ital healthcare systems; addition-
ally, we presented a block-chain,
healthcare education perspectives,
and lastly, we briefly added litera-
ture for [AI, ML, DL, NLP] with
reference to Big Data healthcare.

RQ-3

The motivation behind this particular question is to find the most reliable and authentic sources of healthcare
data, as well as commonly used modeling tools, techniques, and commercial solutions in big data analytics
for healthcare to address the knowledge gap. In the evolving landscape of healthcare, where data-driven
decisions can have life-changing implications, it is imperative to ensure that the data upon which these
decisions are based should be authentic. By conducting a comprehensive study of trustworthy healthcare
data sources, we aim to provide a valuable resource for researchers, healthcare providers, and policymakers
seeking to access data that can be confidently relied upon. Furthermore, the choice of modeling tools and
techniques is pivotal in the realm of healthcare analytics. Our desire is to offer guidance and insights into
the most commonly used and effective tools and techniques in this domain. This knowledge can empower
researchers and practitioners to employ advanced analytics methodologies that yield meaningful insights and
drive innovation in healthcare practices. Additionally, healthcare organizations are increasingly turning to
commercial solutions to streamline their data analytics processes. Understanding the landscape of available
commercial solutions, along with their reliability and efficacy, is essential for making informed decisions
about technology investments. This research is motivated by the goal of providing a robust evaluation of these
solutions, enabling healthcare entities to choose the best-fit tools for their specific needs.

This RQ is answered in the corre-
sponding section VI with a brief dis-
cussion and summarized tables. Ini-
tially, this question is answered with
awide variety of modeling tools, and
then a detailed overview of datasets
covering broader areas of healthcare
public health datasets to specific dis-
ease datasets are discovered after ex-
tensive literature. At last, this ques-
tion is backed by an overview of
current big data analytics solutions
in healthcare.

RQ4

The primary objective of this research question is to understand the constantly changing nature of big data
which leaves open research areas in big data applications in healthcare, particularly with an emphasis on
solutions that improve healthcare pertaining towards patient-centric application. An expansion on integration
of big data and healthcare has improved patient care, streamlined operations, and lower costs and also has
transformed the healthcare business over the past decade. The integration of both areas has raised questions
about patient data privacy and security. This difficulty must be addressed to retain patient trust and ethical
data processing. Data interoperability concerns continue to emphasize the need for standardized solutions that
enable smooth data exchange across healthcare systems and devices for more holistic patient care. Patient
privacy, security, computational scalability, efficiency, etc. are the most common issues being addressed
since the inception of the idea of integration. In this study, we aim to discuss open problems and potential
future research directions specific to the harnessing of big data applications in healthcare for the community.
Further, we focus on presenting advanced topics that need to be addressed in the near future such as the
open challenges ranging from multimodality, data mining, precision medicine, and pre-trained models for
healthcare. These open research challenges aim to advance healthcare through big data analytics. Researchers
can revolutionize healthcare for people, communities, and systems globally by tackling these concerns and
investigating solutions.

Healthcare requires patient engage-
ment and behavior change, and us-
ing big data to improve them is ap-
pealing. Researchers must develop
new methods to engage patients in
their care. To answer this RQ we pre-
pared the most important key open
challenges identified from a vast
area of future dimensions and we
provide a key guide for open re-
search challenges that will serve as
a base in the future for upcoming re-
search. We answer this RQ in section
VII with respective subsections.

integrating the specified keywords, the search results include
scholarly articles and research studies that examine reliable
sources of healthcare data, commonly used modelling tools
and techniques, commercially available solutions in the
field of big data analytics, as well as strategies to tackle
data governance and ethical concerns within the healthcare
domain. The search query for RQ-4 primarily aims to uncover
open research difficulties that have been documented in
the literature during the past years. Additionally, it seeks
to investigate prospective solutions that might contribute
to the advancement of healthcare. The search encompasses
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key terms such as “‘big data healthcare open research chal-
lenges,” ““big data healthcare future research directions,”” and
“advancement of healthcare.” Furthermore, it incorporates
potential avenues for future research within the realm of big
data healthcare.

The word cloud, as illustrated in Figure 4, was utilized
to condense and visually represent the predominant search
phrases employed in this study for the purpose of identifying
pertinent research. Therefore, it can be inferred that our
search strings exhibit a strong correlation with the specific
research inquiries and the studies that have been chosen.
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FIGURE 4. Word cloud of search terms used in SLR.
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FIGURE 5. Classification of publications by year.

D. INCLUSION AND EXCLUSION CRITERIA

In the early stage of our research, we conducted a compre-
hensive search using specific keywords, which resulted in
thousands of records. To ensure the relevance and quality
of the studies that we analyzed, we implemented a detailed
methodology that is depicted in Figure 3. Our methodology
included several inclusion and exclusion criteria, such as
selecting studies that were published within a specific time
frame, written in the English language, and fully available
to readers. All other papers that did not meet these criteria
were excluded from our analysis. By following this rigorous
methodology, we were able to focus on a specific subset of
studies that met our pre-defined standards for inclusion in our
research.

E. DATA EXTRACTION AND SYNTHESIS

The present study involved a comprehensive review of
the selected research papers listed in the bibliography.
We followed a systematic approach to extract and synthesize
the relevant data, based on the key attributes specified in
Table 4. These attributes included paper ID, study title, author
names, publication date, open database access, publication
source, research context, document type, the topic addressed,
and citation count. We recorded the data in an Excel sheet and
synthesized it in a way that enabled us to effectively manage
and evaluate the research data.

VOLUME 11, 2023
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To draw relevant conclusions from the data, we performed
various analyses to extract insights such as distribution of
publications by year, publisher, reference type, and research
study type. Firstly, we present a classification of publications
by year, as depicted in Figure. 5; the analysis of this chart
shows the increasing pattern of selected studies for this
survey. This also shows the diversification of publication
years. Secondly, we examined the distribution of publications
by their publisher, as shown in Figure. 6; this chart
shows the diversification of our study selection process is
strictly aligned with the inclusion and exclusion criterion
as presented in Figure. 3; this also shows that we tried
to represent the presence of all major publishers. Further,
we present the distribution of papers by reference type,
as shown in Figure. 7; the objective of this chart is to show
the diversified inclusion of reference type (Journal Article,
Conference Paper, etc.) included in this survey; this chart
also highlights the importance of journal article category
in our particular manuscript domain. Last but not least,
we presented an overview of the distribution of study type,
as shown in Figure. 8; this chart is a further addition to the
previous chart. The analysis of this chart shows the growing
interest in article types published within the scope of this
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FIGURE 8. Distribution of references by research study type.

TABLE 4. Data extraction key attributes.

Attribute Description

Study_ID Uniquely identification of paper
Study_Title Title of the study paper

Author Author of study

Date Date of publication of the paper
Database Database provider

Publication source
The topic addressed
Citation count

Who is the publisher of the selected study paper?
Is this study addressing the topic of study?
Citation count of the particular study

manuscript the experimental papers and the review articles
such as our survey. These analyses helped us to identify
trends, patterns, and insights that are relevant to our research
questions.

F. QUALITY EVALUATION QUESTION
In this subsection, we present four quality questions that we
applied to evaluate the final selected papers with Quality
Evaluation of Evidence (QEQ) scores.

« Does the article explicitly discuss the big data and data
analysis methods used?

o Does the article discuss advantages and challenges
related to the topic?

« Does the article present or discuss potential applications
of the topic in healthcare?

o Are the outcomes presented in the article valid and
aligned with the utilized methodology and topic of
interest?

Table 5 summarizes the paper quality based on the
designed QEQ. The score is calculated on the basis that: If
the answer to a particular question turns out to be true, Y is
counted and each Y is mapped to 2.5 points collectively all
four Y are mapped to 10 points as the formula defined in
Eq.l. If any of the selected studies scored between 6 to 10,
we counted that particular study as the most relevant study,
and the class category is set to be “High”. For a paper to
be in a “Medium” class, the particular paper must score
between 3 to 5, and for a paper to be in a “low-class” the
score should be at least 2.5. In our analyses, very few studies
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fell in the low category because of rigorous methodology;
all papers had passed through our inclusion and exclusion
criteria. All the mentioned reference studies are used in our
manuscript except those studies that fall below “low-class”
papers from our QEQ table. For example, a study that does not
pass any of the quality questions is categorized as extremely
low and directly excluded from consideration such studies are
not recorded in this table.

4
TotalScore_Yes = (Z YQi) x 2.5 (1)

i=1
where Y_Qi represents the sum of “Yes” answers (ranging
from 1 to 4) when all responses are recorded as Yes.

4
TotalScore_Other = 10 — (Z NQi) x25 (2
i=1

where N_Qi represents the sum of “No” answers (ranging
from 1 to 4) when recorded answers are a mix of Yes and No.

This QEQ table list is recommended to be considered
as a subset of the full QEQ study. We applied a QEQ
filter to 256 numbers of studies as mentioned in Figure. 3,
while here we maintain a subset to contribute to effective
SLR methodology and avoid multi-page tables to maintain
simplicity and reduce the length of the manuscript. While
our designed QEQ questions provide a useful framework for
evaluating the quality of the papers, it’s important to keep
in mind that they are just one aspect of our comprehensive
evaluation process. So it is suggested that other factors may
influence the quality of the papers including but not limited
to the study design, sample size, statistical analysis, potential
biases, and the overall relevance and contribution of the
research to the field.

G. SCHEME TO ANSWER RESEARCH QUESTIONS

This study aims to provide answers to the research ques-
tions developed based on an extensive review of existing
surveys. Table 3 lists the proposed research questions, their
motivation, and the direction of the answers provided in
the study. Additionally, a research question-answer mapping
Table 6 is included, which provides an overview of the
references used for specific answers. Furthermore, the study
includes a research gap Table 2, which compares various
parameters used in the review with existing surveys. This
approach provides a comprehensive analysis of the research
questions and the existing literature, contributing to a better
understanding of the research gap and providing insights for
future research.

IV. ECOSYSTEM FOR BIG DATA EMPLOYED IN
HEALTHCARE - ANSWER TO RQ-1

The big data ecosystem/platforms can potentially improve
the applicability of clinical research studies in real-world
scenarios, which traditionally have been hindered by the
diversity of the populations being studied. In addition,
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TABLE 5. Quality Evaluation Question Score - [Total Score is the sum of all Y and all N use equations 1 and 2 for calculation - High Class = 6 to 10,
Medium Class = 3 to 5 and Low Class = 2.5] - Citation count is maintained at the time of developing this particular table (27th April 2023) - [YOP - Year of

Publication, CC - Citation Count, Q -QEQ].

Study &YOP | CC | Q1 | Q2 | Q3 | Q4 | Total| Class Study &YOP | CC | Q1 | Q2 | Q3 | Q4 | Total Class
Score| Score|

[24] & 2013 514 |Y Y Y Y 10 High [9] & 2013 267 |'Y Y Y Y 10 High
[25] & 2013 182 | N Y Y N 5 Medium | [20] & 2023 0 Y N N N 2.5 Low
[26] & 2014 59 Y Y Y N 7.5 High [27] & 2014 419 | Y Y Y N 7.5 High
[10] & 2014 3271 Y Y N Y 7.5 High [28] & 2014 154 |'Y Y Y N 7.5 High
[11] & 2015 731 | Y Y Y Y 10 High [29] & 2015 588 |'Y N Y N 5 Medium
[30] & 2015 62 Y Y Y N 7.5 High [31] & 2015 145 | Y Y Y Y 10 High
[32] & 2015 1038 | Y Y Y Y 10 High [33] & 2015 802 | Y Y Y N 7.5 High
[34] & 2015 26 N N Y N 2.5 Low [35] & 2015 107 | Y Y N N 5 Medium
[36] & 2015 51 Y Y Y N 7.5 High [37] & 2015 112 |'Y Y Y N 7.5 High
[38] & 2016 894 |'Y N N Y 5 Medium | [39] & 2016 251 | Y Y Y N 7.5 High
[40] & 2016 833 | 'Y Y Y Y 10 High [41] & 2016 358 | Y Y Y Y 10 High
[42] & 2016 53391 Y Y N N 5 Medium | [12] & 2016 506 | Y Y Y Y 10 High
[43] & 2016 35 Y Y N N 2.5 Low [44] & 2016 137 | Y Y N N 5 Medium
[45] & 2016 42 Y Y N Y 7.5 High [46] & 2016 127 | N Y Y N 5 Medium
[47] & 2017 227 |'Y Y N N 5 Medium | [48] & 2017 11 Y Y N N 5 Medium
[49] & 2017 1010 Y N Y Y 7.5 High [50] & 2017 202 |'Y N Y Y 7.5 High
[51] & 2017 53 Y N N Y 10 Medium | [52] & 2017 67 Y Y Y N 7.5 High
[53] & 2017 317 | Y Y Y Y 10 High [54] & 2018 438 | Y Y N N 5 Medium
[55] & 2017 160 | Y Y Y Y 10 High [56] & 2018 2032 Y N Y N 5 Medium
[57] & 2018 23 Y Y N N 7 Medium | [58] & 2018 24 Y Y N N 5 Medium
[59] &2018 9 N Y N N 2.5 Low [13] & 2018 175 | Y Y Y Y 10 High
[60] & 2018 180 | Y Y Y Y 10 High [61] & 2018 40 Y Y N N 5 Medium
[62] & 2018 246 |Y Y Y N 7.5 High [63] & 2018 24 Y N Y N 5 Medium
[64] & 2018 77 Y Y N N 5 Medium | [65] & 2018 21 Y Y N Y 2.5 Low
[66] & 2018 225 1Y Y Y N 7.5 High [67] & 2018 46 Y Y N N 5 Medium
[68] & 2018 47 Y Y N N 5 Medium | [69] & 2018 26 Y Y Y Y 10 High
[70] & 2018 417 | Y Y N N 5 Medium | [71] & 2018 1318 Y Y Y Y 10 High
[72] &2019 56 Y Y N N 5 Medium | [73] & 2019 163 | Y Y Y N 7.5 High
[74] & 2019 769 |Y Y Y Y 10 High [75] &2019 685 | Y Y N N 5 Medium
[15] & 2019 89 Y Y Y Y 10 High [76] & 2019 66 Y Y N N 5 Medium
[77] & 2019 22 Y N Y N 5 Medium | [78] &2019 204 | Y Y Y Y 10 High
[79] & 2019 236 | Y Y Y N 7.5 High [80] & 2019 65 Y Y N N 5 Medium
[81] & 2019 106 | Y Y Y N 7.5 High [82] & 2019 39 Y Y Y Y 10 High

[7] & 2020 118 | Y Y Y N 7.5 High [83] & 2020 26 Y N Y N 5 Medium
[84] & 2020 99 Y N Y N 5 Medium | [85] & 2020 7 Y N N N 2.5 Low
[86] & 2020 191 | Y Y Y N 10 High [18] & 2020 113 | Y Y Y Y 10 High
[87] & 2020 39 Y Y Y Y 10 High [17] & 2020 26 Y Y Y N 7.5 High
[88] & 2020 5 Y Y Y N 7.5 High [89] & 2021 11 Y N N N 2.5 Low
[90] & 2021 2 Y N N N 2.5 Low [91] & 2021 64 Y N N N 2.5 Low
[92] & 2021 3 Y Y N N 5 Medium | [93] & 2021 206 | Y N N Y 5 Medium
[94] & 2021 111 | Y Y Y N 7.5 High [95] & 2021 69 Y Y Y N 7.5 High
[96] & 2021 12 Y N Y N 5 Medium | [97] &2022 11 Y Y Y Y 10 High
[98] & 2022 668 |'Y Y N N 5 Medium | [16] & 2022 236 | Y N Y N 5 Medium
[99] & 2022 826 |'Y N Y N 5 Medium | [100] & 2022 | 2 Y N N Y 5 Medium
[101] & 2022 | 65 Y Y Y N 7.5 High [102] & 2022 | 826 | Y N Y N 5 Medium
[103] & 2022 | O Y N N N 2.5 Low [104] & 2022 | 1 Y N N N 2.5 Low
[105] & 2022 | O Y Y Y N 7.5 High [19] & 2022 6 Y Y Y Y 10 High
[17] & 2022 26 Y Y Y N 7.5 High [106] & 2022 | 2 Y Y Y N 7.5 High
[107] & 2022 | 43 Y Y Y N 7.5 High [108] & 2022 | 85 Y Y Y N 7.5 High
[109] & 2022 | 826 | Y N Y N 5 Medium | [16] & 2022 236 | Y N Y N 5 Medium
[110] & 2022 | 1 Y Y N N 5 Medium | [111]&2022 | 5 Y N Y N 5 Medium
[112] &2022 | 21 Y N Y N 5 Medium | [113]&2022 | 2 Y Y Y N 7.5 High
[102] & 2022 | 826 | Y N Y N 5 Medium | [114]& 2023 | O Y Y N N 5 Medium
[115] & 2023 | 2 Y Y Y Y 10 High [116] & 2023 | 31 Y N Y N 5 Medium

it provides an opportunity to perform patient stratification,
which is necessary for successful and precise medical

treatment [50].
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The deployment of an ecosystem in the healthcare sector
has a significant and transformative history, commonly
referred to as Healthcare Informatics and Analytics (HCI&A)
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FIGURE 9. An illustration of a typical BDA healthcare life-cycle.

TABLE 6. Table of reference map for research questions.

Research Referenced Articles

Question

RQI1 [13]-[15], [18], [19], [25], [32], [34], [35], [37]-
[39], [41], [43]-[48], [50], [51], [54], [55], [57]-
[61], [64], [65], [68], [68], [71], [76], 78], [80], [87],
[94], [101], [107], [108], [114], [115], [117]-[133]

RQ2 [71, [16], [18], [24], [26]-[28], [30], [33], [36], [38],
[42], [49], [56], [62], [63], [66], [67], [69], [70], [73],
[75], [771, [79]1, [83]-[86], [88]-[97], [99], [100],
[102]-[106], [109], [111]-[113], [116], [134]-[147]

RQ3 [27], [35], [401, [52], [53], [63], [74], [77], [81],
[82], [89], [98], [101], [105], [110], [148]-[159]

RQ4 [96], [107], [138], [144], [160]-[184]

[87]. HCI&A encompasses the integration of information
technology and data analytics in healthcare to improve patient
care, decision-making, and operational efficiency. HCI&A
has evolved over time, with distinct stages known as HCI&A
1.0, HCI&A 2.0, and HCI&A 3.0. Each stage represents
advancements in technology and approaches to healthcare
informatics. HCI&A 1.0 focused on the implementation of
electronic health records (EHRs) and basic data analysis.
HCI&A 2.0 introduced more sophisticated analytics tech-
niques, such as predictive modeling and machine learning,
to extract insights from large healthcare datasets. HCI&A
3.0 aims to leverage emerging technologies, such as artificial
intelligence and the Internet of Things, to enable more
personalized and proactive healthcare [185].

These revolutions in HCI&A are closely intertwined with
the evolution of the World Wide Web. The utilization
of Web 2.0, characterized by user-generated content and
social media platforms, has played a significant role in
facilitating collaboration, information sharing, and patient
engagement in healthcare. However, as technology continues
to advance, the healthcare industry is transitioning toward
the development and optimization of Web 3.0. Web 3.0, also
known as the Semantic Web, emphasizes the use of linked
data and semantic technologies to enhance interoperability,
knowledge representation, and intelligent decision support in
healthcare.
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3. Data Modeling or

Analysis

3. Predictive analytics

In this section, we discuss the big data ecosystem that
has been deployed in healthcare. To create our proposed
ecosystem, we have adopted the most relevant aspects from
the literature and have developed an optimized version
of these characteristics, which is depicted in Figure 1.
The ecosystem comprises various components that are
responsible for the efficient processing and management of
big data in healthcare. By implementing this optimized big
data ecosystem, healthcare organizations can improve their
operations and enhance patient care.

A. HEALTHCARE - BIG DATA LIFE-CYCLE

The term life cycle itself portrays the visual picture of stages
involved in a particular domain as depicted in Figure 9. Like
all other domains, healthcare typically involves the following
stages, typically considered in the healthcare data life-cycle;
these steps may change as per requirements. The life-cycle
[13], [15], [18], [19], [39], [50], [78], [115], [128] usually
starts with the data collection stage, followed by processing to
transform and clean the data. The data analysis then involves
applying such as statistical or machine learning techniques
to identify patterns or insights in the data. The next step,
data interpretation, involves drawing conclusions and making
decisions based on the analysis. Finally, the data delivery
stage involves presenting the findings to the end-users or
stakeholders in a useful and actionable format.

« Data Collection:- This stage involves collecting various
(multimodal) data types, including patient data, medical
records, laboratory data, and other information from
relevant sources.

« Data Storage:- Once the data has been collected,
it needs to be stored in a way that is easily accessible and
searchable. This may involve the use of cloud storage or
other forms of secure data storage.

« Data Processing:- The data processing involves using
various tools and techniques to analyze the data and
extract useful insights from it. Further, the common
method includes machine learning algorithms, statistical
analysis, or other advanced ways of data processing.
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o Data Analysis:- Once the data has been processed,
it can be analyzed to identify meaningful trends and
patterns present in the data. This may further apply data
visualization tools to help make sense of the data and
identify important insights; various tools are listed in
Table 12.

o Data Interpretation:- The last but not least stage of the
big data life-cycle in healthcare is data interpretation.
This involves taking the insights gained from the data
analysis and using them to make informed decisions
about patient care, treatment plans, and other healthcare
decisions.

The big data life-cycle in healthcare is a complex process that
requires careful planning and execution to ensure that the data
is collected, stored, handled securely processed effectively,
and analyzed in a way that provides meaningful insights and
improves patient outcomes [35].

B. CHARACTERISTICS OF BIG DATA/HEALTH RECORDS
The term “‘big data” has gained widespread usage in recent
years, as the volume, velocity, and variety of data being
generated and collected has increased exponentially. This has
led to a need for advanced analytical methods that can extract
valuable insights from this data. Big Data Analytics (BDA)
is a collection of techniques and technologies designed
to address these challenges, including machine learning,
data mining, and predictive analytics. These tools enable
researchers and analysts to identify patterns and relationships
in large and complex datasets and to use this information to
make better decisions and predictions.

Defining big data precisely can be challenging, as it often
depends on the perspective of domain experts. Rather than
a specific definition, experts typically look at the “V’s” of
data, which represent the characteristics of data. The number
of V’s has increased over time, with different experts defining
them in their own way. In the literature, the number of V’s
associated with big data has expanded from the fundamental
3-V’st0 5-V’s, 7-V’s, 40-V’s, and even 51-V’s, as reported in
scientific material [44], [76], [108].

In the context of healthcare, the literature commonly refers
to six V’s,

o Volume: Refers to the size of data, indicating the
vast amount of information generated and collected in
healthcare.

o Variety: Represents the complexity of data, encompass-
ing different data types and formats, such as structured,
unstructured, and semi-structured data.

o Velocity: Signifies the speed at which data is generated,
transmitted, and processed, highlighting the real-time
nature of healthcare data.

o Veracity: Refers to the quality and reliability of data,
considering factors such as accuracy, consistency, and
trustworthiness.

o Value: Represents the knowledge and insights that
can be derived from data, emphasizing the potential
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benefits and actionable information that data analysis
can provide in healthcare.

« Variability: Reflects the variability and dynamic nature
of data, accounting for fluctuations and changes in data
patterns and characteristics over time.

These six V’s provide a framework for understanding the key
dimensions of big data in the healthcare domain, enabling
researchers and practitioners to manage and analyze data
effectively.

C. BIG DATA SEARCH TOOLS

In the context of Big Data, traditional search engines cannot
handle the vast amount of unstructured data. Thus, Big
Data Search Tools are developed to enable efficient and
effective searching and analysis of massive datasets. During
literature work we found one of Github repository [118]
that lists the two sources as Big Data Search Tools such
as 1) Apache Luncene and ii) Apache Solr as summarized
in Table 7. Both of the tools are different in terms of their
key applications. Solr has gained more popularity among
developers and researchers due to its ease of use, scalability,
and ability to handle large amounts of unstructured data. Solr
has also been widely adopted in the industry, with companies
such as Netflix, eBay, and Instagram using it for their search
applications [117], [118]. Our review suggests that these tools
can be vital in managing and searching Big Data in various
domains, including healthcare.

D. THE ROLE OF BIG DATA IN HEALTHCARE

Enabling EHRs opens up exciting prospects for enhancing
clinical decision-making infrastructure. There are, neverthe-
less, significant challenges to overcome. In this section,
we discuss the four major components of big data in terms of
healthcare data: volume (size), variety (diversity), variability
(temporal resolution), and value (quality). Then we discuss
the sequential flow of descriptive, predictive, and prescriptive
analytics, and how each plays a key role in clinical decision-
making.

Currently, conventional primary healthcare models are
dependent on various disconnected systems and information
sources, which are obsolete now. The new digital healthcare
paradigm will move toward an inherent capability to ensure
information is exchanged between systems in a way that is
both seamless and secure. EHRs are massively heterogeneous
and multimodal by nature. Clinical data must be preserved
at all costs, as this is a key premise underlying all medical
information management systems. Further, it is not only to
preserve the data’s originality but to keep it as secure, private,
and de-identified as possible. Big Data is characterized by
its size, speed, diversity, accuracy, and significance. Big Data
in terms of healthcare is really big. In 2013 it was predicted
globally that the healthcare data to be produced 153 exabytes;
But in 2020, 2314 exabytes of data were reported by [123].
Moreover, the 11000% change in data volume is also reported
by [123]. It can be concluded that the amount of information
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TABLE 7. A comprehensive list of open source big data healthcare tools categorized by type.

Reference Type Tool Name Key Application
[34], [48], | Collection Flume and Sqoop Flume is an open-source data collection and processing system designed to efficiently

[119], [120] collect, aggregate, and move large amounts of log data from multiple sources to a centralized
data store, such as Hadoop Distributed File System (HDFS), HBase, or Amazon S3.
Sqoop simplifies the process of transferring data between Hadoop and external data storage
systems

[121] Storage Hadoop Hadoop is an open-source framework that is used for storing and processing big data in a
distributed manner.

[114] Processing Hive and Oozie Apache Hive provides a high-level language for querying and managing data that is stored
in Hadoop clusters
Apache Oozie is a workflow scheduler system for managing Apache Hadoop jobs

[117],[122] | Search Solr and Apache LUCENE | Solr is a multilingual purpose search engine, it is used for Indexing and Searching
LUCENE specifically used for Image Retrieval

[186] Analytics R and Mahout R and Mahout are two popular tools for analytics in the Hadoop ecosystem

[187] Visualization Node.js Web service for visualization using JavaScript

[188] Streaming Processing | Storm, S4, Spark Real-time data streaming

[189] Management Zookeeper and Ambari Zookeeper is a distributed coordination service for managing large distributed systems
Ambari is a web-based management tool for Hadoop clusters.

has doubled every year. Healthcare is a real big data sector
[59], [124]. It is reported that 30% of the stored world data is
health sector data [59].

The velocity indicates how rapidly information is being
generated, stored, or transmitted. Every year, a patient
receives approximately 80 megabytes of data in EHR [124].
By 2025 the growth of healthcare sector data will be around
36% of the global data [125], [126].

The value or quality of the data is determined by how
well it can be used to generate and evaluate hypotheses.
It’s also important to know if the provided or collected data
can help to predict what will happen in the future. If so,
we can act early to make things better. Viability [107] is
also a quality dimension that shows whether the data are
useful for the use case. Because of the data, data mining and
artificial intelligence, and all other sub-techniques including
but not limited to machine learning, deep learning, and natural
language processing can be effectively applied, allowing us to
understand more about clinical decision-making systems.

Big data in terms of healthcare is a conceptual framework
of artificial intelligence as a path through descriptive, diag-
nostic, predictive, and prescriptive analytics. Understanding
historical data is the goal of descriptive analytics, which
employ methods such as data aggregation, data mining, and
user-friendly visualizations to get there. Reports that answer
questions such as “How many patients were admitted to
a hospital last year?”” are typical examples of descriptive
analytics. Within the last 30 days, how many patients
did not survive? Or, how many people become infected
while being treated? Descriptive analytics provides simple
methods for summarizing data with histograms and graphs to
display the attributes of data distributions. The connecting of
datasets is typically necessary to acquire substantial insight
and understanding for the purpose of optimizing healthcare
delivery while reducing costs. To rephrase, it is preferable
to combine facts from various sources. Simply, this means
coordinating efforts throughout a hospital to share patient
data. In so far as it is based on a single moment in time
in the past, descriptive analytics is restricted in its potential
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to inform decision-making. It is helpful, but it may not be
predictive of everything that happens.

On the other hand, diagnostic analytics aims to determine
the reason behind a phenomenon by analyzing the collected
data. Diagnostic analytics could include correlation tech-
niques that find links between clinical variables, treatments,
and drugs. While predictive analytics allows us to determine
what will happen and how likely it will happen, we might
want to know, for example, how likely a patient is to die, how
long they will be in the hospital, or how likely they are to get
an infection. Predictive analytics uses the data’s past values
to give useful information about important events that will
happen in the future. Predictive analytics are in trend/demand
because healthcare professionals believe in evidence-based
systems to predict and avoid adverse effects. In addition,
predictive analytics facilitate early detection, saving lives and
improving patients’ quality of life. Lastly, prescriptive ana-
lytics optimize decisions. They use all available information
to make the best action decision. Predictive analytics help
us evaluate clinical interventions and examine the system’s
usefulness. Furthermore, prescriptive analytics predicts what
will happen and the reasoning behind why it will happen.
Prescriptive analytics helps turn a prediction model into a
decision model.

The availability of healthcare large data offers several
benefits but also poses several significant challenges. The
first of these is interoperability and then privacy and security.
With such a diversified healthcare system, which comprises
continuous data sources and stakeholders such as healthcare
providers, physicians, government agencies, and wearable
technology. It is necessary to implement a centralized data
repository. Maintaining the high level of interoperability
required for efficient information sharing at the right times
is a significant challenge.

The lack of standards in the healthcare field exacerbates
the situation even worse. Patient privacy and safety must be
considered during the interoperability design phase. A lack of
interoperability, for instance, could lead to medical blunders
and put patients at high risk. Having timely access to data is
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also crucial for ensuring patient safety. Patient data should
be shared in real-time in response to a valid request, but care
must be taken to protect patient confidentiality. This adds a
new level of complexity to healthcare administration. One
difficulty with big data in healthcare is quick changes in
actual facts.

Big data in healthcare is an invaluable resource that can
be described by its size, variety, speed, veracity, and value.
Clinical decision support systems use the information in
this data by following a path from descriptive analytics to
predictive analytics to prescriptive analytics.

E. THE NEED OF BIG DATA ANALYTICS IN HEALTHCARE
The number of BDA applications in healthcare is gradually
expanding due to the increasing volume of big data in this
area. Big data in healthcare may arrive from various sources,
including diverse and multi-spectral observations on patients,
such as their demographics, treatment histories, and diagnos-
tic results. Data can be structured (e.g., genotype, phenotype,
or genomics data) or unstructured (e.g., a collection of
observations) (e.g., clinical notes, prescriptions, or medical
imaging). When it comes to implementing data in healthcare,
it is frequently necessary to generate and gather high-quality
real-time data. Decision-makers in the healthcare industry
can take meaningful action due to significant insights gained
from large amounts of information. The enormous rise in
data acquired via EHRSs, registries, or wearable sensors has
brought a big data revolution to the health sector. This huge
available data gives several benefits such as increased quality
of life, disease diagnosis, treatment, and healthcare service
delivery system. Big data generated in healthcare is massive,
heterogeneous, and fast. In addition to non-uniform data, big
data in healthcare requires real-time data analysis. Big data is
evolving rapidly, and healthcare organizations are deploying
technology to keep themselves updated.

According to Hardy Carter [51] and Dimitrov [38], the
demand for big data in healthcare can be classified into
potential advantages, as listed in IV-E. Real-time applications
of big data in healthcare can also be grouped into three sub-
categories, namely: a) improving patient care, b) enhancing
doctors’ experience, and c) reducing organizational efforts.

« Predictive modeling to identify patient-centered condi-
tions

o Early detection and prevention of diseases or medical
conditions

« Extensively research and development to cure diseases

o Promotion and use of Electronic Health Records (EHRs)

« Patient engagement and empowerment through data-
driven insights

o Predictive analytics to identify and mitigate risks for
patients

o Alert generation for instant care

o Health data analysis for strategic planning and resource
allocation

o Fraud reduction and data security enhancement
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FIGURE 10. Big data-driven health organization performance framework.

« Reducing unnecessary hospital visits or emergency
room Vvisits

o Integration of medical imaging and other diagnostic
tools for better healthcare outcomes

o Smart and better staff management

« Continued education and development opportunities for
medical professionals

o Self-harm and suicide prevention using predictive ana-
Iytics and intervention

« Help to develop new inventions

« Reducing administrative and managerial costs through
data-driven decision-making.

The list of potential applications of Big Data Analytics
in healthcare presented above is not exhaustive. However,
it provides a comprehensive overview of some of the most
important applications. Achieving these benefits will enable
big data-driven health organizations to outperform their
peers in their daily operations. Figure 10 depicts the Big
Data-driven health organization performance framework,
which includes sub-health-domains. It is noteworthy that
the successful implementation of big data analytics in
healthcare requires the collaboration of various stakeholders,
including clinicians, data scientists, and policymakers. This
collaboration enables the integration of data from multiple
sources and the development of algorithms that can provide
actionable insights. It is also important to ensure that ethical
considerations are taken into account when using patient
data for research purposes. This can be achieved through
the establishment of clear guidelines and protocols for data
sharing and informed consent [101].

F. OPPORTUNITIES FOR BDA IN HEALTHCARE

As per the discussion in the above section; We prepared
a comprehensive list of possible tasks or Opportunities;
these could be further summarized as per the following four
categories.

We may consider any of the below-mentioned opportuni-
ties as BDA healthcare applications for future application of
this review. BDA can also be used to analyze patient data,
such as symptoms, medical history, and lab results, to help
healthcare providers diagnose more accurately.
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e Medical Diagnosis - Medical Diagnosis can be
multi-modal in nature; such as medical images (X-rays,
MRISs) or clinical raw text, time series, or tabular format
data.

o Community Healthcare - BDA can improve community
healthcare by analyzing population health data, identify-
ing risks and trends, and developing targeted prevention
and intervention programs. BDA can identify high-risk
populations for diseases like diabetes and heart disease
and develop outreach programs to promote healthy
behaviors and prevent disease.

« Hospital Monitoring - BDA may be used to monitor
and enhance hospital operations, including patient
flow, resource allocation, and quality of treatment. For
example, BDA may be used to measure patient wait
times, detect bottlenecks in the treatment process, and
optimize resource allocation to enhance efficiency and
save costs. BDA may also be used to evaluate patient
safety and quality of treatment by assessing patient data,
such as medication mistakes and adverse events.

« Patient Care - BDA may be used to improve patient care
by evaluating patient data, monitoring patient progress,
and delivering individualized treatment suggestions. For
example, BDA can be used to assess patient vital signs,
examine pharmaceutical efficacy, and forecast patient
outcomes. Moreover, BDA may be utilized to create
individualized treatment plans predicated on patient data
and medical history, allowing doctors to give more
precise and efficient care.

G. CHALLENGES OF BDA IN HEALTHCARE

The benefits of big data analytics (BDA) in healthcare are
significant, but implementing BDA poses various challenges.
Our review of relevant literature [25], [32] has identified
three main categories of challenges: data, process, and
management challenges. To help visualize these challenges,
we have created Figure 11. Note that the figure only lists
a few challenges for each category, as the list of potential
challenges is extensive. In this section, we briefly describe
the most commonly reported challenges.

o Data privacy and security: Healthcare data is sen-
sitive and contains personal information that must be
protected to comply with regulations such as HIPAA.
Implementing Big Data in healthcare requires a robust
security infrastructure to protect patient information
from unauthorized access or theft.

o Data quality: The quality of healthcare data [35] is
crucial to ensure accurate analysis and predictions. How-
ever, healthcare data is often incomplete, inaccurate,
or inconsistent due to various factors such as human
error, outdated systems, or inadequate data management
practices.

o Data integration: Healthcare data is often stored
in multiple disparate systems, making it difficult to
integrate and analyze effectively. Integrating data from
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different sources requires a standardized data format and
a robust data integration infrastructure.

o Resource Constraints: Implementing BDA in health-
care requires significant resource investment, including
hardware, software, and personnel. Lack of resources
may hinder the implementation of BDA in healthcare.

« Data governance: Effective healthcare data governance
is crucial to ensure compliance with regulations, main-
tain data quality, and protect patient privacy. This
requires a clear definition of roles and responsibilities,
policies and procedures for data management, and a
framework for data sharing.

« Skills and expertise: Implementing Big Data in health-
care requires skills and expertise in various areas such
as data analytics, data science, machine learning, and
software development. Healthcare organizations may
need to invest in training or hire new talent to build the
necessary capabilities.

o Cost: Implementing Big Data Healthcare can be costly
due to the need for infrastructure, hardware, software,
and human resources. Healthcare organizations may
need to invest significant resources to implement a
robust Big Data infrastructure.

« Resistance to change: Healthcare is a highly regulated
and conservative industry, which can lead to resistance
to change. Implementing Big Data in healthcare requires
a culture shift towards data-driven decision-making and
a willingness to adopt new technologies and practices.

o Ethical considerations: The use of Big Data in
healthcare presents ethical questions, such as the use of
patient data for research or business, the possibility of
discrimination or bias, and the need to tell patients how
their data is being used.

Addressing these challenges requires a strategic approach
that considers the unique characteristics of the healthcare
industry and the specific needs of patients and providers.
By addressing these challenges, Big Data can significantly
impact healthcare, leading to better outcomes, improved
efficiency, and reduced costs [18], [37], [43], [45], [46], [65],
[68], [71]. Each of the above-mentioned challenges could be
defined in a detailed manner but presently we only focus on
security and privacy concerns as discussed in the following
subsection. The list of challenges can not be finalized as
we came across various interchangeable terms. Individual
researchers [55], [57], [58], [64], [68], [80], [127] put their
efforts to list few of them as we have also presented a very
short but effective list of challenges being faced in BDA
healthcare.

H. BIG DATA SECURITY AND PRIVACY IN HEALTHCARE
Security and privacy [60], [61] in the context of big data are
crucial considerations. However, both terms are mistakenly
treated as the same and refer to distinct concepts that are
difficult to differentiate.
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FIGURE 11. Potential classification of BDA challenges in healthcare.

Security is the confidentiality, integrity, and availability
of data while privacy is the appropriate use of user’s infor-
mation. For security, various techniques such as Encryption,
Firewalls, etc. are used to prevent data compromise from
technology or vulnerabilities in an organization’s network.
To maintain privacy organization can’t sell its patients’, and
users’ information to a third party without the user’s prior
consent. Security may provide confidentiality or protect an
enterprise or agency while privacy concerns patient’s right to
safeguard their information from any other parties. Security
offers the ability to be confident that decisions are respected.
While privacy is the ability to decide what information an
individual goes and where to. At last, security focuses on
data protection, while privacy concerns the appropriate use
of user’s information [47], [54], [129].

Security is often defined as the prevention of illegal access,
various definitions also include the preservation of data
integrity and availability, among other things. It is primarily
concerned with protecting data against malicious attempts
and stealing data for financial gain. Although security is
critical for data protection, it is insufficient when securing
personal information. Further, we may have to deal with
the below-mentioned sub-areas for better understanding and
implementation and leave them uncovered as it is out of our
coverage.

« Big data security life cycle [54], [61]

« Technologies in use [130], [131]

Privacy is frequently characterized as protecting sensitive
information, such as personally identifiable health care
information, from being disclosed to unauthorized parties.
In particular, it focuses on the use and control of an
individual’s personal data, including the development of rules
and the establishment of authorization criteria to guarantee
that personal information about patients is gathered, dis-
seminated, and handled appropriately. Below are the main
sub-domains for further exploration and we left this part and
did not shed it as it is out of the domain of study.
« Data protection laws [55], [61]
o Privacy-preserving methods in big data [68], [132]
-- De-identification [18]
-- HybrEx [41], [54]
-- Identity-based anonymization [133]
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V. BIG DATA APPLICATIONS IN HEALTHCARE - ANSWER
TO RQ2

The healthcare industry’s sources of Big Data include hospi-
tal records, patient medical records, test results, and Internet
of Things (IoT) devices. Biomedical research generates Big
Data that is used in public healthcare. By integrating bio-
logical and healthcare data, modern healthcare organizations
can modify medical therapy and even personalize medicine,
as noted by Dash et al. [74]. Healthcare has become a vital
component of people’s lives, resulting in an explosion of
medical big data. Healthcare practitioners are now utilizing
IoT-based wearable technology to expedite diagnosis and
treatment. The Internet has recently connected billions of
sensors, devices, and automobiles [38]. Remote patient
monitoring is one such technique used currently in inpatient
treatment. Despite the benefits of these technologies, they
also raise significant concerns regarding the privacy and
security of data during transit and logging. The delay in
treatment could risk the patient’s life.

A. HEALTH STANDARDS DOCUMENTATIONS

The development of the health platform has taken a
significant amount of time. The Clinical Documentation
Architecture (CDA R1) was first defined in May 2005
[134], and it became the American National Standards
Institute (ANSI) approved HL7 standard [135], [136], which
became the specification for the Reference Information
Model (RIM) [190]. Even while it has been disseminated
worldwide, its implementation is still not as widespread as
it should be. The Continuity of Care Document (CCD) is
an HL7 CDA implementation of the Continuity of Care
Record (CCR). A summary of the patient’s health state,
including issues, drugs, and allergies, is included in the CCR
data set. This summary includes fundamental information
regarding the patient’s care plan, documentation, and health
insurance [62], [137]. Further, from the literature, it is
observed that a recent development and speedy migration
from HL.7 document structure to FHIR. FHIR is a standard for
electronic healthcare data exchange proposed by HL7. FHIR
is HL7’s latest and most popular healthcare data-sharing
standard. It integrates HL7’s v2 and v3 but also offers more
contemporary and flexible interoperability. Further, it uses
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HL7 communications protocols including HL7 Version 2 and
HL7 Version 3, and current web technologies like RESTful
APIs and JSON for organized data exchange. Healthcare
providers, suppliers, standards development groups, and indi-
vidual contributors collaborated on FHIR. HL7 encouraged
conversations, consensus-building, and field testing to ensure
FHIR met stakeholder interoperability needs. Healthcare
community input to provide a more current and adaptable
healthcare interoperability standard [191], [192].

B. MULTIMODAL BIG DATA ANALYTICS

The term “multimodality” refers to the process of utilizing
a wide range of data types along with various modes of
representation. Data in healthcare is multimodal by nature
and it is becoming more multimodal day by day. Emerging
technologies allow people to use different ways to interact
with a system and combine different types of information
simultaneously. Multimodal data with the help of Al tries
to understand and get insights from different types of data
parameters by making connections between them [193].
In fields such as biology, medicine, and health, it can help
analyze connections between different biological processes,
health indicators, and outcomes. It can also be used to create
models for understanding and explaining these relationships
[90], [104], [113].

In the field of high-performance computational sciences
such as big data analytics and processing, multimodality
is relatively a new concept that aims to integrate multiple
data streams in various formats such as text-image-video
and audio to enhance the precision of information extraction
and inference, reduce bias, and generate an overall better
representation of the physical, medical, or societal processes
that are described by the data. Incorporating multimodal into
the processing of multidimensional and multimodal data sets
in mission-critical domains such as health and medicine can
help to design better decision support systems; inherently
better health analytics, improve prediction, diagnosis, risk
factors, and patient follow-ups. These systems are to be used
by health professionals and policymakers.

Multimodal data encompasses information derived from
multiple sources or modalities, which unveil essential
characteristics of real-world domains, including clinical
applications. Currently in the clinical domain, disease
severity or disease diagnosis and mortality prediction-based
machine learning models require multimodal data to achieve
better results than the conventional approaches. Missing
data is commonly reported in multimodal data [86], [113].
As different types of examinations are conducted for
individual patients and missing data may arise due to
mishandling/data corruption errors from several components
such as demographics data collection, lab test data, clinical
notes, etc [113].

Recently, COVID-19 became a reason for adopting a
multimodal approach because from the literature it has been
noticed that COVID-19 data was generated in a multimodal
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nature. This increased the demand for such tools and
techniques to predict, prevent, and manage diseases at a large
scale from a single patient to the whole sample [84], [90].
The extensive use of multimodal approaches also has been
reported in several studies in other areas of bio-medicine
and health, such as chronic disease surveillance, screen-
ing and assessing child mental health, oncology, emotion
detection, ophthalmology, and detecting dementia [138]. The
article by Baltrusaitis et al. [56] provides a comprehensive
review of recent developments in multimodal machine
learning.

MAET — Mask Adherence Estimation Tool, an application-
based study presented by Gupta and Srivastava [104]; MAET
is arobust system to detect the pattern of public mask-wearing
using pre-trained model YOLOVS and integrates YOLOVS
with explainability to help the user understand at an indi-
vidual and aggregate level. One more study [100] presented
applied research for predicting ICU-admission ratio using a
factor graph-based model. Another study [89] presented a
semantic network analysis of pandemic patients’ vaccine text
dataset of Reddit. Zadorozhny et al. [111] suggested a set
of practical evaluations and tasks to consider when selecting
the best Detection of Out-of-Distribution (OOD) samples
for a particular medical dataset. During the pandemic,
users shared their stories, and experiences, and governments
used to convey pre-cautionary messages on social media
channels including but not limited to Reddit, Twitter, and
Facebook. This rich information became a useful source
for researchers to collect and analyze multimodal data.
And Rohan Bhambhoria et.al presented a naive NER-named
entity extraction-based paper for clinical insights on covid-19
Twitter data.

In study [139], authors introduced a Python-based library
known as PyHealth. It is a complete Python healthcare
Al toolkit developed for ML researchers and healthcare
professionals. PyHealth accepts a wide range of healthcare
data, including longitudinal EHRs, continuous signals (ECG,
EEG), and clinical notes (to be added), and supports deep
learning and other advanced machine learning algorithms.
PyHealth has five key benefits. First, predictive health
algorithms such as XGBoost and auto-encoders are included,
as well as current deep learning architectures such as convo-
Iutional and adversarial models. Second, PyHealth has broad
coverage with models for sequence, visual data, physiological
signals, and unstructured text data. Third, PyHealth provides
a consistent API, thorough documentation, and interactive
examples for all methods, making complicated deep learning
models simple to use. Fourth, most PyHealth models have
cross-platform unit testing with continuous integration, code
coverage, and maintainability checks. In addition, PyTorch
supports fast GPU computing for deep learning models,
enabling parallelization in select modules (data preprocess-
ing). The PyHealth library comprises a collection of 30 Al-
based models. For a comprehensive list of these healthcare
Al models available in PyHealth, interested readers are
encouraged to refer to Table-1 in [139].
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In arecent study Joshi et al. [106] state that data sharing and
collaborative model training are promising ways to improve
the quality of healthcare models. However, it is usually
difficult to implement such settings in practice due to data
privacy concerns and relative regulations such as the GDPR
and HIPAA.

Shah et al. [66] presents a tutorial study on big data and
predictive analytics. They presented four major barriers to
useful risk prediction:

« Data quality and heterogeneity

« User trust, transparency, and commercial interests

« Statistical prediction

« Thoughtful identification of risk-sensitive decisions

A significant amount of potential exists for big data and
predictive analytics to promote better and more efficient treat-
ment, and there have been important recent developments,
particularly in the field of image analytics such as below
mentioned sub-domains [66].

¢ Clinical diagnosis and research

« Disease transmission and prevention
o General Healthcare

« Health insurance

« Service delivery system

C. THE CONCEPT OF DATA FUSION IN MULTIMODAL DATA
Data Fusion can be considered a study of data sets from
different sources communicating with each other [33], [95].
Further, this study suggests that data fusion improves the
performance of a particular framework/methodology or
algorithm if considered in data analysis. The concept of
Fusion is generally classified into two types: model-agnostic
approaches and model-based approaches. The latter is further
classified into three sub-types; i) Early ii) Late and iii) Hybrid
followed by the data fusion keyword. Data fusion, which
uses ML and DL techniques to combine data from different
sources, is becoming increasingly important in medicine.
Data fusion is widely used in the research community as
a proper method for multimodal data analysis [86]. Since
the inception of the fusion concept several methods [33],
[56], [96], [137], [161], [193], [194] have been proposed
to deal with the fusion of multiple data types for such we
prepared a comprehensive taxonomy view for fusion handling
techniques as presented in Figure 12.

The integration of multiple sources of data is a challenging
task. However, data fusion’s techniques and levels aim
to provide data integration services for multimodal data
where a single modality does not work. Data fusion is also
challenged by noisy and irrelevant data that could lead to
weak models and degraded performance [95]. Furthermore,
data fusion steps including combining and normalizing
data require high computational power, which is severely
challenging for multi-modalities data fusion [88]. Last but
not least challenge with data fusion is that no ““off the shelf”
technique is available that could always work for any type of
data combination and could not guarantee enhanced results
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compared to a single modality. Nevertheless, algorithms
such as GLRM-generalised low-rank modelling could be
considered to combine different types of data and to develop
better prediction models.

D. CURRENT DIGITAL HEALTHCARE SYSTEM

The term ““digital health” is understood as advanced analytics
based on multi-modal data. It tries to maximize the use of
IoT-based sensors to enable clinicians to access the right
information at the right time. With digital health systems,
there are also ways to collaborate with specialists from across
borders. The implementation of digital healthcare systems
has revolutionized the healthcare industry by automating
routine laboratory work and essential procedures, thereby
enabling clinicians to allocate their time and attention to
critical cases. The integration of Al and DL platforms within
these systems further enhances their capabilities, allowing
them to perform necessary actions and support clinicians in
delivering efficient and effective diagnoses and treatments for
patients. Furthermore, the digital system also helps automate
billing and further documentation work. Last but not least
digital healthcare systems mean providing care to a single
patient while also providing care to thousands of patients all
at the same time [63].

The need and increase in demand for digital/internet-based
healthcare systems is rapidly growing. It is anticipated by
the end of 2050, older people aged around 60 will reach
200 million and 80% [140] of them will be from developing
countries, and for them, a healthcare system is a major
concern.

The authors [137] propose the Tianxial20 digital medical
health system for “‘one-step service” to both patients and
hospitals. The system can rigorously promote the change of
service status between doctors and patients from “‘passive
mode” to “‘proactive mode” and realize online service that
is similar to offline medical treatment scenarios. There are
separate terminals for patients and doctors. Further authors
claim that this system is full-function as well as rich in size
of data and major security concerns are already tackled.

Davide Ferrari et al. [103] presented a review-based
study for data-driven and Al-based clinical practices. They
have thoroughly reviewed a couple of recent studies and
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concluded a list of recurrent research issues including but not
limited to i) Data Imbalance ii) Data Inconsistency iii) Data
Sparsity followed by case three real-time case studies (“My
Smart Age with HIV”, “Covid-19, predicting respiratory
failure” and “Covid—19, predicting oxygen therapy states’’)
to support the challenge list.

In current healthcare innovation, the four P’s concept is
gaining popularity. P4 - Preventive, predictive, personalized
(individually tailored), and participatory; cannot only ensure
people’s lives much better but also save a lot of money
and make healthcare more efficient. This study focused
on age-related disorders and investigated the potential of a
data-driven method to forecast the wellness states of aging
persons, as opposed to the knowledge-driven approach that
depends on easy-to-interpret measures routinely supplied by
clinical specialists. The results show that the data-driven
method is better at making predictions. We also show that
a post hoc inference procedure can be used to explain the
predictive models in a way that makes sense and opens the
door to new kinds of personally tailored and preventative care
[85], [96].

E. BIG DATA AND MDL FOR HEALTHCARE

Analysis of big data by MDL - Machine or Deep Learning
offers considerable benefits in evaluating a large and
complex set of healthcare corpus [70], [141]. However,
before moving further MDL poses several challenges that
need consideration as mentioned above IV-G. One of the
advantages of MDL in healthcare is its flexibility and
scalability compared to traditional bio-statistical methods.
It can be used for various tasks, including risk stratification,
diagnosis and classification, and survival predictions. MDL
can also analyze diverse data types, including demographic
data, laboratory findings, imaging data, and doctors’ free-text
notes, and incorporate them into predictions for disease risk,
diagnosis, prognosis, and appropriate treatments. However,
the application of MDL in healthcare also presents unique
challenges including but not limited to data pre-processing,
model training, and refinement of the system with respect
to the actual clinical problem are crucial. Additionally,
ethical considerations, such as medico-legal implications,
doctors’ understanding of machine/deep learning tools, and
data privacy and security, must be considered [49], [56],
[94], [97]. While reviewing an immense and complicated
set of healthcare corpus, conducting an analysis of big
data using MDL - Machine or Deep Learning offers a
number of advantages that are worth considering [70], [141].
However, before going any further, MDL presents a number
of difficulties that need to be taken into consideration,
as was mentioned above in section IV-G. In comparison to
more conventional approaches to bio-statistics, the flexibility
and scalability of MDL make it an attractive choice for
use in the healthcare industry. It can be utilized for a
variety of purposes, including the stratification of risks, the
diagnosis and classification of conditions, and the forecasting
of survival times. MDL is also capable of analyzing many
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sorts of data, like as demographic information, laboratory
findings, imaging data, and free-text notes written by medical
professionals, and incorporating the results of these analyses
into predictions on disease risk, diagnosis, prognosis, and the
most relevant treatments. However, the application of MDL
in the healthcare industry also presents a number of one-of-a-
kind challenges. These challenges include but are not limited
to, the pre-processing of data, the training of models, and
the refinement of the system in relation to the actual clinical
problem. Additionally, it is necessary to take into account
ethical concerns, such as medico-legal implications, doctors’
understanding of machine learning and deep learning tools,
as well as data privacy and security [49], [56], [94], [97].

F. NATURAL LANGUAGE PROCESSING IN HEALTHCARE
The study [91], proposed a model namely MedCAT — An
open-source toolkit for annotation of medical concepts that
is capable of self-supervise machine-learning algorithm for
concepts extraction using any of the standard concept vocab-
ulary UMLS and/or SNIMED-CT; MedCAT also provides
a customizable information extraction interface. MedCAT
achieved an improved F-score in comparison to the available
benchmark (F1:0.448-0.738 vs 0.429-0.650). Furthermore,
MedCAT is an open-source Named Entity Recognition +
Linking (NER+L) and contextualization library. MedCAT is
based on CogStack [142]; it is an application framework that
extracts data from unstructured data. CogStack ecosystem
integration makes MedCAT easy to deploy in health systems.
The annotation tool, MedCATtrainer [143] lets clinicians
take a glance at, change, and improve the extracted concepts
through a web interface made for training MedCAT informa-
tion extraction pipelines.

The authors in [93] introduce a quick and precise fully
automated way to find COVID-19 in a patient’s chest CT
scan also termed HRCT lung scans. They have introduced
their own set of CT scan images of 48,260 from 282 healthy
people and 15,589 images from 95 people with COVID-19
infections. Also, they have proposed a naive image processing
algorithm to quickly analyze the status of lungs to discard
non-suspicious images from the complete input dataset; this
helps to reduce preprocessing time and minimize the false
detection ratio. Further, this study, combined the ResNet50V2
model with a new feature pyramid network optimized for
classification challenges, allowing the model to explore
images at varying resolutions without losing information on
fine details. They claim that they are the first to evaluate
their naive algorithm on (Xception and ResNet50V2); this
improves classification performance significantly because
COVID-19 infections come in numerous sizes, including
microscopic ones. With single image classification, this
approach resulted in 98.49% precision and in a real-time
system correctly classified 234 out of 245 input images. Few
of the studies from the literature targeting Multimodal data
using NLP are listed in a tabular form 8. Further, from an
applications perspective to resources, we have presented a
summary in Table 8 for NLP in Healthcare.
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TABLE 8. A comprehensive list of literature targeting NLP multimodal data.

Study
and
YOP

Brief Summary

Dataset and Achieved results

Core application area

Future work/gape analysis

[69]

In this study, authors presented an experimental study to
reduce errors while predicting possibilities of “Intravenous
Thrombolytic Therapy” in stroke patients using task-based
electronic medical records with the help of natural lan-
guage processing. In addition to being a major contributor
to global mortality and disability, stroke is also a major
loss on healthcare budgets. The Ischemic strokes account
for 75% to 90% of all strokes. MetaMap, an NLP tool
developed by the National Library of Medicine was used.
Furthermore, the study presents three phases of experi-
ments as follows Phase I: extraction of CUIs from IVT
eligibility criteria Phase II: identification of CUIs from
EMRs Phase I11: a task-specific EMR interface for assess-
ing IVT eligibility criteria Interested readers are suggested
to the referenced study for details.

The dataset was collected from “Ditmanson
Medical Foundation Chiayi Christian Hos-
pital” and was altered to preserve patient
privacy. Their approach detected IVT with
micro-averaged precision, recalls, and F1 val-
ues 0f 0.998, 0.812, and 0.895 and document-
level measures of 1, 0.972, and 0.986. They
concluded that the task-specific interface was
more accurate at assessing IVT eligibility
(91% vs. 80%, p = 0.016) than the present in-
terface. The interfaces almost took statically
the same time in minutes (2.46 min and 1.70
min with p = 0.754).

Predicting the existence of
IVT in Stroke Patients.

Future studies should consider
combining information from
structured data and incorporat-
ing feedback from domain ex-
perts to iteratively optimize the
information’s relevance, en-
abling physicians to improve
acute stroke care.

[144]

In this study, Alsentzer et al. pre-trained and publicly
released various clinically-focused BERT models, some of
which are trained exclusively on the clinical text and others
tweaked over BioBERT. On the contrary, they find strong
evidence that their clinical embeddings outperform both
general domain and BioBERT-specific embeddings on
non-de-ID tasks, and further added that the use of clinical-
note-type specific corpora might generate additional selec-
tive performance improvements. They presented a unique
and valuable work. Authors believe that all clinical NLP
researchers should have access to these embeddings, as
future researchers can achieve more efficient performance
without requiring the massive amounts of computational
resources needed to train models over the MIMIC corpus.

In this study, the MIMIC-III 1.4 version
dataset was considered and 2 million clin-
ical notes were utilized. In comparison to
BioBERT or standard BERT, clinically fine-
tuned BioBERT performs significantly better
on three out of the five tasks (MedNLI, i2b2
2010, and i2b2 2012). Remarkably, clinical
BERT produces an entirely new state of the
art on MedNLlI, with a performance of 82.7%
accuracy, in contrast to the previous state of
the art, which produced 73.5% accuracy.

They intend to demonstrate
that utilization of domain-
specific datasets/corpus in-
creases the model’s perfor-
mance. In short, their appli-
cation is BERT model per-
formance enhancement.

Limitations of this study are:
-Low architecture (computa-
tional power) -MIMIC only
contains critical care unit notes
from one hospital I-e. BIDMC.
Using clinical notes from dif-
ferent and several institutions
would impact performance by
not being biased toward a sin-
gle entity.

[77]

In this study, the authors examine the effectiveness of
novel variants of LSTM, such as AWD-LSTM, on MIMIC-
III discharge notes. Using this model, they conclude that
one can achieve decent results for the proposed hypoth-
esis, such as extracting diagnosis/procedure codes from
clinical notes. The model uses deep learning and natural
language processing techniques to automatically assign
ICD-9 codes to clinical notes. Experiments have shown
that deploying AWD-LSTM would therefore serve as a
benchmark for further research in identifying diagnoses,
procedures, and treatments utilizing a single model all at
once. Additionally, with the automation of medical coding,
it is possible to save time and reduce costs arising from
manual coding errors.

MIMIC-III dataset’s clinical notes were ex-
amined. Authors utilized the state-of-the-art
deep learning algorithm ULMFiT on the pub-
licly available open clinical note dataset Le.
MIMIC I with 1.2M notes to select the top-
10 and top-50 diagnosis and procedure codes.
Their models predicted the top-10 diagnoses
and procedures with 80.3% and 80.5% accu-
racy, and the top 50 ICD-9 codes with 70.7%
and 63.9%.

In this study, authors in-
tended to evaluate their
novel model to allocate
ICD-9 code automatically
to the clinical text to save
cost and time and reduce
human error.

One of the difficulties they en-
countered was a constraint of
resources to support the execu-
tion of high-end activities.

[791

In this study, Si et al. present an analysis based on a
new approach to enhance context extraction from clinical
notes using natural language processing. Then the pro-
posed model was compared to state-of-the-art available
word embedding models such as (Word2Vec GloVe and
fastText).

They utilized four corpus including (i2b2
2010, i2b2 2012, SemEval 2014 & Se-
mEval 2015).Their proposed approach out-
performs in contrast to the state-of-the-
art methods with the results (f1: 90.25%,
93.18%, 80.74%, and 81.65%). Further, they
conclude that utilizing state-of-the-art models
for context extraction seems valuable.

This research aimed to
compare and  contrast
several word embedding
techniques and examine
their performance on four
clinical concept extraction
tasks.

They used a limited set of cor-
pora for comparisons.

G. HEALTH EDUCATION PROMOTION

Health education [27] is gaining importance and is
being considered a crucial topic in healthcare discussions.
A gamification-based health education promotion study
presented by Hsu et al. shortly named it KABAN. The
study focused on the health literacy and knowledge of older
adults through game-based learning. In a study conducted by
pre-trained instructors and based on instructors’ feedback,
KABAN strongly supported the proposed idea that older
adults’ health literacy can be enhanced through effective
gamification learning designs. They discussed the reasoning
behind selecting their age group i.e. elder people because
from the existing studies [105] they found that this age
group of people around the globe are less educated than
the current eras’ young and teenagers. Older people are
motivated and interested in learning more about their health
through a game-based health intervention [83]. In [105], the
authors also talked about how important instructors were to
the success of the study and how their feedback on the design
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of the intervention was helpful. The shortcoming of this study
is the selective age group and selective people from socially
active communities. A good understanding of health will
make it easier for older people to live in a way that is good for
their health, and initiatives such as KABAN can help people
learn about health. The authors of this study look for future
interventions in this area of healthcare.

Healthcare organizations are searching for appropriate
technology that will simplify resources to improve the patient
experience and the organization’s overall performance.
Authors from the studies [16] and [18] suggest that healthcare
can be thought of as a system with three basic parts: the
patient, the provider, and the system. Core medical care
service providers, such as physicians, nurses, technicians, and
hospital administrators, are included in this category. Critical
services that are related to medical care services, such as
medical research and health insurance, as well as recipients
of medical care services, such as patients and the general
public.
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H. BLOCK-CHAIN AND HEALTHCARE

In study [75], authors proposed using blockchain to
secure healthcare large data administration and analy-
sis. Blockchain technology is prohibitively expensive for
most resource-constrained IoT devices destined for smart
cities, necessitating substantial bandwidth and computational
power. Using blockchain with IoT devices presents several
challenges. To address these issues, we present a novel
architecture of modified blockchain models suitable for IoT
devices. Our model’s extra privacy and security features
are based on advanced cryptographic primitives. These
technologies use a blockchain-based network to make IoT
data and transactions more secure and anonymous.

In a recent study [102] authors discussed the potential
challenges associated with personal health records and the
vulnerability of centralized healthcare systems. To secure
the data and solve the existing challenges they proposed a
blockchain-based architecture that allows patients to manage
their health information securely further they claim that their
novel architecture has the capability to handle issues and
provides better privacy and security to patients’ records.
Another study [112] proposed Blockchain-based privacy-
preserving for healthcare data in the cloud. They discussed
the potential benefits of cloud-based electronic healthcare
systems. We also listed several software solutions targeting
cloud-based healthcare in Table 14. Furthermore, blockchain
technology can give structure and security to healthcare data,
as discussed in another study [109], which also examines
the difficulties of implementing such information in a web-
based context. Last but not least this study [99], presented
a comprehensive overview of the benefits of integration
IoT and block-chain in healthcare applications, they claim
their survey will serve as the baseline for future researchers
targeting IoT and Block-chain in healthcare.

I. ELECTRONIC HEALTH RECORD (EHR)

In the current times, EHR electronic health record is
gaining attention in both (public, and private) sectors of
hospitals, clinic, and medical service centers. EHR seems
to be an additional component to deal with by doctors,
physicians, assistants, and other medical staff, etc. Before
EHR, doctors used to write clinical notes, and maintain
records manually [7], [67] and difficulties have been reported
in the literature while using EHR systems by medical
consultants. Researchers have conducted many studies to
highlight how medical consultants’ interactions with EHR
systems may affect patient communication, for example,
using a keyboard, or mouse, and gazing at the computer
[67]. Further, studies have also examined the implications
of EHR use on physician-patient communication and the
possible implications for the quality of health care [28], [30].
One study [28] has claimed that patient-centered interaction
suffers because the physician’s focus is diverted to the
electronic health record (EHR) rather than on the patient.
About half a decade ago, one of the studies was presented [36]
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LAB-IN-A-BOX; a naive framework for tracking activities
during physician-patient interaction (the system was semi-
automatic) and gained attention at that time and authors
claimed that their approach has the potential to uncover
important insights.

Electronic health records contain brief information about
patients that can be followed over time, including the patient’s
medical and medication history, symptoms, complaints, ther-
apy, procedures and tests, final diagnosis, discharge meds,
and treatment notes or referral notes. It provides experts with
a large amount of data as a review or a key to the start in case
a new consultant takes over the case. Data maintenance and
collection for future work on data is a new challenge for data
centers of hospitals as every second a new record is being
inserted. In the domain of healthcare, EHR data plays a vital
role in the development of artificial intelligence, machine
learning, and big data analytical systems. Much work has
been proposed on prediction, analysis, and natural language
inference. Further, it has many open challenges to be tackled.
Some of the open sources of data collection present a wider
scope for future work such as MIMIC — Medical Information
Mart for Intensive Care dataset; The MIMIC database is
the largest Electronic Health Record (EHR) database that is
freely available to the public and may be used to test various
machine learning methods. EHR produces data in two/three
forms such as structured, unstructured, and semi-structured,
such as Lab results, doctor medications, and clinical notes
are examples [42], [77]. Despite these developments, access
to medical data to improve patient care remains a significant
barrier [92].

J. PATIENT CENTRIC HEALTHCARE

After a thorough review, we here mention Patient-Centric
care; it is one of the progressing areas [116], [145] that
is being considered as a novelty solution in combo with
other fields of healthcare such as personalized medicine
solutions or maybe personalized clinical prediction, etc.
Patient-centric solutions have the potential to significantly
improve healthcare outcomes by focusing on the needs
and preferences of individual patients. These solutions can
help forecast disease outbreaks, prevent diseases, improve
patient outcomes, and reduce healthcare costs. By developing
clinical prediction models tailored to patients’ specific needs,
healthcare providers can improve the accuracy of diagnoses
and treatments, ultimately leading to better patient outcomes.
Patient-centric solutions also have the potential to enhance
patient engagement and satisfaction by involving patients in
their own care and providing them with personalized treat-
ment plans [195]. Here we summarized the existing Patient
Centric solution or framework as presented in Table 10.

VI. HEALTHCARE DATASETS, MODELING TOOLS AND
TECHNIQUES - ANSWER TO RQ3

The most reliable and authentic sources of healthcare
data include electronic health records (EHRs), claims and
billing data, health registries and surveillance systems,
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TABLE 9. A summary of NLP in healthcare - from applications to resources.

Levels of NLP Applicatiosn of NLP NLP techniques NLP systems Challenges of NLP NLP resources
-Phonological Analysis | -Information Extraction -Symbolic/Logical -Medical Language Extraction | -Rapid Growth of | -UMLS
Approaches and Encoding System | Incompatible Vocabularies
-Morphological -Information Retrieval (Medlee) in the Healthcare Domain -Systemized Nomenclature
Analysis -Statistical Approaches of Medicine-Clinical
-Question and answering -Clinical ~ Text  Analysis | -Negation and Uncertainty | Terms (SNOMED-CT)
-Lexical Analysis -Connectionist Approach and Knowledge Extraction | in Clinical Texts
-User Interfaces System (Ctakes) -Presence  of  Spelling | -Medical Subject Heading
-Syntactic Analysis -Hybrid Approach Errors
-Document Categorization -Medical Literature Analysis -Logical Observation
-Semantic Analysis and Retrieval System Online Identifier Names and Code
-Machine Translation (Medline)
-Pragmatic Analysis
-Text Summarization -Metamap
-Gene Tuc
-Genia Corpus
TABLE 10. Notable list of patient-centric healthcare frameworks.
Reference| Framework Data Key Application
[24] A patient-centric personal- | EMR- Electronic Medical | This work establishes the basis for a personalized healthcare approach utilizing Big Data, focusing
ized healthcare framework Records on improving patient-centered outcomes, achieving meaningful use, and reducing hospital re-
admissions. The practicality of this approach is demonstrated through data-driven applications.

[26] A framework for u- | motion data and vital signs | Key application of this study is a personalized healthcare system based on vital sign processing.

healthcare system data

[31] BDCaM-Context  aware | Physiological data such as | This study introduces a cloud-based big data framework aimed at improving personalized patient

cloud-based framework for | BP and HR care through context-aware monitoring. By leveraging the power of big data, this framework aims
personalized patient car to enhance patient outcomes and reduce the risk of hospital readmissions.

[28] PCP - Primary Care | EHR This study proposed a novel model; PCP - Primary Care Provider. The experiments were conducted

Provider on a small population and results concluded that those participants gain more attention from PCPs
when PCPs focused on the EHR. Further, they added, that how healthcare providers interact with
electronic health records (EHRs) during medical encounters can impact patient-centered communi-
cation.

[73] N/A N/A In this study authors present a review of the evolution of data-driven methods that offer the possibility
to address Precision Medicine.

[145] N/A EHR This study proposed meta-algorithm modeling solution for Patient-Centric applications. Further, this
study evaluates applied data science techniques to Patient-Centric applications.

[195] PCA Framework for EHR EHR This study utilizes blockchain technology, with a primary focus on patient-centricity, involving the
implementation of pre-transaction signature verification mechanisms. As per the author’s conclusion,
these mechanisms play a crucial role in facilitating the execution of smart contracts pertaining to
electronic medical data.

[196] PCH EMR This study proposes the Patient-Centric Healthcare architecture (PCH), a safe and efficient Block-
chain, Cloud, and IoT architecture for healthcare system interoperability.

[146] N/A N/A The authors in this study conduct a comprehensive review to explain how academic research could
be integrated into business intelligence solutions for patient-centric applications. They reviewed
the period between 2000-2016 and concluded that business intelligence applications that include
patient-centredness have grown since 2010 and focus on organization, humanism, and patient-centric
conditions.

[147] Blockchain-based Novel | N/A A Block-chain, a decentralized technology, has the potential to address many of the issues associated

Architectural Patient- with traditional electronic health records (EHRs). And authors in this article proposed a novel patient-

Centric Framework centric blockchain-based EHR decentralized healthcare management system to solve existing issues.

health surveys, and wearable devices and remote monitoring.
These sources provide valuable insights into patient health
information, healthcare utilization, and population-level data.
In terms of modeling tools, techniques, and commercial
solutions in big data analytics for healthcare, machine
learning and predictive modeling, NLP, data visualization
and dashboards, and commercial analytics platforms are
commonly used. These approaches enable the analysis of
healthcare data, prediction of patient outcomes, extraction
of information from unstructured data, and presentation of
data in a user-friendly format. To address data governance
and ethical considerations, strategies such as ensuring data
privacy and security, obtaining informed consent, mitigating
biases, and implementing ethical review and oversight
processes are essential. In this section, we will discuss
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modelling tools and techniques, datasets, and solutions used
in healthcare within the context of big data.

A. MODELING TOOLS AND TECHNIQUES
Every year, hundreds of prediction models [81], [101] are
published in scientific publications, many of which use
datasets too small for the total number of participants or
events. Riley et al. [98] addressed in their study to propose
a new methodology for sample size calculations for new
experiments. In this article, the authors demonstrate how to
calculate the sample size needed to build a clinical prediction
model. There have been several studies in the past that used
various modelling techniques in the domain of healthcare.
Jayanthi et al. [52] conducted a comprehensive survey
of predictive modelling tools for diabetes prediction, which
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we have summarized as general healthcare predictive tools
collection and prepared a Table 11 after going through several
studies such as in this study [110], authors used MTL RNN
model for predictive modelling and found that the multitask
models using MTL and RNNs outperformed single-task
models in terms of individual-level predictions. Another
study [77] used NN as predictive modelling for the top 10%
of the diagnosis from the raw clinical text dataset. This study
[148] employed a genetic algorithm to schedule the medical
treatments using LSWT-GA which adopts a survival analysis
strategy using heuristic knowledge to predict the effective
schedule. Study [89] presents a detailed discussion on the
mental health impacts of COVID-19 using Reddit Dataset
by modelling NLP and computing technologies. The table is
structured as a predictive method type and the name of the
particular method.

In Table 12, we provide a comprehensive overview of
frequently utilized big data technologies. Nevertheless, it is
crucial to acknowledge that the primary objective of the
table is to furnish a concise depiction of each item along
with their respective benefits. The further detailed analysis
and investigation of comparisons between these tools in
terms of core services, architectural level, and outcomes have
not been addressed in our review, however, we provide a
concise description and key factors of each tool and their
official source. Additionally, we would like to strengthen
more on big data tools and techniques by summarizing them
into multiple categories such as i) Distributed Computing
Frameworks, such as Apache Spark and Hadoop, and
ii) Streaming platforms, like Apache Kafka. iii) Machine
Learning libraries, like Apache Mahout and TensorFlow
provide algorithms and tools for training models, and
predictive performance used for data-driven decisions. iv)
Data visualization tools such as Tableau and Power BI
help to present complex data in an easily understandable
format. and v) No SQL databases, MongoDB, and Casandra
are powerful and commonly useful tools for storing and
managing unstructured and semi-structured data. By utilizing
widely used big data tools and technologies, companies
and researchers/academic practitioners could harness the full
potential of these mentioned tools to get useful insights
that facilitate the user requirements and scientific reasoning
respectively.

The Multitask Learning (MTL) model is proposed to
estimate bladder pressure with the assistance of time series
data in this paper [110]. When it comes to modeling
population-level time series data, MTL may be able to
achieve a higher level of accuracy than ordinary neural
networks. Taking advantage of the many types of data that are
present in the population, can be accomplished by separating
the prediction process for each individual participant in the
population into their own individual task. They employ this
innovative technology to forecast bladder pressure and then
bladder contractions based on an external urethral sphincter
electrocardiograph (EUS EMG) signal. The EUS EMG
measures the muscle that controls the urethral sphincter.
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TABLE 11. List of most repetitive predictive modelling tools in healthcare.

Predictive Name of Method
Method Type
Artificial
intelligence e Neural networks
models e Genetic algorithm
(These  models e Principal component analysis
are relatively o Fuzzy logic
new and are o Nearest neighbor pairing
widely used) o Rule induction
e Simulated annealing
e Conjugate gradient
o Computing Methodologies
Statistical

models  (These Fuzzy logic
methods  rely Linear regression
heavily on past Logistic regression
data) Anova

Time series

Trees
Non-linear regression
Survival analysis

They came to the conclusion that the multitasking models
are superior to the single-tasking models when it comes to
making predictions about individuals. The MTL RNN model
performed significantly better than the other models when it
came to predicting intra- and inter-individual differences in
bladder contraction.

The healthcare industry has become a promising area for
data mining and machine learning due to the availability of
large volumes of data. However, the lack of publicly available
benchmark datasets poses a significant challenge in quanti-
fying progress in machine learning for healthcare research.
This issue has led to the development of various initiatives
to facilitate the sharing and access to healthcare data, such
as the Medical Information Mart for Intensive Care (MIMIC)
and the National Institutes of Health (NIH) National Library
of Medicine’s open-access database, PubMed Central (PMC).
To solve this issue, Harutyunyan et al. [155] present four
clinical prediction standards based on the “MIMIC-III
database’ . These include predicting death, length of stay, rec-
ognizing physiologic decline, and phenotype classification.

Applications in clinical healthcare, natural language pro-
cessing, speech recognition, and computer vision can all
benefit from deep learning models (also known as deep neural
networks). Few studies have compared the performance of
deep learning models with current machine learning models
and prognostic scoring systems using publicly available
healthcare datasets. This is because few studies have used
deep learning models. When it comes to determining
mortality, length of stay, and ICD-9 code group, the author
of this study [156] investigates how well Deep Learning
models, ensembles of machine learning models (the Super
Learner approach), SAPS II and SOFA scores perform. The
MIMIC-III (v1.4) dataset, which is available to the public,
was used for the benchmarking tasks. This dataset includes
all of the patients who were hospitalized in an intensive care
unit at Beth Israel Deaconess Medical Center between the
years 2001 and 2012. Overall, deep learning models perform
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TABLE 12. A comprehensive list of commonly employed big data analytics tools.

Tool

Description

Advantages

Link

Apache Hadoop

An open-source software framework that utilizes
clustered file systems to handle big data using the
MapReduce programming model.

Quick access to data due to the Hadoop Distributed
File (HDFS) System. Highly scalable and cost-
effective.

http://hadoop.apache.org/

Apache Spark

Apache Spark is an open-source, powerful data
processing and analytics engine. Spark provides an
interface for complete programming clusters with
implicit data parallelism and fault tolerance and for
interacting with other Spark components.

Quicker batch and stream processing. Ease of trans-
formations. High compatibility with various tools.

http://spark.apache.org/

Apache Storm

An open-source data computation system with real-
time computation abilities.

- Can be used with numerous programming lan-
guages. - Simple implementation - Consistent at
scalability. - Fault-tolerant.

http://storm.apache.org/

Apache Kafka

An open-source distributed real-time data stream-
ing platform designed to handle high throughput
and is fault-tolerant. Kafka is

- Distributed Architecture - Fault tolerance - Easily
integrable - Highly reliable

https://kafka.apache.org/

Apache Mahout

An open-source project used for the implementa-
tion of scalable machine learning algorithms such
as classification, clustering, etc.

It is compatible with Hadoop libraries to effectively
scale the cluster. - Provides ready-to-use frame-
works for data analysis on big data sets. - Analyzes

http://mahout.apache.org/

big data sets faster and more effectively.

better than any other strategy, particularly when utilizing
‘raw’ clinical time series data as input attributes.

B. BIG DATA DATASETS

Obtaining authentic and recent datasets is a critical task in
the healthcare domain. In the literature, we reviewed several
challenges regarding the datasets such as few challenges
are listed below. While these listed challenges are very few
among the open challenges for releasing a safe and reliable
dataset.

« Dataset authentic source

« Dataset access and availability

o Dataset quality and completeness

o Dataset bias

o Dataset guides

o Dataset formats availability

« Dataset privacy and security

« Dataset volume and scalability

« Dataset heterogeneity

To address these challenges, we compiled a list of authentic
sources (to the best of our knowledge) that list healthcare
domain data, which can be found in Table 13. While there
are numerous data sources available, we have focused on the
most frequent and vital datasets that have been reported in the
literature. These listed authentic sources also adhere to rules
and regulations guided by HIPAA [106].

After conducting an extensive review of the literature [27],
[35], [63], [101], [105], we have found that there has been
an increasing focus on exploring the healthcare domain in
the areas of system infrastructure and operation, quality of
healthcare data, digital health education, and medical image
analysis. These areas have emerged as key categories where
most of the healthcare datasets can be classified, and they
represent important research areas for the development and
implementation of Al, ML, and DL in healthcare.

C. CURRENT BIG DATA ANALYTICS HEALTHCARE
SOLUTIONS

In the age of digitization, the volume of data and research
publications is growing at an unprecedented rate. Conse-
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quently, new big data analytics solutions are being proposed
almost every day [74], [82]. In this subsection, we present
a table of current solutions from the literature to shed light
on recent developments. Table 14 provides a list of current
healthcare solutions deployed on a large and medium scale
[53], with a focus on AI, ML, DL, and NLP-based solutions
relevant to the application areas we discussed. Although
many other solutions exist, we have customized the list to fit
our specific domain.

D. THE BIG DATA ADVANTAGE IN HEALTHCARE - USE
CASES

With the digitization of Electronic Medical Records (EMR),
Electronic Health Records (EHR), medical imaging, labo-
ratory results, insurance data, and prescriptions, healthcare
has generated a massive amount of data known as Big Data.
Analysis of this Big Data can potentially improve the quality
of medical and healthcare services by providing meaningful
insights that help in informed decision-making, disease
surveillance, and other healthcare and medical services.
This can benefit patients, physicians, healthcare organiza-
tions, pharmaceutical companies, policymakers, and other
stakeholders. Big Data applications can include individual
and population health surveillance, predicting health issues,
calculating medical complications and risks associated with
a patient, analyzing suitable treatments, and evaluating the
effectiveness of current treatment strategies [149]. Big Data
can inform patients about their current and future health
states, empowering them to make better-informed decisions.
Integrating Big Data and healthcare makes it possible to
scale the quality and accountability of health services, which
offers numerous benefits, including improving the accuracy,
timeliness, and effectiveness of healthcare services [150]. The
benefits of using big data in healthcare are numerous and
significant. One of the most important benefits is improved
patient outcomes. With the ability to collect and analyze vast
amounts of patient data, healthcare providers can identify
patterns and trends in patient care and adjust treatment plans
accordingly. This can result in more accurate diagnoses,
better treatment outcomes, and improved patient satisfaction.
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TABLE 13. A comprehensive list of healthcare dataset sources from existing literature and other resources.

Category Datasets Source Link
General Category
o HealthData o https://healthdata.gov
o Big Cities Health Inventory Data Platform o https://bigcitieshealthdata.org
e Chronic Disease Data e https://www.cdc.gov
o Human Mortality Database o https://mortality.org
o Mental Disorders Datasets o https://ourworldindata.org/mental-health [157]
o MHealth Dataset o https://www.mhealthgroup.org/datasets.html
e Medicare Provider Utilization and Payment https://archive.ics.uci.edu/ml/datasetss MHEALTH/
Data o https://data.cms.gov

LASA-Life Science Database Archive
e WHO datasets

o https://www.nasa.gov
o https://www.who.int/data/sets

Electronic Health
Records (EHRs)

MIMIC-IIT

eICU Collaborative Research Database
PhysioNet Archive (lists many EHR datasets)
Optum EHR

NHS Digital

https://mimic.mit.edu/ and [42]
https://eicu-crd.mit.edu/ and [158]
https://physionet.org/

[159]

https://digital.nhs.uk/

Medical Imaging

o ImageCLEF o https://www.imageclef.org/
o RSNA Pneumonia Detection Dataset o https://www.rsna.org/education/
o ChestX-ray8 o https://arxiv.org/abs/1705.02315
e Open Access Series of Imaging Studies (OA- o https://www.oasis-brains.org/
SIS) o Not available
o OpenfMRI o https://adni.loni.usc.edu
o Alzheimer’s Disease Neuroimaging Initiative
(ADNI)
Genomics
o The Cancer Genome Atlas (TCGA) o https://www.cancer.gov/ccg/research/
o The Human Genome Project genome-sequencing/tcga/
e 1000 Genomes Project o https://www.genome.gov/human-genome-project
o GEO Datasets o https://www.broadinstitute.org/projects/1000-genomes
o https://www.ncbi.nlm.nih.gov/gds
Pharmaceuticals
e DrugBank o https://go.drugbank.com/
o ChEMBL or ChEMBLdb o https://www.ebi.ac.uk/chembl/
e PubChem o https://pubchem.ncbi.nlm.nih.gov

Mobile  Health

(mHealth) e Activity Recognition from Single Chest- o https://archive.ics.uci.edu/ml/datasets/
Mounted Accelerometer o https://archive.ics.uci.edu/ml/datasets
o UCI Smartwatch and Smartphone-Based Activ-
ity Recognition Dataset
Social Media
o Twitter Health Surveillance Dataset o https://github.com/DataTalks-ML/
o Reddit Health Dataset Twitter-Health-Surveillance
e 12b2 Obesity Challenge Dataset e [197]
o https://www.i2b2.org/NLP/Obesity
Cancer
o SEER cancer incidence o https://seer.cancer.gov/
o BROAD Institute Cancer Program Datasets o https://www.broadinstitute.org/datasets
o CT Medical Images e Multiple sources
COVID-19
e COVID-19 Open Research Dataset o https://innovation.mit.edu/cord19/
e COVID-19 Radiology Dataset e Multiple sources
Hospital
o Medicare Hospital Quality o https://www.cms.gov/Medicare/
o Healthcare Cost and Utilization Project Quality-Initiatives- Patient- Assessment- Instruments/
(HCUP) HospitalQualityInits
o https://www.ahrq.gov/data/hcup/index.html
Multimodal

e "The Cancer Genome Atlas Program" (TCGA)
- Genomics and Imaging

o https://www.cancer.gov/ccg/research/
genome-sequencing/tcga
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TABLE 14. A comprehensive list of current healthcare big data analytics deployed solutions.

Healthcare Deployed
Solution

Key Application

Source Link

AICURE

AiCure is a New York-based artificial startup company funded by venture capitalists and the National
Institutes of Health. It improves clinical trials and medication adherence with the help of machine
learning and computer vision. Their tagline is “see, hear, and understand" to know how patients
respond to treatment.

https://aicure.com/

Roam Analytics

Roam Analytics combines Al and machine learning to evaluate patient data and deliver real-time
insights to healthcare providers. This Silicon Valley business is building healthcare software using a
lot of data. It can be integrated into EHRs and other healthcare data sources to provide a complete
patient health history. Data analytics should tailor patient care and improve healthcare quality.

https://roamanalytics.com/

DrChrono

DrChrono, a cloud-based EHR platform for medical offices, manages patient data, billing, and clini-
cal workflows. Al and machine learning algorithms manage appointment reminders and prescription
refills and deliver tailored healthcare advice on the platform.

https://www.drchrono.com/

Fathom Health

Fathom Health uses Al to detect medical claims fraud and inaccuracies. Machine learning aids health
insurers in patient care and cost considerations. Their platform analyzes healthcare data to find cost
savings and high-quality care.

https://www.fathomhealth.com/

QVENTUS

Qventus provides a predictive platform specifically designed for hospitals. By analyzing data and
using predictive analysis, the platform provides insights that allow hospitals to take proactive
measures to manage patient flow more efficiently and optimize resource allocation.

https://qventus.com/

Clinic On Go

Manages patient information and appointments

http://www.merlinoapps.com/

Doctor Buddy It a one-in-all application that manages and stores both patient’s health and medical records https://docbuddy.com/
HealthTouch Records and tracks key health statistics https://healthtouch.net/
PlushCare With PlushCare, you can get prescriptions and treatment for various ongoing and non-emergency | https:/plushcare.com/

conditions. Choose an appointment time, plug-in any insurance information, and get connected to a
doctor

Doctor on Demand

Doctor on Demand service aims to serve patients on demand.

https://doctorondemand.com/

Isabel

A clinical decision support tool that provides healthcare professionals access to an online system that
assists them to make an accurate diagnosis quickly. It consists of over 6000 diseases and conditions

https://www.isabelhealthcare.com/

Medisafe Meds Provides constant tracking of your health progress regarding adding medications, getting reminders | https://www.mymedisafe.com/
for taking and receiving pills
AmWell The app analytics company App Annie has recently named AmWell - American Well as the world’s | https://patients.amwell.com/
most popular consumer telehealth app. It connects the patients and doctors by way of a remote
connection
Practo A comprehensive health application for scheduling doctor visits at clinics and hospitals, ordering | https://www.practo.com/
medications, setting medication reminders, consulting doctors online, managing digital health data,
and reading health recommendations
Portea Assists patients in obtaining consultation and treatment from specialists/physicians. Additionally, it | https://www.portea.com/
enables the delivery of medications online and the acquisition of medical opinions with hospital-
quality nursing care at home
Livongo A digital health platform that helps manage chronic conditions such as diabetes https://www.livongo.com/
Proteus Digital Health Develops ingestible sensors and digital health tools for medication management https://www.labcenter.com/
Zocdoc An online platform that allows patients to find and book appointments with healthcare providers https://www.zocdoc.com/
Babylon Health Health Provides Al-powered healthcare chatbots and telemedicine services https://www.babylonhealth.com/
Suki. Al Voice-enabled digital assistant for physicians to simplify clinical documentation https://www.suki.ai/
2nd.MD Offers second opinion consultations with top medical specialists https://www.2nd.md/
Biofourmis Develops Al-powered wearable devices to monitor and manage chronic conditions https://www.biofourmis.com/
Health Catalyst Provides healthcare analytics and data warehousing solutions to improve patient outcomes https://www.healthcatalyst.com/
Verily Uses data analytics and machine learning to develop healthcare solutions and clinical research https://verily.com/
PathAl Uses Al to analyze medical images and improve diagnostic accuracy for diseases such as cancer https://www.pathai.com/
Komodo Health Provides real-time insights and analytics for healthcare organizations to improve patient care https://www.komodohealth.com/
AITIA Uses machine learning to analyze patient data and develop personalized treatment plans https://www.aitiabio.com/
Doc.ai A decentralized Al platform for personalized health insights https://doc.ai/
Augmedix Provides virtual medical scribe services to help physicians with clinical documentation https://augmedix.com/
K Health Provides Al-powered symptom checker and telemedicine services https://www.health.com/
Buoy Health Provides an Al-powered digital health assistant for personalized health advice and triage https://www.buoyhealth.com/
Aiva Health Provides voice-powered patient engagement and remote monitoring solutions https://www.aivahealth.com/
HealthTensor Uses Al to automate medical documentation and improve clinical decision-making https://withregard.com/
Eko Health Develops Al-powered digital stethoscopes and ECG devices for remote patient monitoring https://www.ekohealth.com/

Philips Healthcare

provides various healthcare technologies and services, including medical imaging, patient monitor-
ing, and telehealth solutions.

https://www.patientcare.philips.com/

Veeva Systems

Provides cloud-based software solutions for the life sciences industry, including CRM, content
management, and data analytics tools.

https://www.veeva.com/cn/

Siemens Healthineers

Develops and provides medical imaging and laboratory diagnostics equipment and healthcare IT
solutions for hospitals and healthcare organizations.

https://www.siemens-healthineers.com/

NextGen Healthcare

Develops and provides EHR and practice management software for healthcare providers and popu-
lation health and analytics tools.

https://www.nextgen.com/

Epic Systems

Provider of EHR and clinical management software systems for hospitals and healthcare organiza-
tions.

https://www.epic.com/

Athenahealth Offers a suite of cloud-based software and services for medical practices, including EHR, practice | https://www.athenahealth.com/
management, and patient engagement tools.

GE Healthcare offers various healthcare technologies and services, including medical imaging, monitoring and | https://www.gehealthcare.com/
diagnostic equipment, and data analytics solutions.

Allscripts Provider of electronic health record (EHR) technology and practice management software for | https://www.allscripts.com/
healthcare organizations.

Cerner Develops and provides health information technology solutions, including EHR systems, for health- | https://www.cerner.com/

care providers and patients.
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Some of the most common use cases for big data in healthcare
include,

o Reducing healthcare cost

« Reducing hospital re-admissions

o Optimized workforce and workflows

« Real-time alerting

« Analysing Electronic Health Records (EHRs)
« Control data for public health research

« Efficient medical practices

« Efficient strategic planning

« Improving safety practices

« Better patient engagement

« Preventing unnecessary hospital and ER visits

One of the health systems tried various technologies
with various vendors to reduce their debt and accurately
predict the propensity to pay [151]. Healthcare.Al is one
of the prominent solutions that provide a range of services
for healthcare systems. These services include prediction
models for previous payment behavior, payment balance,
credit scores, and previous interactions, among others. Unlike
other companies that rely on a single feature, Healthcare. Al
offers a multi-faceted approach, enabling better analysis of
healthcare data. The system has been found to be effective in
increasing revenue, with one anonymous company achieving
revenue of $2M after implementing Healthcare.Al. There are
several success stories associated with Healthcare.Al, making
it a smart and reliable artificial intelligence-based healthcare
system. Relevant use cases and success stories have been
documented in the literature [152], [153].

1) $2M revenue increase with healthcare. Al multi-feature
predictive model

2) Better strategic planning with Healthcare.Al

3) Improved resource optimization

4) Early detection of acute myocardial infarction (AMI)
mortality

5) Use of digital tools boosting the efficiency of African
healthcare systems

6) Al helping to identify preventable health emer-
gency [154]

The utilization of big data has the potential to transform
the healthcare industry and create new opportunities for
healthcare providers to improve patient outcomes, optimize
operations, and reduce costs. Based on the research con-
ducted by Groves et al. [40], it can be concluded that big data
has opened up new pathways in healthcare, namely: i) Right
Living, ii) Right Care, iii) Right Provider, iv) Right Value, and
v) Right Innovation. These pathways represent a plethora of
use cases that can be achieved through the application of big
data. The emergence of these pathways demonstrates that big
data is not just a buzzword, but rather a critical component in
the advancement of healthcare.

VII. OPEN RESEARCH CHALLENGES - ANSWER TO RQ4
This section presents an overview of existing research
gaps from a comprehensive standpoint, intending to provide
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future researchers with a valuable starting point for new
investigations. Additionally, our objective is to elucidate the
open research challenges that have emerged in recent years,
with a focus on addressing the necessary solutions for the
progression of healthcare.

A. MULTIMODALITY IN HEALTHCARE

Since the emergence of various types of data, the concept
of multimodality has garnered significant attention [160].
Multimodal data offers a complementary and comprehensive
source of information that cannot be adequately captured by a
single modality alone. The utilization of multiple modalities
has shown promising results in tasks such as natural language
understanding, computer vision, audio processing, sentiment
analysis, machine translation, and more [161]. The fusion
of diverse modalities holds the potential for improved
performance, robustness, and contextual understanding in
numerous applications, including healthcare, multimedia
analysis, autonomous driving, virtual reality, and human-
computer interaction.

While the concept of multimodality has been explored
from various perspectives, the application of multimodal
approaches specifically within the healthcare domain [96],
[138] is an important area for future research. In particular,
addressing multimodality and multitasking, along with han-
dling the challenges associated with Multimodal Imbalance
data, requires attention. It is worth highlighting the issue
of imbalanced data [162] within the realm of multimodal
healthcare, as it remains a task that lacks standardized
implementation. Additionally, ethical considerations rep-
resent another crucial aspect underlying every healthcare
application or solution, warranting further exploration as part
of the open research challenges in this field.

B. DATA MINING IN HEALTHCARE
One promising area as an open challenge in Healthcare
is Data Mining. Data mining is a potentially fruitful topic
that remains fraught with difficulties in the healthcare realm
[107], [163]. Integrating and analyzing data from several
disparate sources is a substantial obstacle in the field of
healthcare data mining as we discussed in the multimodality
challenge. The creation of scalable and effective algorithms
for the processing of large-scale healthcare datasets is another
barrier that must be overcome. The amount, velocity, and
diversity of data in the healthcare industry are all continuing
to expand at a rapid rate, which creates issues for processing
and scalability. In order to effectively process and evaluate
healthcare data in a timely way, data mining algorithms need
to be able to effectively manage large amounts of data and
make use of distributed and parallel computing frameworks.
Authors in their studies [164], [165] identified issues
including assessing diagnostic and treatment record simi-
larity in the domain of data mining. They [164] emphasize
the need for similarity metrics to examine diagnostic and
therapeutic data. This entails assessing data type, granularity,
and patient record features. Next, they extract typical
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diagnostic and treatment patterns from EMRs. The authors
explain how to extract patterns from clustering findings.
Clustering analysis helps find common patterns and trends
in patients’ diagnostic records. They also extract common
treatment patterns from clustering data to identify recurring
treatment techniques. The next step is forecasting typical
diagnostic patterns. Data mining and prediction models
are used to forecast diagnostic trends based on patient
data. Healthcare providers can forecast patient diagnoses
using past data and patterns. Additionally, they evaluate
and prescribe usual therapy regimens. Using usual patterns,
the authors evaluate the effectiveness and appropriateness
of different treatment strategies. They also investigate the
possibility of prescribing treatment strategies to doctors based
on patient features and historical data.

Another important difficulty in the field of healthcare
data mining involves the interpretability and explainability
of the models [166], [167]. It is necessary to have models
that are both transparent and interpretable in order to make
important decisions in healthcare. These models must also
be able to give explanations that are easy to grasp for any
forecasts or recommendations they make. Increasing trust in
the healthcare system, lowering barriers to clinical adoption,
and enhancing decision-making are all possible outcomes of
developing interpretable data mining models.

C. PRECISION MEDICINE

Precision medicine also known as personalized medicine as
we discussed in subsection V-J (patient-centric healthcare
application), precision medicine has been recorded as an open
challenge for more than a century [168]. Precision medicine’s
fundamental principle involves customizing healthcare inter-
ventions based on an individual’s genetic, behavioral, and
environmental characteristics is not new, but it remains a
problem and an ongoing study subject.

The 2015 US Precision Medicine Initiative [169] popular-
ized “precision medicine”. This effort promoted precision
medicine via research, technology, and data exchange. Since
then, genetics and other aspects of healthcare have been better
understood.

Precision medicine further can be understood as an
application of computational predictive modelling as defined
in Table 11 where researchers aim to develop a predictive
software for medicine such as in [170], authors put their
efforts for prediction for COVID-19 medicine on BRICS
countries as a case study using deep learning. However,
practical precision medicine implementation remains diffi-
cult. This has numerous causes such as we summarized in
the studies [171], [172], [173], [174]:

« Precision medicine requires the integration and analysis
of genetic, clinical, lifestyle, and environmental data.
Integrating and harmonizing numerous data sources and
building effective analytical procedures to gain insights
are difficult.
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o Understanding the genetics of illnesses and treatment
response has advanced, but applying these discoveries to
clinical practice is difficult. Validation, standardization,
and standards for genetic and molecular interpretation
and clinical use are needed.

o Precision medicine uses personal and genetic data.
Ensuring patient privacy, and informed permission, and
resolving ethical and legal data sharing and usage
problems are crucial.

o Implementing precision medicine across varied popu-
lations and healthcare settings raises concerns about
access, cost, and healthcare inequities.

o Healthcare practitioners need the right skills to incor-
porate precision medicine into clinical practice. Train-
ing programs and educational activities must educate
healthcare practitioners about sophisticated technology
and individualized methods.

Precision medicine has immense potential to improve
healthcare, but it takes research, cooperation, and innovation
to make it widely available. The discipline is evolving
to overcome these limitations and fully utilize precision
medicine to improve patient outcomes.

D. ETHICAL CONSIDERATIONS AND BIAS MITIGATION
The analysis of multimodal healthcare data raises ethical
concerns, particularly in relation to bias and discrimination.
Biases can arise due to unbalanced data, under-representation
of certain data categories, and biases introduced during data
collection and labeling processes. Consequently, it is crucial
for researchers to proactively address these ethical concerns
and develop tools that can detect and mitigate biases in
multimodal healthcare analytics, thereby promoting fair and
equitable outcomes.

To ensure the integrity and fairness of multimodal health-
care data analysis, researchers must focus on several key
areas. Firstly, it is essential to employ robust methodologies
to identify biases present in the data, critically evaluating
the data collection process and implementing appropriate
measures to address and mitigate biases. Additionally,
researchers should strive for transparency and explainability
in their analyses, documenting data sources, preprocessing
techniques, and modelling decisions, and providing clear
explanations for the outputs of algorithms. By prioritizing
ethical considerations and employing bias detection and
mitigation techniques, researchers can contribute to the
development of unbiased multimodal healthcare analytics,
fostering trust and promoting equitable outcomes for all
individuals involved.

E. LIMITATION OF PRE-TRAINED MODELS FOR
MULTIMODAL HEALTHCARE

The adoption of NLP applications across various tech-
nological domains has witnessed significant growth, and
the emergence of pre-trained models for healthcare [175]
represents a recent and highly trending topic within the
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TABLE 15. A comprehensive list of pre-trained models for healthcare.

Pre-Trained Key Application Reference
Model
BioBERT: A pre-trained biomedical language repre- [144], [177]
sentation model based on the BERT archi-
tecture, designed to understand and process
text data in the biomedical domain, such as
electronic health records, medical literature,
and clinical notes.
MIMIC- A pre-trained model for chest X-ray analy- [178]
CXR: sis, trained on a large dataset from the Med-

ical Information Mart for Intensive Care
(MIMIC) database, allowing for the detec-
tion of abnormalities and diseases.

X-Net A pre-trained deep learning model focused
on chest X-ray interpretation but more
specifically designed to detect common tho-
racic diseases. X-Net is specifically de-
signed for small data. It is not just a model
but is also considered as an architecture on
which several other applications are being
developed.

U-Net: U-Net is one of many popular pre-trained [181]
models for semantic segmentation, partic-
ularly in medical imaging applications like
identifying and segmenting organs, tumors,
or lesions.

Visual Question Answering in the Medical [182]
domain (VQA-Med) is a pre-trained model
that combines visual and textual informa-
tion to answer questions related to med-
ical images. It has been also applied in
healthcare for tasks like answering clinical
questions based on radio-logical or histo-
pathology images.

[179], [180]

VQA-Med:

healthcare sector. The concept of pre-trained or internet-
trained models is derived from transfer learning [176].
While several pre-trained models have been developed
for either text or image-based data, there is a noticeable
absence of pre-trained models that cater specifically to the
current needs of multimodal healthcare data. To emphasize
the significance of these models, we have compiled a
comprehensive list of existing pre-trained healthcare models.
However, it is evident that there exists a considerable gap
for future researchers to develop pre-trained models that
can effectively handle multiple types of healthcare data.
Although Table 15 showcases an example of the top five
models observed in this domain, it is important to note that
numerous other models based on standard architectures have
been designed and developed.

Addressing the challenge of developing pre-trained models
for multimodal healthcare represents one of several open
research challenges that warrant attention in the future.
By advancing the field of pre-trained models, researchers
can greatly contribute to the effective analysis and utilization
of multimodal healthcare data, thereby enhancing healthcare
outcomes and driving innovation in the domain.

F. EXPLORATION ON BIG DATA ECOSYSTEM

The exploration of the Big Data Ecosystem stands as a
pressing challenge that necessitates the attention of future
researchers [183], [184]. In our investigation, we have
specifically addressed this challenge through our first
research question in section IV, where we have devised an
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elaborate framework for data-driven health organizations.
This framework encompasses an examination of performance
metrics, characteristics, search tools, data quality, and privacy
challenges, as well as the demands and opportunities within
the healthcare domain. However, we acknowledge that this
research challenge merits further exploration in the future,
primarily due to the increasing complexity of the ecosystem
over time and the ongoing advancements in the field. It is
imperative to delve deeper into this subject to enhance
our understanding and uncover novel insights for the
advancement of healthcare.

G. OTHER OPEN RESEARCH CHALLENGES

While conducting our review, it became evident that there
are numerous additional research challenges within the field
of healthcare analytics. We have compiled a list of these
unexplored challenges, which can serve as valuable avenues
for future researchers to explore and expand upon, advancing
knowledge and innovations in the field. The following list
highlights some of the most pressing and in-demand issues
that require attention:

o Trustworthy Healthcare: trustworthy healthcare com-
prises various dimensions for healthcare delivery
that improve confidence, and ethical behavior among
patients, healthcare professionals, and other relevant
parties. While trustworthy healthcare also has several
challenges that need to be addressed in today’s complex
healthcare landscape. Challenges such as maintain-
ing data privacy and security, addressing biases and
inequalities, shared decision-making, promoting patient
engagement, and ensuring transparency and account-
ability. Each challenge can also be considered with and
without the incorporation of trustworthy healthcare.

¢ Scalability and Computational Efficiency: Developing
scalable and computationally efficient algorithms and
architectures to handle the increasing volume and
complexity of healthcare data.

o Data Privacy-Preserving Techniques: Designing tech-
niques and frameworks that protect the privacy and con-
fidentiality of sensitive healthcare data during analysis
and sharing.

o Explainability and Interpretability: Ensuring trans-
parency and interpretability of analytics models to
provide clinicians and stakeholders with understandable
insights and justifications.

o Predictive Analytics and Early Detection: Leveraging
advanced analytics to predict and detect healthcare
events, diseases, or conditions at an early stage for
timely intervention and improved outcomes.

o Bias and Fairness in Analytics: Addressing biases and
ensuring fairness in healthcare analytics to avoid dis-
criminatory outcomes and ensure equitable healthcare
delivery.

« Validation and Generalization of Models: Validating and
generalizing analytics models across diverse healthcare
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settings to ensure their effectiveness and reliability in
real-world applications.

e Real-world Data Challenges: Overcoming challenges
related to the quality, heterogeneity, and integration of
real-world healthcare data from multiple sources.

o Adoption of Healthcare Solutions by Healthcare Profes-
sionals: Exploring factors influencing the adoption and
integration of healthcare analytics solutions by health-
care professionals, promoting their effective utilization
in clinical practice.

o Data-driven Clinical Guidelines and Protocols: Devel-
oping data-driven approaches to inform the creation and
update of clinical guidelines and protocols, ensuring
evidence-based and personalized healthcare decision-
making.

These open research challenges offer promising oppor-
tunities for future investigations, where researchers can
contribute to the advancement of healthcare analytics and
pave the way for improved healthcare delivery and patient
outcomes.

VIIl. DISCUSSION AND IMPLICATIONS OF RQ’S

In this section, we present a summary of the study results,
highlighting the implications of each research question
addressed in the survey.

The implication of our designed Research questions (RQs)
contributes to several aspects of research for Big Data
Healthcare. First, each research question focuses on the
systematic literature review study, providing a clear guide
for examining specific topics in a detailed manner. Our
RQs also align with the research framework, methodology,
and analysis methods ensuring a cohesive and rigorous
study design. Moreover, by addressing knowledge gaps
and adding existing theories or frameworks, our RQs
establish the relevance and importance of our research.
The results obtained from answering these RQs enable
researchers to evaluate and understand study data, facilitating
the development of relevant conclusions. Additionally, the
Implications of our RQs extend to generating new knowledge
and insights, contributing to the expansion of understanding
in the field. Overall, our RQs shape the entire research
process, encompassing the emphasis and organization of the
study as well as the discoveries and contributions made.

The goal of RQ-1 is to address the gap observed in
the previous studies by synthesizing the extensive data
ecosystem, explicitly focusing on every single component
including but not limited to the healthcare life-cycle, further
characteristics of big data, the search tools, additionally
the role, and the need of big data in healthcare. The
opportunities and challenges of BDA in healthcare. Each
component is well described above in a particular section or
subsection. We developed and presented a typical life-cycle
in Figure 9 deployed in healthcare. Further, we developed
and delivered a potential classification of BDA challenges in
healthcare in Figure 11. Lastly, literature helped us design
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an extensive data-driven health organization framework
depicted in Figure 10.

RQ-2 and RQ-3 aim to address the existing gap by
highlighting the potential of promising application areas of
BDA in healthcare and the authentic source of data, tools,
and techniques, respectively.

To further elaborate on the discussion of RQ-2, after
covering the history of health standard documentation,
we also delved into the most promising application areas
for BDA in healthcare, such as multimodal data analysis
and fusion. Multimodal data analysis combines data from
multiple sources, such as medical imaging, electronic health
records, and genomics data, to better understand a patient’s
health status. The fusion concept refers to integrating data
from different modalities, such as combining imaging and
genomics data to improve diagnostic accuracy and treatment
decisions.

We also discussed the benefits of natural language
processing (NLP) in healthcare, such as extracting valuable
information from unstructured clinical notes and text-based
sources, enabling more accurate diagnosis and treatment
decisions. Furthermore, we delved into the application of
electronic health records (EHRs), which have become a
critical data source for BDA in healthcare. We highlighted
the potential benefits of using EHR data, such as improved
patient outcomes, reduced costs, and increased efficiency of
healthcare delivery.

Moving on to RQ-3, we discussed the different data
sources that can be used for BDA in healthcare, such
as clinical data from EHRs, medical imaging data, and
sensor data from wearable devices. We also highlighted the
different tools and techniques that can be used for BDA
in healthcare, such as machine learning, data mining, and
predictive analytics.

In addition to addressing these research questions, our
survey comprehensively examined the open research chal-
lenges associated with BDA in healthcare. These challenges
encompassed aspects such as data quality, privacy concerns,
the need for interoperability and standardization, as well as
the scarcity of skilled professionals. Furthermore, we dis-
cussed the potential opportunities and benefits of applying
BDA in healthcare, including improved patient outcomes,
personalized medicine, and the potential for cost savings.

The response to Research Question 4 (RQ4) brings
attention to many ongoing research challenges within the
realm of healthcare analytics. These problems cover wider
areas such as multimodality, ethical considerations, bias
mitigation, limitation of pre-trained healthcare models, the
need for exploration of the Big Data Ecosystem, and other
pertinent aspects. These listed challenges present significant
opportunities for future scholars to investigate and make
meaningful contributions to the progress of healthcare.

By summarizing the implications of each research ques-
tion, this study provides valuable insights into the implica-
tions of BDA in the healthcare domain. These findings serve
as a bridge for the above-listed contributions and a foundation
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TABLE 16. Comprehensive citation analysis of our study - [“This table only mentions citation used in the main text, while there are certain references

inside tables also."].

RQ1 RQ2 RQ3 RQ4
e Big Data Life-cycle [13], [15], e Health Standards Documenta- e Modeling Tools and Techniques e Multimodality in Healthcare [96],
[18], [19], [35], [39], [50], [78], tions [62], [134]-[137], [190]- [521, [77], [81], [89], [98], [101], [138], [160]-[162]
[115], [128] [192] [110], [148] e Data Mining in Healthcare [107],
e Characteristics of Big Data [44], e Multimodal Big Data Analytics o Big Data Datasets (particular ref- [163]-[167]
[76], [108]. [56], [84], [86], [89], [90], [90], erences can be referred from the e Precision Medicine [168]-[174]
e Big Data Search Tools [117], [100], [100], [104], [104], [111], respective table) o Ethical Consideration and Bias
[118], [123] [113], [113], [113], [138], [139], e Current Big Data Analytics o Limitation of Pre-Trained Models
e The Role of Big Data in Health- [193] Healthcare Solutions [53], [74], in Healthcare [144], [175]-[182]
care [59], [107], [124]-[126] e The concept of Data Fusion in [82] o Exploration of Big Data Ecosys-
e The Need of Big Data Analytics Multimodal Data [33], [86], [88], e The Big Data Use Cases in tem [183], [184]
in Healthcare [38], [51], [101] [95] Healthcare [40], [149]-[154] e Several other Open Research
e Opportunities for BDA in Health- e Current Digital Healthcare Sys- Challenges
care tem [63], [96], [103], [137], [140]
e Challenges of BDA in healthcare o Big Data and MDL for Healthcare
[18], [25], [32], [35], [37], [43], [49], [49], 561, [561, [701, [70],
[45], [46], [55], [57], [58], [64], [94], [94], [97], [97], [141]
[651, [68], [71], [80], [127] e NLP in Healthcare [69], [77],
e Big Data Security and Privacy in [79], [91], [93], [142]-[144]
Healthcare [18], [47], [54], [55], o Health Education Promotion [16],
[60], [61], [68], [129]-[133] [18], [27], [83], [105]
o Block-Chain and Healthcare [75],
[99], [102], [109], [112]
e Electronic Health Record [7],
[28], [301, [36], [42], [67], [77],
[92]
o Patient Centric Healthcare [24],
[26], [31], [73], [116], [145]-
[147], [195], [195], [196]

for future research endeavors, fostering the advancement of
knowledge and innovations in this field.

A. RQ’S FINDINGS AND TAKEAWAY

In this particular subsection, we provide statistics on the
key findings and takeaways from this systematic literature
review.

Table 16 presents a statistical analysis of references
used in our study. It indicates a substantial volume of
scholarly study pertaining to several facets of big data in the
healthcare domain. We present this table for the ease of future
researchers; they can easily go through from cited articles
with respect to the sub-domain. The allocation of references
among the research inquiries underscores the extensive range
of this discipline and the varied domains of exploration.
Concluding the research, RQ1, which centers around the
life cycle, features, and search tools of Big Data, exhibits
a considerable volume of references. This highlights the
significance of comprehending the fundamental elements
of Big Data and the requisite instruments for proficiently
handling and scrutinizing healthcare data. While RQ2
investigates the many uses of big data in the healthcare
sector, it has a substantial volume of references. This justifies
the increasing inclination to utilize big data in order to
enhance healthcare procedures and achieve better outcomes.
The references encompass a diverse array of applications,
including health standards documentation, multimodal data
analytics, natural language processing in healthcare, inte-
gration of blockchain technology, electronic health records,
and patient-centric healthcare. On the other hand, RQ3)
examines the technologies, datasets, and analytics employed
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in the domain of big data healthcare, and exhibits a moderate
quantity of references in our study and this may be due to the
limitation of our employed search strategy or bias towards
the keywords. The smaller number of citations also entails
that there is a substantial gap which can be further filled by
future researchers. This statement implies that although there
is a continuous investigation in this field, further investigation
and advancement of modelling tools and methodologies,
datasets, and analytics are still required to fully exploit the
potential of Big Data in the healthcare sector. Lastly, RQ4
has a comparatively received average number of references in
relation to the remaining research inquiries, since it explores
the realm of emerging trends and difficulties in the context of
big data healthcare. This suggests that further investigation
is required in areas such as multimodality in healthcare,
data mining, precision medicine, ethical issues and prejudice,
limits of pre-trained models, the study of the big data
ecosystem, and open research problems. Finally, we want to
refer to the Yearly Google Trend plot as shown in Figure 13 of
the decade (2013 to 2023) for the “Big Data and Healthcare”
search. This plot shows the great interest and evolving
popularity of the particular topic over the years. We derived
this real-time data from Google Trend web analytics. This
plot is combined and plotted in a year-wise pattern using a
monthly trend. The lowest sum of monthly trend is observed
for the year 2013, while the peak was observed in 2022 with
a value of 892 and for the data of 9 months of this
current year till the date of compiling this manuscript Sep
2023 the monthly value sum up to 621 normalized searches
indicating sustained level of interest and suggested the further
exploration for the mentioned limitations in the subsequent
subsection.
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FIGURE 13. Yearly Google trend of the decade for “big data healthcare”
(2013 - 2023).

In summary, the takeaway from this quantitative analysis of
references is to serve as an indicator of the dynamic research
environment within the field of Big Data in Healthcare.
This underpins the significance of comprehending the
underlying principles of Big Data, investigating its wide-
ranging applications, creating efficient tools and analytics,
and tackling the rising trends and difficulties within this
domain. Ongoing research and collaborative efforts in these
domains will play a significant role in harnessing the whole
potential of Big Data for enhancing healthcare practices and
optimizing patient outcomes.

B. LIMITATIONS OF OUR STUDY

We acknowledge that our study does not review the healthcare
pivotal components such as vital signs, diseases, patient-
specific problems, and hospital manageability. We feel that
there is a need for a review paper in the future that
covers Big Data Healthcare perspectives with respect to the
mentioned areas. Further, we acknowledge that this study
lacks non-academic credible sources such as industry reports,
government agencies reports regarding statistics of health-
care, and published reports. We only cover scholarly articles
published between the last decade (2013 to 2023). Future
researchers are suggested to tackle these considerations for
a new orientation of the study.

IX. CONCLUSION

The use of big data analytics has become increasingly
relevant in healthcare over the past decade, as it offers the
potential to revolutionize how medical professionals deliver
care and manage health systems. Our comprehensive review
study, which covered a wide range of published articles
from 2013 to 2023, aimed to investigate the applications,
implications, and impacts of big data frameworks in health-
care. Through this research, we identified novel research
questions and conducted a thorough review to shed light on
this important area of study.

Our findings demonstrate that the large-scale and complex
nature of healthcare data presents significant challenges to
big data analytics in healthcare. The data is often high-
dimensional, noisy, and unstructured, which can make it
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difficult to draw meaningful conclusions. To overcome these
challenges, it is necessary to develop reliable and trustworthy
big data healthcare frameworks that prioritize patient privacy
and data security. Furthermore, our study has highlighted
the need to optimize big data frameworks to enhance
patient outcomes, reduce costs, and improve overall quality
of life. While there are still challenges to overcome, our
study has provided valuable insights into the applications
and implications of big data in healthcare. We believe
that our research can guide healthcare professionals and
researchers in developing effective and efficient big data
frameworks that leverage the full potential of this technology.
Additionally, our study has identified several opportunities
for future research in this field, which could lead to further
advancements and improvements in healthcare delivery and
management.
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