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ABSTRACT Over the past decade, the Internet of Thing (IoT) devices have been deployed in wide-scale
several applications to collect vast amount of data from different locations in a time-series manner. However,
collected data may be missing or damaged due to several issues such as unreliable communications, faulty
sensors and synchronization problem that decrees application accuracy. Therefore, a several imputation-
based machine learning approaches have been suggested to handle this problem in IoT application. In this
study, a new approach is proposed called impute missing data (IMD) based on multi-Spike Neural Network
learning method called IMD-SNN, to increase the reliability of missing value imputation in IoT. The method
consists of three phases: Inserting missing data, to evaluate the missing values based on the cumulative
distribution function (CDF), the multi SNN phase to estimate missing data according to the timestamp
and a performance evaluation phase to evaluate an imputation accuracy via made a comparison with two
models: imputation based KNN (I-KNN) and Imputation based (I-MLP) model based on resource usage
and imputation accuracy assessment metrics. The implementation results have been shown that IMD-SNN
utilizes less energy usage in comparison with (I-MLP) model and I-KNN model and gives highest imputation
accuracy in contrast with (I-MLP) model and I-KNN model. Also, the IMD-SNN model utilizes less memory
usage and needs execution time less than I-MLP model.

INDEX TERMS The Internet of Things (IoT), spike neural network (SNN), multilayer perceptron (MLP),
root mean square error (RMSE).

I. INTRODUCTION However, devices may be unsuccessful to convey data due to

Internet of Things (IoT) makes up of billions of things
(i.e., devices), that producing a big important data, which
is organized by a large volume, can be utilized in different
issues [1]. For example, collected data can be utilized for
weather activity monitoring [2] and smart manufacturing
system which can collected industrial sounds to identify
machine faults and implement corrective maintenance [3].

The associate editor coordinating the review of this manuscript and

approving it for publication was Hosam El-Ocla

the networking issues or hardware failure. Thus, the server
or gateway may not receive some device measurements,
which decreasing system reliability due to missing data.
Consequently, it is highly important to handle with missing
data in a sensible way, that can assist the system running on
missing value of IoT [4]. So, a better approach to guarantee
high fineness services, is to impute the incomplete data into
the record, so as to complete the system’s viewpoint [5].
The core idea of the imputing miss data method is about
replacing the missing data with the mean of all non-missing
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data received for this an attribute in the dataset. Moreover,
there are other techniques, replaces the missing data with
zero values or median of non-missing values. The main
disadvantage of this approach it does not implement well in
most conditions.

The missing data can be divided into three types: “Missing
Completely At Random” (MCAR), “Missing At Random”
(MAR) and “Not Missing At Random” (NMAR) [7], [8].
In MCAR, the missing data occurs randomly and do not
produce deviation in the results, that have no linkage with
data spotted or data non spotted. MAR points out to pattern
where missing data are linked to data spotted that proposes
the missing value can be deduced from existing data.
While, in NMAR, a missing value is linked to data non
spotted. Furthermore, the missing data can be classified into
two classes: single imputation missing value and multiple
imputation value. In the single imputation missing values
approach the incomplete data is replaced with single and
unique data such as zero values, median, mode or mean of a
given dataset [9]. In the multiple imputation value approach,
the incomplete data are replaced with multiple values, that
has been predicted based on the deep learning approach [10],
[11]. In this context the [12] categorizes the mechanisms
to handle incomplete data in two methods: statistical and
machine learning (ML). The statistical approaches are the
oldest techniques utilized for estimation such as regression
model [13], Hidden Markov Model (HMM) [14] and
Expectation Maximization (EM) [15]. The ML approach is
categorized into two categories: supervised and unsupervised.
The supervised learning approach depends on labelled data,
to predict missing data. While, the unsupervised learning
approach based on unlabeled data in order to elicit patterns
for incomplete data [16]. However, the data imputation-based
ML gives high accuracy predication of missing. But it
requires higher computation time and memory usage in
comparison with statistical approaches. Besides, the data
imputation based statistical method gives a good model for
inference the correlation between the variables.

Therefore, in this study a new technique is proposed based
on both (ML techniques and statistical techniques) called
imputation a missing value based on multi-Spike Neural
Network learning method called IMD-SNN. Based to our
Knowledge, this is the first study for data imputation based
SNN. The main motivation behind utilizing the SNN, that its
optimize the memory usage and required less time for training
and testing process in comparison with ML techniques (i.e.;
NN, DL, CNN). So, the main contribution of this study:
(1) developing a model based multi-SNN learning method
to predict incomplete values according to the timestamp
of the pervious time for three attributes: atmospheric
pressure, humidity and temperature, (2) evaluating the model
performance for imputation accuracy based on R2-score
and root mean square error (RMSE) and resource usage
(execution time and total memory usage). The rest of this
paper, maps as follow: section II explores the data imputation
techniques, section III, describes the IMD-SNN method,
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section IV includes the discussions and results. Finally,
section V contains the conclusions.

Il. RELATED WORKS

In the last decade, a new problem has been the existence of
damage/missing values in the big dataset. Besides, the newly
arisen term of 10T and its collected data generated with rocket
speed, that reasoned more and more missing data due to the
low quality and less reliability of IoT devices. Thus, many
approaches have been proposed to handle this problem. For
instance, in [17] authors utilized K-means clustering method
to select the most ideal imputation methods to replace missing
values with appropriate value. The method consists of three
steps: firstly, divides the missing values into different clusters
according to the k means method. Secondly, missing data in
each separated cluster is estimates based on the monitoring
values with each cluster. In [18] researchers propose a new
imputation based on multivariate KNN (wkNNr) method
to handle missing values in PM2.5 dataset. They utilized
the relationship between AQM stations record to weight
between surveillances. Subsequently, they used the reverse
of this distance for computing the weighted mean of the
KN surveillance. Lastly, the imputation process is based on
complete PM2.5 record. Consequently, enabling the use of
other assistant data in a forward analysis without considering
collinearity. In [19] authors suggested a new imputation
technique to manage an online incomplete value by using
“Virtual Temporal Neighbors” VTN. In this technique, the
VTN utilized the previous characterization of the sensor
value-stream so as to estimate the missing data based on
regression model.

In [20] researchers used imputation based fuzzy system
(FS) to replace missing values with appropriated value
in sensor data. The FS is created an oval clustering
(i.e., obtained an oval shape for each cluster of missing
values) to expect a coordinate axis of oval shape and
identical with FS. Reference [21] suggests ‘‘Fuzzy-K-Top
Machining Value” (FKTM) for missing value imputation.
They replace numerical and smart estimates according to the
comparable records. Also, used the FS to find the cluster
of comparable data and valuation them. Reference [22]
proposes an imputation method based on Fuzzy system and
entropy measurement, to select the elect features (or patterns)
loading missing data assistance the forecast missing data
within the election feature utilizing the ‘“Bayesian Ridge
Regression”” BRR. In their technique the missing data values
are manipulated within other patterns in accumulative order,
the loaded patterns are combined within BRR equation
to predict the missing data for the next elected missing
pattern. In [23] study, two supervised approaches (Multilayer
perception and deep belief network) are utilized to predict
incomplete values in continuous data and compare their
performance to the discretization data. Reference [24] used
imputation-based auto encoder to predict missing data and
peripheralization over missing values in a shared model of
common variables and outcomes. In [25] authors utilized
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TABLE 1. A summarary of existing imputation based machine learning method.

Study Year Imputation Based ML Summary
[17] 2022 K-Means Clustering -Divides the missing values into different clusters according to the k means method.
- Missing data in each separated cluster is evaluated based on the monitoring values
with each cluster.
-The optimal imputation approach is selected according to the valuation of “reverse
error score” RES
[18] 2022 Multivariate KNN (wkNNr) to -Uses the reverse of the distance between stations for computing the weighted mean
handle missing values of the KN surveillance.
- The imputation process is based on complete PM2.5 record, to enable the use of
other assistant data in forward analysis without considering collinearity
[19] 2022 Virtual Temporal Neighbors and - Utilizes the previous characterization of the sensor value stream so as to estimate
linear Regression the missing data based on regression model
[20] 2022 Fuzzy System - Obtained an oval shape for each cluster of missing values that created by fuzzy
system, via expecting a coordinate axis of oval shape and identical with FS
[21] 2022 Fuzzy-K-Top Machining Value - Replace numerical and smart estimates according to the comparable records.
- The Fuzzy System is used to find the cluster of comparable data and valuating them.
[22] 2022 Fuzzy System, entropy - Selects the elect features (or patterns) loading missing data assistance the forecast
measurements missing data within the election feature by utilizing the BRR
[23] 2022 Multilayer perception and deep - Predicts incomplete values in continuous data and compare their performance to the
belief network discretization data
[24] 2022 Auto encoder - Predicts missing data and peripheralization over missing values in a shared model of
common variables and outcomes
[25] 2021 Adaptive multiple imputation of - Uses the class center and identifies a threshold according to the weighted distance
missing value (Clustering) between (the center and monitoring values) for the imputation missing data
[26] 2021 regression model with neural - Prophesy and input missing value in IoT gateways in order to attain major autonomy
network at the network gateway
[27] 2020 Decision Trees (DT) and Fuzzy - The FCI method is used to learn new evaluating values from the dataset with a
Clustering Iterates (FCI) comparable attribute value that specified by DT approach
[28] 2020 Clustering -Uses the similarity among the monitor data to achieve imputation. This accomplished
by separating missing data and grouping them within a cluster according to the similar
records in each group to valuation the missing data.
[29] 2023 Clustering -Utilizes temporal and locative relationship of IoT nodes and share neighbor.
-Missing value can be restored with the aid of the share neighbor nodes’ information
[30] 2021 deep learning (DL) based -The method sequentially, eliminates bias, seasonality, descent, seasonality and
imputation approach remaining of input time chains data.
-The missing values can be predicted from identified information such as bias,
slop.
Propose SNN - predicts incomplete values according to their pervious timestamp,
study

“Adaptive multiple imputation of missing value” AMIC
method to impute missing data. In AMIC they used the class
center and identifies a threshold according to the weighted
distance between (the center and monitoring values) for the
imputation missing data. Furthermore, in AMIC the distance
can be adjusted the center or nearest neighbors to valuation
missing data.

In study [26] researchers, proposes a technique to prophesy
and input missing value in IoT gateways in order to
attain major autonomy at the network border. They used a
regression model with two layers of neural network to impute
missing data of the gateways. Suggests [27] a new approach
called DIFC that based on merging the characteristics of
Decision Trees (DT) and Fuzzy Clustering Iterates (FCI) into
reduplicate leaning approach to impute missing data type
MCAR. The FCI method is used to learn new evaluating
values from the dataset with a comparable attribute value,
that specified by DT approach. Authors [28] utilized a new
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imputation based on data clustering and active election of
the appropriate imputation equation for each missing value in
the dataset. The main idea of their method is about using the
similarity among the monitoring data to achieve imputation.
This accomplished by separating missing data and grouping
them within a cluster according to the similar records in each
group to valuation the missing data.

While, [29] presents a method for recovering missing value
in IoT nodes. The method consists of two levels: clustering
(CL) and data recover (DR). In the CL, the nodes are
grouped according to their temporal and locative relationship
and share neighbor, which are extracted. In the DR level,
missing value can be restored with the aid of neighbor nodes
utilizing the ST ‘hierarchical long short-term memory”
(ST-HLSTM) approach. Reference [30] suggests a new deep
learning (DL) based imputation approach which espouses the
explicate ability of N-BEATS for imputation job. The method
sequentially eliminates bias, seasonality, descent, seasonality
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and remaining of input time chains data. Thus, the missing
values can be predicted from identified information such
as bias, slop. Besides, impute missing data which happens
in multiple places simultaneously is accomplished by using
temporal-locative information. In this study an SNN based
imputation approach is utilized handle missing values in
IoT. To our knowledge, this is the first research used SNN
to impute missing. To summarize all imputation-based ML
approaches in comparison with this study, see table 1.

lil. METHOD

In this study a new technique based on cumulative distribution
function (CDF) data and SNN (IMD-SNN) to impute missing
data in dataset “MonitorAr” utilizing four attributes Humid-
ity, Temperature, Timestamp and Atmospheric pressure. The
IMD-SNN is consisting of three phases: Inserting of missing
data, impute based SNN and performance evaluation, see
figure 1. The dataset [33] has been used in this study,
where it includes meteorological data that gauged every hour,
of a station in Rio de Janeiro, positioned in the section
near of the Sao Cristévao. The station contains a complete
data record, some records with incomplete values for some
attributes, and gaps among timestamps, i.e., hours in case
no meteorological data received. To overcome this problem,
preprocessed process on dataset has been accomplished by
adding empty records when a timestamp missing. So, each
day (24 hours, where each record for one hour), and year has
8760 or 8784 records for a leap year).

A. INSERTING MISSING DATA PHASE
The desirable incomplete data percentage is elected by
using uniform distribution (CDF) approach for three input
attributes atmospheric pressure, humidity and temperature.
The percentage in the dataset of this study, 5%, 10%, 25%
and 50% For example, if the dataset has 100% records, 20%
of incomplete data denotes each record has twenty missing
values. So, 50% percentage utilized in this step. Where,
data is divided into two datasets: training dataset (2012 to
2015) and testing dataset (2016 to 2019). Also, missing data
can be happened as separately or in bursts. In each burst,
the burst volume (BV) coincides with how many successive
incomplete data occur for one attribute. Since a separated loss
is in burst of single volume. Figure 2, where demonstrates the
CDF for each BV of the main test dataset and the plurality
of missing values is small. Consequently, thither are bursts
with greater than 100 successive missing data. Figure 2,
demonstrates the CDF of the BV of one pattern of the test
after deleting to attain 50% missing value of the dataset
where, BV size 1000 represents most of the missing data.
The BV of characteristics is so close to each other. The
prospect of having a separated losses is about 79% loss
bigger than the main test dataset prospect (0.59). This was
expected because the data is selected to remove by utilizing
CDF. Also, in this phase the missing value is replaced with
the mean value of three previous values of three attributes:
Temperature, Atmospheric Pressure and Humidity for the
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(1) Inserting missing
data Phase

(3) Performance
evaluation Phase

(2) SNN Phase

FIGURE 1. Illlustrates IMD-SNN method three phases.

100000

10000

S
2

Burst Volume (BV)
g

[} 02 0.3 04 0.6 08 10
Cumulative Probability Function CDF

FIGURE 2. Main test dataset.

“datasetMonitorAr: Cityhall of Rio de Janeiro-MonitorAr
dataset” [33] to reduce the network load, since there is only
a record with predicted values.

B. SNN PHASE

In this study, the SNN consists of two phases (SNN1, SNN2),
each phase composed of: an input layer, one hidden layer
and the output layer, in order to reduce the execution time
and alleviates memory usage. In SNN1, three input attributes
(Humidity (X‘1 ), Temperature(X‘z) and Atmospheric Pressure
(Xg)) used as input values in the input layer, where (t)
represents a timestamp of one day. For training the selected
patterns value that obtained for the input layer a “Gaussian
Receptive Fields” GRF algorithm [31], is utilized to encode
information into firing times for the input layer by utilizing
equation 1. Where, input value between (minimum data value
(Vmin) and maximum data value Vmax) with o is centered
by utilizing equation 2. The spike timing is arranged between
(0 to T), T value is computed by using equation 3. The o is
allocated by the passing points of the V with corresponding
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FIGURE 3. CDF and BV after attaining 50% of the dataset.

Gaussian summits: the i-th input receives a spike at T- a; (V) .
So, when a; (V) >0.01 and no spikes, then the nearest value
of v to the o will be taken, while Backpropagation method
is used in the hidden layer to update weight so as to alleviate
error, see equation 4. Where, Wj, represents a new weight
and (b) represent the learning rate (the minimum value) for
the error function [32]. The output layer gives the predicted
missing value (Y), see figure 1.

1 (x — )
ai (V) = exp (—2) ey
o2 o
wi = Viin + Vinax — Vinin) - :
n—1
fori = Oton — 1 )
T = max (a; (V)) 3
oE
Wi =W — (o @)
owi

In SNN2, the input layer used four attributes (th], Xt[l,
X?l, Y), where (t-1) represents the pervious timestamp (i.e.,
calculated for the period of the selfsame timestamp of the
previous day) and Y represents the predicted output value of
SNNI1. Also, Backpropagation method is used in the hidden
layer to update weight so as to alleviate error. While, SNN2
output layer gives the final predicted value (Y) for each
input attribute (i.e.; Yl, Yzand Y3 final predicted output
value for atmospheric pressure, humidity and temperature
respectively)

C. PERFORMANCE EVALUATION PHASE

In this phase, the R2-score and root mean square errors
(RMSE) used to measure the imputation accuracy of the
IMD-SNN and two other imputation models: imputation
based KNN (I-KNN) [34] and imputation based multilayer
perceptron (I-MLP) (i.e., more than one neural network
(NN)) [71, [35]. The I-KNN algorithm imputation missing
value is performed by dividing a dataset into k distinguished
clusters, in the first stage. Thus, this technique results in

VOLUME 11, 2023

generating membership values to all the points, which gather
with a particular cluster or gather according to centroid. In the
next step, all the missing cases are evaluated by utilizing the
membership gauge of other points which fill with a border of
the same group. While, in I-MLP method, each layer consists
of neural network NN, used to predict the pattern’s measure.
Each NN consists of an input layer, one hidden layer and the
output layer. The input layer used to input attribute’s value
to the hidden layer, which in turn handle values to output
layer. The input layer used to input attribute’s value to the
hidden layer, which in turn handle values to output layer. The
output layer gives the predict missing value that utilized as
input value with other attributes to the next neural network.
However, this process increases the accuracy of missing value
predication, but it exhausts the network resources (battery
life, time computation). Therefore, in this study, only two
NNs (NN1, NN2) utilized, to reduce network resource usage
and increasing the prediction accuracy of incomplete data for
each attribute in the dataset. The imputation performance for
the three methods is assessed by using two statistical methods
using R2-score [36] and root mean square (RMSE) [37]. The
R? is the coefficient of determination value that calculated
by utilizing equation 5. Where, R? value could be (0 for
prediction of missing values, 1 means a perfect prediction of
missing value, between 0 and 1 means partially predicated
of missing value), Y the real value, Y predicts value, Y is
the mean of all records, n number of records. Also, RMSE
used to gauge the mean difference between imputed values
predicted via a model and the actual missing values the RMSE
is calculated by using equation 6, where > ! (Y - Y)2 is
the total of the errors
2
)2

oS-
S (v =)

RMSE (¥,Y) = /% > (=Y ©6)

IV. RESULTS AND DISCUSSION

In this study, the IMD-SNN approach has been implemented
on laptop type Lenovo (CPU speed 2.5 GHz Intel Core i7,
RAM 6GB and operation system MS Window 11. Three
scenarios (I-MLP, I-KNN and IMD-SNN) have been con-
ducted in order to evaluate the three models. The three
scenarios are conducted by utilizing python (version 3.8)
language libraries: NumPy and scikit-learn to implement
I-KNN and SNNTroch to apply (IMD-SNN), Scikit-learn
0.24.1 to implement I -MLP. For the first scenario, threshold
voltage Vth of input layer node (20 mV), threshold voltage
Vth of hidden/output layer node (65 mV), batch size 100,
see table 2. While, for I-MLP, number of input neurons 100,
hidden layer size 80, activation function (Relu), see table 3.
Besides, all the missing value is replaced with the mean value
of previous values according to the timestamp for each of
Temperature (C°), Atmospheric Pressure (UR) and Humidity
(mbar) in the MonitorAr dataset as initial step so as to reduce
the network load, since there is only a record with predicted

<

R*(Y,Y) ©)
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TABLE 2. Parameters details for IMD-SNN.

Parameter Value
max_depth for SNN 2
learning rate 0.001
batch size 100
Threshold voltage Vy, of input 20 mV
layer node
Threshold voltage Vy, of 65 mV
hidden/output layer node
Membrane resistance (all 1 MQ
nodes)
Membrane time constant (all 20 ms
nodes)
TABLE 3. Parameters details for I-MLP.
Parameter Value
Input neuron 100
Hidden layer size 80
Activation function Relu
Epochs 120/20
Batch size 100
Optimizer Adam
max_iter 500
Dropout rate 0.9

values. The imputation accuracy for three scenarios have been
measured by using R2-score and root mean square (RMSE).
Also, utilized Python libraries (time and tracemalloc) in order
to calculate the execution time and the allocated memory,
respectively, in each scenario.

For the data imputation accuracy, it has found that
R? scores of the imputation approach, when changing
the missing value percentage (5%, 10%, 25%, 50%) for
the humidity, temperature and atmospheric pressure. For
atmospheric pressure, see table 6, the SNN1, SNN2 achieves
high R2 score in comparison with NN1, NN2 and I-KNN
because it has low changed for nears moments of time, see
figure 4. For humidity, see table 5, Where, temperature score
values varying is more significant than atmospheric pressure,
see table 4 among SN1, SN2, NN1, NN2 and KNN, see
Figure 5 and 6. While for RSME values, the SNN1, SNN2
have achieved better for three attributes than NN1, NN2
and I-KNN see figure 7, 8, 9. Besides, the RSME values,
see table 7, 8 and 9 for NN1, NN2, SNN1 and SNN2 are
near to each other for all the attributes and missing data
percentages. Thus, these results mean adding more input data
does not aid NN2 or SNN2 model. Furthermore, Figure 2, 3
demonstrates that missing value percentage has a minimum
effect on the performance of the approaches due to, the high
values of the RMSE and R? values. However, this conduct
was expected because the missing value percentage injection
traced a uniform distribution. Therefore, there are yet a lot
of speared losses, see figure 3 where, the probability of
separated loss is bigger than burst loss.
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FIGURE 4. R2 score for atmospheric pressure attribute.
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FIGURE 5. R2 score for humidity attribute.
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FIGURE 6. R2 score for temperature attribute.

For the resource computation: memory utilization and
execution time both are assessed in the training and testing
layer. Where, average of 50 records for each missing value
percentage within a confidence interval 95%. Also, only the
IMD-SNN and I-MLP needs training. Therefore, attributes
are trained in order to measure memory utilization and
execution time. While, in testing layer the measurement
of both metrics has been preferment for three methods
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TABLE 4. R2score details for atmospheric pressure.
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FIGURE 8. RMSE for humidity attribute.

TABLE 8. RMSE details for humidity.

SNN1 SNN2 NN2 I- KNN
5% 0.96 0.96 0.92 9.4 0.9
10% 0.96 0.96 0.91 0.93 0.88
25% 0.97 0.98 0.92 0.92 0.85
50% 0.98 0.98 0.92 0.91 0.84
TABLE 5. R2score details for humidity.
SNN1 SNN2 NN2 I- KNN
504 0.55 0.66 0.5 0.55 0.7
10% 0.77 0.78 0.6 0.62 0.68
259, 0.8 0.87 0.7 0.73 0.62
50% 0.9 0.96 0.88 0.91 0.84
TABLE 6. R2score details for temperature.
SNN1 SNN2 NN1 NN2 I- KNN
50 0.66 0.77 0.61 0.62 0.78
10% 0.75 0.8 0.72 0.72 0.7
25% 0.85 0.93 0.81 0.82 0.68
50% 0.91 0.99 0.92 0.91 0.8

(13

05

RMSE
e

0.4

WSNNL

03 mSNNZ

NN

N2
I ulkn

0 l
5% 109 25% 508

Percentage

FIGURE 7. RMSE for atmospheric pressure attribute.

TABLE 7. RMSE details for atmospheric pressure.

SNN1 SNN2 NNI1 NN2 I- KNN
50 0.33 0.34 0.22 0.19 0.15
10% 0.4 0.38 0.21 0.23 0.18
250, 0.45 0.45 0.33 0.3 0.28
50% 0.5 0.55 0.44 0.4 0.3

(IMD-SNN, I-MLP and I-KNN) to impute missing values,
that are in the dataset. Furthermore, all approaches are
applied on a single record at a time. Figure 10 demonstrates
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SNNI1 SNN2 NNI1 NN2 I- KNN
5% 0.28 0.29 0.22 0.22 0.18
10% 0.32 0.31 0.2 0.21 0.18
25% 0.44 0.45 0.32 0.32 0.28
50% 0.55 0.55 0.44 0.4 0.33
05
* WSNN1
EM | I | | | ‘;::z
5% 10% = 25% 50%
FIGURE 9. RMSE for temperature attribute.
TABLE 9. RMSE details for temperature.
SNN1 SNN2 NNI1 NN2 I- KNN
50, 0.5 0.5 0.41 0.42 0.33
10% 0.55 0.55 0.56 0.57 0.45
259, 0.56 0.57 0.55 0.55 0.47
50% 0.56 0.57 0.54 0.54 0.48

the lowest total memory usage kilobytes (KiB) value for
NNI1 (4100 KiB), NN2 (300 KiB), SNN1(3900 KiB) and
SNN2 (4100 KiB) and the highest total memory usage
value 4400 KiB, 4600 KiB, 4300 KiB, 4400 KiB for NN1,
NN2, SNN1 and SNN2 respectively.
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FIGURE 10. Illustrate memory usage IMD-SNN and I-MLP in training
phase.
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FIGURE 11. Illustrates execution time for IMD-SNN and I-MLP in training
phase.
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FIGURE 12. Illustrates memory usage for IMD-SNN and I-MLP in testing
phase.

Memory Usage (KiB)
5 £

The execution time is decreased as the missing value
percentage raises for the for NN1, SNN1 and SNN2. Also,
SNN1 and SNN2 required less time in comparison with
NNI and NN2 simultaneous, see figure 11. In the testing
phase, lowest total memory usage kilobytes (KiB) value
for SNN1 (80 KiB), SNN2 (100 KiB), NN1(110 KiB),
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FIGURE 13. Illustrates execution time for IMD-SNN and I-MLP in testing
phase.
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FIGURE 14. lllustrates power usage for IMD-SNN, I-KNN and I-MLP.

NN2 ((130 KiB) and I-KNN (60 KiB) and the highest
total memory allocated value 120 KiB, 130 KiB, 160 KiB,
180 KiB, 120 Kib for SNN1, SNN2, NN1, NN2 and I-KNN
respectively, see figure 12. For execution time is increased
as the missing value percentage raises for the SNN1, SNN2,
NN1, NN2 and I-KNN and I-KNN achieves the lowest value
in comparisons with I-MLP and IMD-SNN. Moreover, SNN1
and SNN2 needs less time in comparison with NN1 and
NN2 respectively, see figure 14. Also, in this study, energy
usage metric has been used to evaluate the three model’s
performance. Where, the energy usage is calculated by
utilizing equation 7 and 8 respectively [38]. The Eenegy_Tx
represents the amount of energy usage, that required to
convey (k) data packet for (d) distance between a pair of
nodes, Eenegy_Rx represents the amount of energy usage that
needed to get (k) for (d) among a pair of nodes. However, the
implementation results of three methods have been shown
that IMD-SNN model consumed less energy in comparison
with I-KNN and I-MLP method, see figure 14.

kElec + keampd?, d < d

Eenegyry (d, k) = pe =@
kElec + keampd™, d > dy

Eenegyg, (k) = kElec + kEpa (8)
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V. CONCLUSION

In this study, a new imputation technique is proposed based
on the multi spike neural network to predict missing values in
IoT dataset. The technique consists of three layers: inserting
of missing data, SNN and performance evaluation. In the first
layer, a distribution uniform (CDF) approach has been used
to select the missing data that used as input to the second
phase. While, two spike neural networks: SNN1, SNN2 have
been utilized to predict the missing data. Finally, in the last
phase a performance of the model is evaluates the imputation
accuracy by using R%-scors and RMSE in comparison with
two models: imputation based KNN and Imputation based
MLP. Also, three models are evaluated according to resource
usage (total memory utilization, execution time).

The three models have been implemented by applying
three scenarios: IMD-SNN, I-MLP and I-KNN utilizing
python libraries on the MonitorAr dataset for three attributes:
atmospheric Pressure, temperature and humidity. The imple-
mentation results have shown, that IMD-SNN gives high
prediction accuracy in comparison with I-MLP and I-KNN
for three attributes. For the resource usage, the IMD-

SNN model utilized less memory allocated and needs
minimum execution time in contrast to I-MLP. Nevertheless,
the I-KNN gives lowest memory usage and needs less
execution time in comparison with the IMD-SNN and I-MLP
model. Also, the IMD-SNN model has utilized less energy in
comparison with I-MLP and I-KNN.
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