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ABSTRACT In smart cities, air pollution has detrimental impacts on human physical health and the quality
of living environment. Therefore, correctly predicting air quality plays an important effective action plan to
mitigate air pollution and create healthier and more sustainable environments. Monitoring and predicting
air pollution is crucial to empower individuals to make informed decisions that protect their health. This
research presents a comprehensive comparative analysis focused on air quality prediction using three distinct
regression techniques- Random Forest regression, Linear regression, and Decision Tree regression. The
main goal of this study is to discern the most effective model by considering a range of evaluation criteria,
including Mean Absolute Error and R? measures. Moreover, it considers the crucial aspects of minimizing
prediction errors and enhancing computational efficiency by evaluating the regression models within two
frameworks. The findings of this study underscore the superiority of the Decision Tree regression approach
over the other models, demonstrating its exceptional accuracy with a high R? score and a minimal error rate.
Moreover, integrating cloud computing technology has resulted in substantial improvements in the execution
time of these approaches. This technology enhancement significantly affects the overall efficiency of the air
quality prediction process. By leveraging distributed computing resources, real-time air quality forecasting
becomes feasible, enabling timely decision-making and proactive measures to address air pollution episodes
effectively.

INDEX TERMS Air pollution, machine learning, IoT, smart city, air quality index.

I. INTRODUCTION

Recently, the detrimental of air pollution have garnered
significant global attention, as the World Health Organization
studies underscored, which illuminate the impact on human
health and the environment. It is alarming that air pollution
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was identified as a primary cause of various allergies,
illnesses, and premature death, accounting for a staggering
12% of global deaths in 2019 [6]. Moreover, air pollution
introduces dangerous substances into the atmosphere, includ-
ing greenhouse gases and biological compounds [9], further
exacerbating human-environmental challenges.

Specifically, the issue of air pollution in smart cities
has gained significant attention in urban sustainability and
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enhanced quality of life. While smart technologies have
heralded remarkable efficiency and convenience, they have
inadvertently become a source of air pollution. That is
attributable to the concentration of industries and trans-
portation networks within smart cities, which escalates air
pollutants and harmful gases released into the atmosphere.
Consequently, the urban planners within these smart cities
recognize the need for innovative solutions to address this
escalating problem. They leverage real-time monitoring,
data analytics, and advanced approaches to accurately
predict and proactively mitigate pollution levels, thereby
safeguarding the well of their residents and ensuring the
future sustainability of urban communities.

The Air Quality Index (AQI) emergency has recently
assumed a vital role in predicting air quality. AQI clearly
indicates poorer air quality and harmful gases based on
predefined ranges of air pollutant concentrations [2]. Early
prediction of AQI levels is instrumental in effective environ-
mental management and preventing potential dangers of air
pollution.

Given the situation of urgency, adopting sustainable
solutions that effectively mitigate air pollution has become
imperative, particularly when considering the well-being of
future generations. Over recent years, various forecasting
models have been proposed to predict pollution levels,
with machine learning emerging as a noteworthy approach
due to its ability to handle the intricate interplay of
air quality parameters. Machine learning-based prediction
systems are increasingly attractive for their precision in air
quality management [8], [14], offering promising avenues for
designing cleaner and healthier smart cities.

The primary objective of this study is to address the
challenges of time and cost constraints in air quality
prediction. It does so by leveraging the efficiency of machine
learning techniques in conjunction with the AQI. To achieve
this, the study compares three distinct regression approaches
to provide the most accurate air quality prediction. To assess
their effectiveness, well-established evaluation measures
such as q Root Mean Square Error (RMSE), R? score,
and Mean Absolute Error (MAE) are employed. The
ultimate goal is identifying the most efficient and suitable
regression model for predicting air quality. Beyond the
accuracy, this study recognizes the real-time processing
capabilities in smart cities, such as valuing the processing
time associated with each regression technique. To reduce the
execution time without compromising prediction accuracy,
this work incorporates distributed computing techniques into
its methodology. This means that optimization considera-
tions encompass factors such as data size and processing
time.

The implication of the study’s finding holds significant
practical relevance for formulating effective air pollution con-
trol strategies and contributes to advancements in air quality
prediction methodologies. Particularly in urban environments
where the monitoring of the AQI is crucial for public health
and environmental management, these insights gleaned from
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the study can serve as invaluable inputs for decision-making
processes. They can potentially guide the development of
proactive measures that effectively address challenges posed
by air pollution.

This paper is organized as follows. Section II provides a
review of the air quality and pollution prediction literature.
Section III details of air quality predication approaches,
which illustrate the experimental setup pre-processing tech-
niques and utilize regression techniques to predict air
pollution levels. Section IV presents the experiment results.
Section V offers a conclusion and potential future work.

Il. LITERATURE REVIEWS

The field of air pollution prediction has experienced a
notable rise in machine learning techniques to address the
challenges associated with forecasting air quality levels.
These techniques have demonstrated their effectiveness in
predicting air pollution, thus contributing significantly to
developing air quality management strategies. This section
comprehensively explores the most notable models utilized
for calculating and predicting the Air Quality Index (AQI)
and the concentration levels of various air pollutants through
different machine learning algorithms, such as regression
techniques. These models hold considerable relevance and
find practical utility in other application domains such as
cloud computing.

Patil et al. [18] extensively reviewed different method-
ologies and techniques to analyze the concentration level
of air pollution and the prediction of AQI. This study
highlighted the performance of these analytical methods
and presented the importance of calculating AQI as a
significant measure for assessing pollution levels and how it
dramatically influences human health and the environment.
Similarly, Oliveri et al. [15] reviewed air quality models
while discussing the effect of air pollution concentration on
human health.

A noteworthy study by Ameer et al. [1] scrutinized the
efficiency of four regression methods, namely Decision
Tree, Gradient Boosting, Multilayer Perceptron, and Arti-
ficial Neural Network (ANN), in predicting air quality
levels. These methods were evaluated based on tracking
PM2.5 levels in the air and calculating the AQI. The findings
of this study concluded the Random Forest regression
method outperformed the others, achieving an adjusted MAE
of 16% for Beijing City. This method also reduces the
running time compared to Gradient Boosting and Multilayer
Perceptron. Similarly, Maleki et al. [12] utilized the ANN
approach to predict the concentration levels different air
pollutants such as NO2 and SO2. This study applied in
several monitoring areas including Naderi, Havashenasi,
Behdasht, MohiteZist,and Iran. In this study the authors
considered the effect of set parameters such as time, date,
and meteorological data to offer a robust air quality predictive
model.

Moreover, Zhang et al. [22] utilized the long short-term
memory (LSTM) to proposed a deep learning approch for
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air pollution detection. This study conducted a series of
experiments using Detrended Cross-Correlation Analysis
(DCCA) to explore the relationship between predicting levels
of several air pollutants and meteorological data such as
temperature and humidity, The results of this study was
observed there were a negative correlation between AQI
and meteorological data (temperature, humidity, and wind
speed), while a strong positive correlation between pressure
and AQI. Furthermore, Bougoudis [3] developed a hybrid
computational method to identify the correlation between air
pollutants and weather conditions to determine the actual
cause of pollution. The study employed ANN and Random
Forest as ensemble learning methods, claiming increased
accuracy. However, the feedforward neural network faced
challenges predicting continuous values due to insufficient
data.

For using classification machine learning algorithms,
Gore et al. [5] proposed a classification approach to study
how air pollutant levels affect the health of humans.
In their process, they employed Naive Bayes and Decision
Tree algorithms and achieved a high accuracy using the
Decision Tree model. Moreover, Simu et al. [21] presented
a comparative study to compare the performance of several
machine learning algorithms, such as Random Forest and
Multi-linear Regression, in analyzing air pollutants and
predicting air pollution levels. The study results concluded
that the Multilayer Perceptron algorithm outperformed the
other.

Moreover, In [19], Peng et al. utilized Multilayer Per-
ceptron to enhance the air quality prediction accuracy.
However, they noted limitations in data extension and the
high computational cost because of the seasonal update of
the model. Mahalingam et al. [10] proposed using ANN
and SVM algorithms to predict the AQI in the smart city
of Deldi with impressive accuracies, mainly the Medium
Gaussian SVM function. To predict the AQI and air pol-
lution levels, Sharma et al. [20] implied various algorithms,
including Linear regression, ANNs, Lasso regression, and
XGBoost regression. The study focused on tracking the
values of several pollutants, including NO2, SO2, PM2.5,
PM10, CO, and O3. The research findings indicated that the
Random Forest algorithm outperformed the other algorithms,
demonstrating its high performance in predicting the AQI and
air pollution levels.

Nandini et al. [13] used Decision Trees and Multinomial
Logistic Regression to forecast and analyze air quality
pollutant levels, achieving better accuracy with Multinomial
Logistic Regression compared to Decision Tree. Similarly,
in a study by Mahanta et al., [11], a comprehensive com-
parison of several algorithms, including Linear regression,
Decision Forest, XGBoost, ElasticNet, Boosted Decision
Tree, KNN, Lasso regression, and Ridge regression to predict
air pollutant levels. Among these algorithms, Extra Trees
exhibited superior performance due to its technique of
ranking the essential features to improve the accuracy of
the predictions. Moreover, Pasupuleti et al. [17] conducted a
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study comparing Random Forest, Decision Tree, and Linear
regression models for predicting air pollutants and meteoro-
logical conditions in the Arduino platform. The study found
that the Random Forest model provided better performance
by reducing errors caused by overfitting. However, it was
noted that the Random Forest model required more memory
and incurred higher costs.

For wusing the clustering approach, Kingsy etal. [7]
enhanced the K-Means algorithm to analyze and identify the
air pollution level. Their method calculates the correlation
coefficient between pollutant data to determine the AQI
value and find the air pollution level in a specific location.
To validate their findings and evaluate the effectiveness
of their approach, the authors compared their proposed
algorithm with the Fuzzy C-Means algorithm. Their
results demonstrated that the proposed K-Means clustering
algorithm achieved higher accuracy and less execution time
than the Fuzzy C-Means algorithm. Ganeshkumar et al. [4]
presented an efficient and cost-effective classification model
for environmental monitoring and air pollution prediction.
Their study the authors used several artificial methods with
a cloud platform for data processing, leading to significant
time savings, reduced labor efforts, and producing high-
quality outcomes. This research highlights the importance of
integrating cloud platform solutions to enhance the efficiency
and accuracy of monitoring and air quality prediction
models, which is beneficial for addressing environment
mentoring challenges. Similarly, Park et al. [16] used their
own cloud computing technique to reduce the processing
time of processing and visualization of urban air pollution
data.

The literature review underscores the widespread predic-
tion of air quality and air pollution utilizing machine learning
algorithms, highlighting their potential to achieve accurate
results, efficient computation, and effective prediction of
air quality levels. However, certain limitations need to be
addressed. These include the necessity for more extensive
and more comprehensive datasets, challenges in accurately
predicting continuous values, and the high computational
cost associated with model updates. Additionally, the review
identifies a research gap in the focus on predicting the
AQI based solely on PM2.5 measurements, neglecting the
inclusion of other important air pollutants. Incorporating
data on multiple pollutants such as O3, NO2, SO2, and
PM2.5 can significantly enhance the accuracy of air pollution
prediction models. These insights provide valuable guidance
for future research endeavors and for developing effective
air quality management strategies, particularly in smart
cities.

Ill. AIR QUALITY PREDICTION APPROACH
This section presents our air quality prediction approach and
the stages of how to predict air pollution using regression
techniques.

Our approach contains six main components: Dataset
preprocessing, AQI calculation, Feature selection from
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FIGURE 1. Air quality prediction model.

data, Splitting and Balancing data, and Regression model
construction for air quality prediction, as shown in Figure 1.
Air quality datasets were collected and loaded in the first
stage for analysis. Next, preprocessing steps were applied
to ensure data quality, including handling missing values
and reducing outliers. Then, calculate the Air Quality Index
(AQI) for air pollutants in the dataset. After processing data,
our feature extraction module extracts the most relevant and
essential features. This step helps reduce the dimensionality
of the air dataset and focuses only on the significant variables.
The dataset was then balanced to ensure equal representation
of different classes, followed by splitting it into training
and testing sets. Finally, our regression module takes the
sets of essential features as input and constructs regression
classifiers to predict air quality. Performance metrics were
computed to identify a suitable and efficient model for
predicting air quality. We describe the details of each module
next.

A. DATASET DESCRIPTION

The dataset used in this study encompasses a comprehensive
collection of 103,205 records, featuring data from monitoring
stations situated across ten diverse locations within Pune
City.! These areas include Bopadi Square 65, Karve Statue
Square 5, Lullanagar Square 14, Hadapsar Gadital OI,
PMPML Bus Depot Deccan 15, Goodluck Square Cafe 23,
Chitale Bandhu Corner 41, Pune Railway Station 28, Rajashri
Shahu Bus Stand 19, and Dr. Baba Saheb Ambedkar Sethu
Junction 60. The dataset, compiled in 2019, resulted from
a collaborative effort between the Pune smart city and the
Indian Institute of Science, Bangalore.

Within the dataset, we focus on 28 distinct features related
to air pollution, including NO2 (Nitrogen dioxide), O3
(Ozone), PM10 (Particulates) with a diameter of less than
10 microns, PM2.5 with a diameter of less than 2.5 microns,

1https://www.kag gle.com/datasets/akshman/pune-smartcity-test-dataset
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Evaluation measures

SO2 (Sulphur dioxide), CO (Carbon monoxide), and AQIL.
This study considers the pollutant concentration values as
crucial features of the dataset, enabling a comprehensive
understanding of pollution patterns in Pune’s smart city.

B. DATA PRE-PROCESSING

Data pre-processing is an important step in data analysis to
improve the quality and reliability of the dataset by reducing
noise and inconsistencies.

The first stage of data pre-possessing is handling missing
values in the raw data. The dataset used in this study
comprised 103,205 entries containing several data types, such
as objects, integers, and floats. Some of these entries had null
or missing values, which must be addressed. To handle this
issue, missing values were replaced with the mean values
for pollutant parameters. This approach helped maintain the
dataset by ensuring no crucial information was lost due
to missing values. Moreover, the interquartile range (IQR)
method addresses duplicate observations and outliers. The
Interquartile range method utilizes three percentiles: quartiles
Q1 (25th), Q2 (50th), and Q3 (75th), and considers the outlier
as any values not in the range between (Q1 — 1.5 % IOR)
and (Q3 + 1.5 % IQR). Instead of removing the outlier
values, we used the lower and upper boundary values to
replace them and retain important information while reducing
the impact of data outliers on the data analysis process.
Exploratory Data Analysis (EDA) has been used to gain
insights into the dataset and understand its characteristics for
cleaning and preparing the raw data for training purposes.
EDA process conducted descriptive statistics of the dataset
based on analyzing various statistical measures such as
standard deviation, mean, minimum, and maximum values
for each air pollutant. By calculating these statistics values,
we obtained a comprehensive dataset overview, enabling
us to identify potential anomalies that could affect the
analysis.
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TABLE 1. Basic characteristic of dataset.

Feature @~ Mean Std Min QI Q2 Q3  Max
NO2 67.7 345 0 425 705 915 3155
PM10 16.8 114 7.0 16 26 48.5
PM25 134 85 0 65 125 20 37.5
SO2 4.9 11.4 0 1.0 3 55 165
CO 712 27.8 135 50 755 895 1445
OZONE 10.8 22.8 0 0 35 12 335

]

C. AQI CALCULATION

As mentioned before AQI is one of the most crucial parameter
have been used for monitoring the air quality in particular
cities. It provides a standard measure that quantifies air
pollution and helps understand its effects on human health
and environment. AQI is a numerical value within a defined
range, typically from O to 500. A higher value of AQI
indicates poorer air quality and the existence of harmful
air pollutants. Each pollutant has specific constraints and
specific averaging periods to ensure accurate assessment such
as the period is 8-hour maximum for Q3 and 24-hour average
concentrations for SO2, PM10, CO, NO2, PM2.5.

To calculate the AQI, the concentrations of these air
pollutants are categorized into sub-indices. These sub-indices
were defined based on predefined ranges that help to give
the level of air quality, ranging from ‘““good” to ““hazardous.”
Where the highest value of sub-index among the air pollutants
represents the overall air quality index for a certain location.
The computation of the AQI is based on Equation 1 combines
the sub-indices of each pollutant [11], which considers the
weightage assigned to each pollutant based on its potential
health impacts, by incorporating multiple pollutants and
their respective sub-indices, the AQI helps to assess the air
quality [1].

Thigh — 1
= M(C - Ilaw) + Liow (1)
Chigh — Clow

where, I is Air Quality Index, C is Pollutant concentration.

D. FEATURE SELECTION

Feature selection becomes crucial in our research following
the data preprocessing and exploratory data analysis step.
This process involves identifying and selecting the most rel-
evant features related to the AQI, representing the overall air
quality. The features in this study based on the preprocessed
dataset contain several pollutant information such as CO,
S0O2, 03, OZONE, NO2, PM10, and PM2.5, along with their
corresponding AQI values.

We used the correlation analysis to determine the rela-
tionship between the features and AQI. Correlation analysis
can be used to find the linear relationship between two
variables. By calculating the correlation coefficients between
each feature and the AQI, we can assess their predictive value
in understanding and predicting variations in air pollutant
levels. The correlation values are compiled into a correlation
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FIGURE 2. Correlation of AQI air pollutants.

matrix, which provides a view of the relationships between all
dataset variables and identifies features with strong positive
or negative correlations with the AQI, as shown in Figure 2.
The results of this study highlighted that most values of
air pollutants demonstrated a positive correlation with the
AQI values, which indicates that higher concentrations of air
pollutants are associated with higher AQI values, reflecting
poorer air quality. This highlights how selecting important air
pollutants as features that represent significant correlations
with the AQI is essential in analyzing and predicting air
quality variations in the study area.

E. SPLITTING DATA

In this stage, the train-test split() method was utilized to split
the data into two parts with a ratio of 70:30 for training and
testing sets. This means 70% of the total dataset was chosen
for training, while the remaining 30% of data was assigned
for testing data. With this splitting ratio, the model is trained
on a large sufficient portion of the data and evaluated on test
data to assess its performance.

F. BALANCING DATA

In machine learning tasks, addressing the issue of imbalanced
data is a crucial process to ensure reliable and accurate
prediction results. In this study, the distribution of AQI
values exhibits an imbalance in the given dataset, where
certain values occur more frequently than others. This can
be observed by categorizing the AQI values into predefined
ranges, as shown in Figure 3.

Using imbalanced data can significantly effect on the
regression approaches. Biases can occur as approaches
favor the majority class and overlook minority classes
with fewer instance data. To get over this issue, SMOTER
(Synthetic Minority Over-sampling technique for Regression
with Gaussian Noise) is one of the most common techniques
has been used to improve the model’s performance.
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The SMOTER technique is used to generate a synthetic
minority and under-sampling the majority class, which helps
to get a balanced dataset and ensures a more equitable
representation of different AQI values. By generating more
synthetic samples, the minority class can create a more
balanced distribution of data points. Gaussian noise was also
added into these synthetic samples to introduce variations and
prevent overfitting. By utilizing balancing the dataset and the
SMOTER technique, the regression models are trained using
more representative and several sets of data points. In this
stage, the model’s ability to capture patterns and relationships
across different AQI values of air pollutants will be enhanced,
leading to improved model performance and more accurate
predictions.

G. REGRESSION MODELS CONSTRUCTION

The final step in the air quality prediction approach is
constructing a regression model to predict air quality. For
this task, we train models using the following regression
techniques.

1) Decision Tree regression: is a supervised machine
learning algorithm commonly used to model non-linear
relationships between output variables and input fea-
tures. The algorithm partitions the data into subsets
based on specific rules or criteria in this regression
approach. These rules are selected to minimize the
difference in space between the predicted and the
actual values. By considering several input factors and
training the model using historical air pollution and
AQI data, Decision Tree regression can be applied
to predict the air quality. The model analyzes the
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relationships between the input factors and AQI to
accurately predict upcoming periods.

2) Linear regression: is acommonly employed statistical
method in several approaches for prediction and
forecasting air pollution [20]. It is used for examining
the relations between pollutant concentrations and the
AQI. Linear regression can make reliable predictions
about future air pollution levels by analyzing historical
data and discerning trends and patterns. Furthermore,
Linear regression aids in identifying the primary
factors contributing to air pollution. By assessing
the regression coefficients, it becomes possible to
determine how much the variable influences the AQI.
This information can be crucial in formulating effective
control measures to mitigate pollution and enhance air
quality.

3) Random Forest regression: is a supervised learning
technique that combines multiple Decision Trees and
can be used for regression problems. The input data
goes through multiple Decision Trees, and the average
of each tree is used as the model’s output in the training
process [1].

H. EVALUATION MEASURES

In our evaluation stage, we aim to offer a comprehensive
analysis of different regression approaches and performance
metrics to provide the flexibility to select the classifier whose
accuracy specifications are most relevant to users. Therefore,
this part implies the most popular error rate metrics used in
machine learning and information retrieval domains. We list

these measures and explain each one next.
e Mean Absolute Error (MAE): is a metric used to

calculate the mean value for the differences between the
actual and predicted values observed from the model.
It indicates the average of the model errors, as shown
in the equation below:

1 n

MAE = ~ j:Zl@,- - ©)
« Root Mean Square Error (RMSE): is a widely used for
evaluating regression models. It is used to calculate the
average deviation between predicting and actual model
values. A lower RMSE value highlighted that the model
achieved better performance. It can be calculated using

the following formula:

1 n
RMSE = | ~(3 (5 =3} 3)
j=1

« R2 Score: is used to find the variance of target variables
in the model. It ranges from O to 1, with a higher value
representing that the proposed model fits the dataset in a
good way. It is calculated using the following formula:

D i — y§)2

R2 =1- n =\2
Zizl(yi =¥

“
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FIGURE 4. Actual vs predicted for linear regression.

IV. EXPERIMENTAL RESULTS

To validate reliability and effectiveness of air quality pre-
diction methodologies, we present all experimental findings
and compare them from different perspectives. Our initial
evaluation focuses on comparing the actual and predicted
values of each approach to provide a reliable indicator of
approaches accuracy.

In addition, we compare the effectiveness of regression
approaches in predicting air quality across two execution
configurations including (a personal laptop and a cloud
based platforms). Moreover, we emphasized measuring the
execution times for each regression technique on both
selected platforms. This analysis provides valuable insights
into the computational efficiency and speed of the models.
In the following sections, we discuss the detailed results,
providing a comprehensive understanding of the performance
of the regression techniques.

A. COMPARISON OF ACTUAL AND PREDICTED DATA
Our initial set of evaluation findings showcases the per-
formance of our approaches in predicting air quality by
comparing the actual values with the prediction values
generated by models. By visually comparing these two sets
of values, we can quickly assess the degree of proximity
between them, offering valuable insights into the accuracy
of each model. Figure 4 presents the actual values plotted
versus the predicted values, focusing specifically on lin-
ear regression results. The blue line represents the ideal
regression line, and the model’s accuracy depends on the
degree of alignment between the data points and this line.
Upon examining the linear regression results, it becomes
evident that the data points are clustered at the bottom of
the graph and are not closely aligned with the regression
line. This observation suggests that linear regression may not
be the most suitable model for air quality prediction in this
study.

Continuing with the evaluation of regression models,
Figure 5 compares the actual and the prediction values of
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FIGURE 5. Actual vs predicted for decision tree regression.

the Decision Tree regression model. Analyzing the results,
we observe that the data points are more evenly distributed
throughout the graph and closer to the regression line than
the Linear regression case. This indicates that our study’s
Decision Tree regression model performs better in predicting
air quality.

The improved distribution and proximity of data points to
the regression line in the case of Decision Tree regression
signify a higher level of accuracy and reliability in predicting
air quality compared to linear regression. This suggests that
the Decision Tree regression model may provide more precise
predictions based on the dataset.

Concluding the evaluation of regression models, Figure 6
illustrates the comparison values of the Random Forest
regression model. Upon analysis, we observe that the data
points are distributed and closer to the regression line, and
this graph looks similar to the Decision Tree model graph.
While the Random Forest model may offer advantages in
handling complex relationships and reducing overfitting,
the Decision Tree model’s simplicity and interpretability
make it a compelling option for understanding the factors
influencing air quality. The Decision Tree model can provide
valuable insight into the variables representing the most
significant impact on air quality, aiding decision-making
processes.

B. PERFORMANCE EVALUATION USING DIFFERENT
CONFIGURATIONS

This section represents the second set of evaluation
results showing our approach’s performance by applying
regression models in two configurations: personal laptop
and cloud platforms. Assessing the models’ performance
in different platforms is crucial to ensure the reliabil-
ity and suitability of models for real-world applications.
Additionally, it helps assess the effectiveness of com-
putational resources on the model’s performance. The
following sub-sections provide the evaluation results for each
configuration.
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FIGURE 6. Actual vs predicted for random forest regression.

TABLE 2. Evaluation results of training dataset using laptop
configuration.

Model MAE RMSE R?
Random Forest Regression ~ 2.46 10.39  98.80
Decision Tree Regression ~ 2.02 10.14  98.86
Linear Regression 32.19 42770  79.73

TABLE 3. Evaluation results of testing dataset using laptop configuration.

Model MAE RMSE R?
Random Forest Regression  0.795  7.141  93.08
Decision Tree Regression ~ 0.738  7.073  93.21
Linear Regression 20.137 25.562 11.36

1) PERFORMANCE EVALUATION IN FIRST CONFIGURATION
In the first configuration, Tables 2 and 3 present the results
of error evaluation metrics, specifically RMSE and MAE,
for the regression models when executed on a personal
laptop platform. The findings show that the Decision Tree
model outperforms other models. It achieved 2.02% of MAE
and 10.14% of an RMSE, indicating its ability to make
predictions with minimal average error and variability. On the
other hand, Linear regression achieved low performance, with
a relatively high value for MAE of 32.19% and RMSE of
42.70%, concluding that Linear regression may not be the
suitable model for accurately predicting air quality.

2) PERFORMANCE EVALUATION IN SECOND
CONFIGURATION
In the second configuration, the performance of the regres-
sion models was evaluated using a cloud platform. The
evaluation outcomes for both the training and testing datasets
are detailed in Tables 4 and 5, respectively.

Upon analyzing the evaluation metrics, it observes that the
performance of the linear regression model remains relatively

VOLUME 11, 2023

TABLE 4. Evaluation results of training dataset using cloud configuration.

Model MAE RMSE R?
Random Forest Regression ~ 2.39 10.19  98.82
Decision Tree Regression 1.97 9.94  98.88
Linear Regression 32.56 43.08 78.89

TABLE 5. Evaluation results of testing dataset using cloud configuration.

Model MAE RMSE R?
Random Forest Regression ~ 0.82 7.28  93.09
Decision Tree Regression ~ 0.77 723 93.19
Linear Regression 20.51  26.16 10.89

stable compared to the first configuration. The MAE and
RMSE values are exhibit minimal variation, implying that
the change in configuration does not significantly affect
the model’s performance. On the other hand, there is a
slight improvement in the performance of the Decision Tree
regression model when running on the cloud platform. The
MAE and RMSE values for the training dataset show a
marginal decrease, with an MAE of 1.97% and a RMSE of
9.94%. This improvement shows a slightly improved ability
to predict air quality compared to the first configuration.
Table 5 shows that the Random Forest performance is
comparable to the Decision Tree model. Both models
represent similar MAE and RMSE values with similar
predictive capabilities. However, it is worth noting that the
Random Forest model tends to have a longer execution time,
which may limit its suitability and efficiency for certain
real-world applications where time is crucial.

C. EXECUTION TIME COMPARISON

This study compared the execution time for three regression
models with the SMOTER technique on two different
platforms: a personal laptop and a cloud. The goal was
to evaluate the impact of cloud computing technology on
the efficiency and speed-up of these models. The results
presented in Table 6 demonstrate a significant reduction in
execution time when the models run using cloud platform
compared to the personal laptop. The reduction execution
time of regression models highlights the advantages of
utilizing cloud computing technology for machine learning
tasks. For example, the execution time for SMOTER was
reduced from 1292.89 seconds on the personal laptop to
464.22 seconds on the cloud, resulting in a reduction of
approximately 64%. Similarly, the execution time of Decision
Tree decreased from 0.46 seconds on the personal laptop
to 0.28 seconds on the cloud, representing a significant
reduction.

Moreover, for the Random Forest model the execution time
was reduced from 39.40 seconds using the personal laptop to
17.27 seconds using cloud platform, indicating a reduction
of approximately 56%. On the other hand, the execution time
for Linear Regression model was already relatively low on
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TABLE 6. Model execution times in seconds.

Execution Time Personal Computer  Cloud

SMOTER 1292.89 464.22
Random Forest Regression 39.40 17.27
Decision Tree Regression 0.46 0.28
Linear Regression 0.07 0.02

the personal laptop, with only 0.07 seconds, and it further
decreased to 0.02 seconds on the cloud.

These finding results demonstrated the benefits of utilizing
cloud computing technology in reducing the execution time
of regression models. Reducing the execution time of models
help to achieve more efficient machine learning models.
Particularly for larger and more complex datasets, cloud
computing frameworks enable of distributing processing
data and model training, providing a solution to avoid
computational challenges and expedite the machine learning
workflow.

V. CONCLUSION

This study provides a comprehensive comparative analysis of
different regression models for predicting air quality in smart
cities. Notably, the Decision Tree regression model demon-
strated a high performance compared to other regression
models. Incorporating Exploratory Data Analysis and the
SMOTER technique played a pivotal role in enhancing model
accuracy by addressing data imbalances and optimizing
feature selection. Moreover, the study emphasized the advan-
tages of utilizing cloud computing in regression modeling.
Utilizing cloud resources led to reduced model execution
time, resulting in enhanced efficiency and scalability. This
accelerated experimentation, training, and deployment of the
models, enhancing their practical applicability in real-world
applications.

For future work recommendations, we explore diverse
machine-learning approaches for predicting air quality and
air pollution in smart cities. Additionally, investigating
the effect of meteorological data, including temperature,
pressure, humidity, and wind speed, further enhances AQI
and air pollution prediction accuracy. This endeavor provides
valuable insight into identifying air quality levels and con-
tributes to more effective air quality management approaches.
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