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ABSTRACT This paper introduces a two-stage (offline and online) artificial neural network (ANN) driven
constraint creator model to improve the computational quality of day-ahead unit commitment (DAUC) in
power systems. The DAUC is crucial for planning 24-hour operations and complex bid clearing through
mixed-integer linear programs (MILP). However, slow convergence is common due to system complexity.
Machine learning (ML) based methods have been used to enhance MILP-DAUC. Nonetheless, they can lead
to sub-optimality and infeasibility. To overcome these challenges, (1) this paper proposes in the offline stage
the ANN-generators subset (AGS) that can predict part of the optimal MILP-DAUC decisions using an ANN
model. Online, onlyML-generated decisions of AGS are used to form the ANN-driven constraints to enhance
themainMILP-DAUC, forming the proposed ANN-MILP-DAUCmethod. (2) A feasibility handling process
is proposed to retain the infeasible ML states to be optimized by the main MILP-DAUC formulation. (3) The
proposed model issues an artificial factor that provides the percentage of generators accurately predicted
and used as an ML training performance metric. The ANN model was trained using optimal MILP-DAUC
solutions. Test results on IEEE 14-bus and 118-bus systems reported solution time reductions of 61.43%
and 70.1%, respectively. Larger Polish 2383-bus, 3012-bus, and Ontario systems reported time reductions
in the range of 33% compared with the main MILP-DAUC method using MOSEK™, a commercial solver.
No degradation in the optimal solution was observed for all test systems, and the proposed method provides
a lower-objective solution for the same running time, leading to better solutions.

INDEX TERMS ANN-driven constraints generator, ANN-constrained unit commitment, mixed-integer
linear programming.

NOMENCLATURE
A. ACRONYMS
DAUC Day-ahead unit commitment.
ANN Artificial neural network.
MILP-DAUC Main MILP-DAUC formulation (1)

-(20).
ANN-MILP-DAUC ANN-Driven Constrained MILP-

DAUC (1) – (20), (28) - (30).

The associate editor coordinating the review of this manuscript and

approving it for publication was Ning Kang .

B. INDICES AND SETS
n,NG Index and set of generators, n ∈ {1, . . . ,NG }.
i, j,NB Indices and set for bus number, i, j ∈

{1, . . . ,NB}.
m,NM Index and set for segments, m ∈ {1, . . . ,NM}.
t,NT Index and set for an hour, t ∈ {1 . . .NT }.
k,NK Index and set for branches, k ∈ {1, . . . ,NK }.
s, NS Index and set of tested net load scenarios, s ∈

{1, . . . ,NS}.
� ANN generators set, that provides error-free

generator status.
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SONANN Predictor of ANN-ON-driven constraints set
(26).

SOFFANN Predictor of ANN-OFF-driven constraints set
(27).

C. PARAMETERS
PGn,PGn Max. /Min. output power of generator n.
PGnm
PGnm

Max. /Min. generating unit capacity of
segment m.

PLK The current carrying capacity of trans-
mission line k.

bdn, bsn Shutdown and startup costs, respectively.
brn, ban, bbnm Reserve cost and fuel price coefficients.
xk The inductive impedance of branch k.
γ Online hourly spinning reserve factor.
PDti Net power demand at the ith bus at hour

t. Net power demand is defined as the
difference between the actual load and
the renewable generation.

[B] Susceptance matrix of the power system.
RG10n 10-minute spinning reserve capacity.
RG60n 60-minute ramp-up/down limit.
MUT n Min uptime for generator n.
MDT n Min downtime for generator n.

D. VARIABLES
UDtn,US tn Shutdown and startup binary variables.
UGtn Optimal UC schedule (Binary).
PGtnm Generator output power.
RGtn Spinning reserve of each unit.
SRt Hourly minimum system spinning reserve

requirement.
PT ti Vector of hourly real power flow from the

transmission lines to the connected bus i at
time t.

δti Vector of bus voltage angles.

E. MATRICES
PD Hourly bus-wise net demand vector for systems

scenarios NS; PD =

[
PD1

t,i · · ·PD
NS
NTNB

]
∈

R(NB·NT )×NS .
UG Vector for the optimal generation schedules of

all net load scenarios PD, obtained using MILP-
DAUC (1) – (20); UG =

[
UG1

t,n · · ·UGNSNTNG
]

∈

{0, 1}(NT ·NG)×NS .
Y The ANN output vector corresponding to all hourly

bus net load scenarios PD is given by matrix: Y =[
Y 1
t,n · · · YNSNTNG

]
∈ {0, 1}(NT ·NG)×NS .

E The error matrix for the ANN output is defined as
E ∈ {0, 1}(NT ·NG)×NS .

I. INTRODUCTION
Day-ahead unit commitment (DAUC) is a crucial opti-
mization problem in power system operations that involves

technical and reliability constraints for successful operations.
Practically, it is used for planning 24-hour operations and
clearing complex bids. However, recent interest in detailed
unit commitment constraints has allowed for mid-to-long-
term planning, improving resource management strategies,
maintenance scheduling, and hydrothermal coordination.
Unit commitment also helps assess systems with operational
flexibility challenges, such as variable renewables, emission
caps, and less flexible generating units.

In 2022, Ontario’s electricity demand increased by 2.8%,
reaching 137.5 Terawatt hours (TWh), as a result of the
province’s economic recovery from the epidemic. In the next
20 years, a significant increase is expected in the net demand
in Ontario, Canada, as shown in Fig. 1 [1].

FIGURE 1. Forecasted increase in net demand of Ontario, Canada [1].

As electricity demand rises, power system operators need
to ensure that there is sufficient generation capacity available
to meet higher demand. This may require more generation
units to be turned on and the selection process becomes
more intricate. The increased number of units available for
commitment and the potential need to bring additional units
online quickly can increase the computational complexity
of the optimization problem. Putting this DAUC in context,
for Ontario’s 38 GW system, which transacts energy worth
$18 billion/year, a 1% improvement results in a $180 million
benefit annually. This huge economic implication drives a
constant desire to improve the DAUC process and to find
efficiencies that benefit all stakeholders [2].

Computational Complexity -: The DAUC problem is
formulated as a Mixed-Integer Linear Programming (MILP).
Commercial solvers such as CPLEX and MOSEK were used
to obtain the best-known operational costs [3]. However,
MILP solvers exhibit slow convergence as binary variables
increase with system complexity. Owing to its economic
importance and computational complexity, the problem for-
mulation and solution method of DAUC is an important and
essential topic with serious practical implications and signif-
icant monetary impact for all power systems.

Typically, the system operator only has a short time to
run the DAUC multiple times with different security sce-
narios every day (see Fig. 2 for the DAUC timeline of the
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FIGURE 2. DAUC process timeline for IESO, Ontario, (Canada).

FIGURE 3. Search space reduction using 50% ML-Generated decisions.

Independent Electricity System Operator (IESO), Ontario,
Canada) [2].

A. MILP SEARCH SPACE AND WORK OBJECTIVE
In the MILP, the search space refers to the set of all possible
solutions that the optimization algorithm explores to find the
optimal solution to the given problem. In the context of the
DAUC process, the variables represent binary decisions such
as whether a power generation unit is turned on (1) or off (0)
during a certain time interval. In this case, the search space
encompasses all possible combinations of on/off decisions
for each unit over the given time horizon while ensuring that
the total power generated meets the demand and respects the
operational constraints of all units. Thus, the search space can
be defined as SP = 2NG·NT , where NG is the number of units
and NT is the planning horizon [4], [5].
This study aims to introduce a set of Machine Learn-

ing (ML)-generated decision constraints for the main
MILP-DAUC formulation to improve computational effi-
ciency. For a well-trained ML model, these decisions are
trusted to be a part of the optimal DAUC solution. Therefore,
these ML constraints will significantly improve the com-
putational quality, specifically the search space reduction.
Figure 3 illustrates the effect of the additional constraints of
50% generation decisions using an ML model that equals
SP = 20.5·NG·NT . It shows a significant reduction in the

search space with an increase in the number of generating
units in power systems.

Economic Loss-: Utilities need to determine the best
achievable solution within a limited time so that dispatch
instructions can be sent to generators. Using the latest
MILP solvers, large-scale DAUC formulations can usually
be solved with a higher relative Optimality Gap (OG) to
meet the running time limits, where OG is the ratio of the
difference between the bestMILP solution and the continuous
linear program (LP) solution divided by the continuous LP
solution. However, it is impossible to achieve the best OG for
large-scale systems within a limited time [6].

It is obvious that a further reduction in OG would yield
a better solution and economic benefit for all stakeholders.
Although MILP-based DAUC formulations provide a robust
solution, little has been done to incorporate machine intelli-
gence (MI) into these formulations to seek the least OG.

B. LITERATURE SURVEY
In the last few decades, various optimization techniques have
been used to solve the DAUC challenge. These efforts have
been directed toward improvements in conventional, intelli-
gent, and hybrid optimization techniques. The literature on
this topic is extensive and can be found in [6]. This study
focused on the enhancement of the main MILP-DAUC for-
mulation using ML models.

1) IMPROVEMENT IN MILP-DAUC FORMULATION
Recently, many efforts have been made to improve the per-
formance of MILP-DAUC using tightening methods and
constraint relaxation algorithms to obtain faster DAUC
solutions.

Tightening methods: The DAUC formulation is approx-
imated by an approach that considers a nonlinear objective
function using perspective cuts. Slightly better solutions in
less time were obtained, and the method was applied to sys-
tems that have up to 200 generating units, as in [7]. Tightened
and compact DAUC formulations were presented for ramp
rate constraints in [8], [9]. These formulations were tested
using a Polish 2383-bus system. In [10], a formulation for
the ramp rate constraint of gas turbines in a tight MILP
UC formulation was presented. Another study presented the
MILP formulation of stochastic DAUC with the chance con-
straint of ramping and operating reserves based on projected
disjunctive reformulation [11]. In [12], transition variables
were proposed to capture the intertemporal characteristics of
the generating states between consecutive periods. A time-
adaptive method was developed to reduce the computation
time by aggregating the forecasted load periods and reducing
the size of the DAUC problem [13].

Overall, the difficulties in obtaining the optimal solution
for a large-scale DAUC formulation within the available time
result in an increased OG, resulting in a suboptimal integer
solution and economic loss. The review of MILP formula-
tions for the DAUC challenge reveals that although these
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methods provide improvements and are predominantly used
in practical applications, a long computation time remains a
challenge.

Constraint Relaxation Methods: These techniques
involve temporarily relaxing or modifying specific con-
straints within the MILP formulation, thereby enabling
quicker optimization. These relaxed constraints can be gradu-
ally tightened to obtain a feasible and nearly optimal solution.
Notable research (e.g., [14]) has demonstrated substantial
benefits, achieving significant reductions in solution times
for large-scale power systems by selectively relaxing con-
straints. Similarly, another study [15] introduced a constraint
relaxation technique tailored for renewable energy integration
and demand response in power systems, reducing solution
times while increasing flexibility to handle uncertainties that
are particularly relevant to DAUC. Despite their potential to
expedite solutions, constraint-relaxation methods have trade-
offs. Relaxing constraints can yield initially infeasible or
suboptimal solutions, necessitating additional computational
effort to reestablish feasibility. Thus, selecting the right con-
straints for relaxation and determining the optimal relaxation
levels remain complex tasks.

2) LITERATURE SURVEY – MACHINE LEARNING
Various recent studies have explored machine learning (ML)
as a promising aid for solving power system operation and
planning problems. In [16], a hybrid neural network with a
simulated annealing approach was used to solve the DAUC
optimization problem for a 10-unit system. The proposed
approach uses an artificial neural network (ANN) to obtain a
preschedule for the generation units based on the load profile
as the input. Simulated annealing was then applied to solve
DAUC. This method has been applied to a very simple system
and does not consider transmission-network constraints.

A recent study used k-nearest neighbors (kNN) as a super-
vised ML method to train the total loads to predict unit
commitment decisions [17]. Subsequently, they used a heuris-
tic tuning method to select a particular percentage of the
ML output to enhance the DAUC formulation. However, this
method produces suboptimal or infeasible results because of
ML prediction errors. In addition, the optimal tuning percent-
age cannot be guaranteed. In [18], the convolutional neural
network (CNN) model was trained by wind power variations
to predict all integer variables of the DAUC problem to
convert the DAUC into the LP form. Despite the feasibility
study that has been implemented, the DAUC solution can-
not be trusted because the ML output may carry errors and
be feasible simultaneously, leading to high-cost suboptimal
solutions. In addition, this method assumes that loads are
always constant. The stochastic UC challenge has been solved
using ML’s ability to predict the uncertainty of line disrup-
tions caused by hurricanes [19]. Using historical data in [20]
kNN was employed to eliminate unnecessary transmission
constraints in the MILP-UC problem. Owing to prediction
errors, some important transmission lines are removed from

the formulation, which leads to either sub-optimality or infea-
sibility, as presented in the results for the 73-bus and 2000-bus
systems. Eliminating redundant constraints (not only trans-
mission constraints in UC) can be done easily in MILP
solvers, such as in the presolve method of MOSEK presented
in [21].

Table 1 shows the differences between the ML-based UC
methods and the proposed method (PM).

TABLE 1. Comparison between ML-based UC methods.

In our recent study [22], ML was trained to shrink the
DAUC formulation using a variable reduction method. In this
study, ML prediction was used to create ANN-driven con-
straints, without shrinking the main DAUC formulation.

3) LITERATURE SURVEY – ML-BASED WARM START
The benefits of an ML-based warm start to solve the OPF
problem were presented in [23], [24]. In [24], the ANN pro-
vided a prediction of natural gas pressures, which were used
as the starting points for the Gas OPF problem. With the use
of the warm start points, the results showed that the number
of iterations and OG percentage were reduced. Importantly,
for the large-scale DAUC problem, the ML-based warm-start
solutions do not affect either the solution space or the solution
method becausemodernMILP solvers already have advanced
methods to find the best feasible starting point and condition
the problem before starting, which renders these warm-start
methods ineffective in comparison.

C. THE GAP IN ML-BASED DAUC METHODS
The literature presents recent efforts involving ML as
a tool to enhance the MILP-DAUC. Various ML mod-
els have been explored, including hybrid neural networks
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and simulated-annealing approaches [16]. However, these
approaches have been applied to simplified systems and do
not consider transmission-network constraints. Suboptimal
results have also been reported when integrating 100% ML
predictions into the DAUC formulation [17]. Challenges arise
fromML prediction errors, feasibility concerns, and assump-
tions regarding load changes [18]. Furthermore, feasibility
challenges persist in utilizing ML to eliminate transmission
constraints in the MILP-UC problem [20].

D. CONTRIBUTIONS OF THIS PAPER
Unlike the ML-based UC literature, as presented in Table 1,
the ML model is trained using the hourly net load at each
bus to predict the UC decisions (not the total load, as in [16],
[17]). Using only the total load change is not accurate because
the effect of the hourly change in loads at each bus cannot
be observed in the ML model. In addition, the proposed
method provides additionalML constraints without shrinking
the main MILP-DAUC formulation.

The main contributions of this work are summarized
below:

1) Development of an ANN-driven constraint creator: An
ANN-driven approach was created to accurately predict
the trusted set of generators to be dispatched, yielding a
set of ANN-driven constraints.

2) Enhanced Solution Efficiency: The incorporation of
ANN-driven constraints into the MILP-DAUC method
led to a remarkable reduction in solution times. This
enhancement, achieved without any loss of optimality,
resulted in solution times up to three times faster than
the conventional MILP-DAUC formulation.

3) Feasibility Handling Process: To ensure the practical
viability of our method, this process retains and refines
the ML-generated decisions that may initially be unfea-
sible, allowing the main MILP-DAUC formulation to
optimize them into the optimal solution.

4) Computational Quality: Tested cases, encompassing
systems ranging from 14-bus to 3012-bus, consistently
demonstrate that the proposed method converges to the
same optimal solution as the MILP-DAUC method,
but at a significantly accelerated pace. Furthermore,
in larger systems, our approach yields lower-cost solu-
tions within the same solution time, which ultimately
results in substantial economic benefits.

The rest of this paper is organized as follows. Section II
introduces model formulation and algorithms. Section III
presents the methodology. Section IV presents system stud-
ies. Section V illustrates the proposed method’s performance.
The paper is concluded in Section VI.

II. ANN-MILP-DAUC FORMULATION
In this section, the ANN-MILP DAUC Model is described.
First, the mainMILP-DAUC formulation is presented. There-
after, an ANN model is provided. This is followed by

the development of predictor sets that created ANN-driven
constraints.

A. MAIN DAUC MATHEMATICAL MODEL
The optimal solution of the DAUC provides the minimum
total cost and is limited by the power system constraints, such
as startup and downtimes of the generation units, ramp rates,
capacity of transmission lines, and minimum hourly spinning
reserves. The overall DAUC objective function includes the
fuel costs of all types of generation, startup and shutdown
costs, and reserve power costs. This objective is modeled as
shown in (1).

Minimize :

NT∑
t=1

NG∑
n=1

 bdn · UDtn + bsn · US tn + brn · RGtn

+ban · UGtn +

NM∑
m=1

bbnm · PGtnm

 (1)

Subject to:

1) POWER FLOW CONSTRAINTS:
The transmission network power flow is examined in the
DAUC using DC linear power flows, as shown in (2). In addi-
tion, the DC load flow approximates bus voltages equal to
1 p.u. with variable phase angles, as constrained in (3). Thus,
the power flow for each line is defined in (4). Finally, the total
injected power (i.e., generation power, demand, and power
flow) is balanced at each bus for each period (one hour),
as enforced by (5). PDti presents the net power demand at
each bus at time t, and it is defined as the difference between
the actual load (PDactti ) and renewable power generation
(PGRenti ) as shown in (5b).

[PT ti] =
[
B′

]
[δti] ; ∀t, i (2)

−
π

2
≤ δti ≤

π

2
; ∀t, i (3)

PLk ≤
[
δti − δtj

] /
xk ≤ PLk ; ∀i, j ∈ k, t

(4)[
NG∑
n∈i

NM∑
m

PGtnm

]
− PDti = PT ti;∀t, i (5)

PDti = PDactti − PGRenti ; ∀t, i (5b)

2) GENERATOR OUTPUT POWER LIMITS:
The generator output power limits are described by a set of
constraints on the total power as a function of the unit status,
segment-wise power output limits, and status of the units.
The generation of each piecewise segment is limited to its
maximum value, as shown in (6). Therefore, the generation
power of each unit, which is the total power in each segment,
is constrained by the thermal limit of the generating unit,
as shown in (7).

0 ≤ PGtnm ≤ PGnm; ∀t, n,m (6)
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UGtn · PGn ≤

[
PGtn =

NM∑
m

PGtnm

]
≤ UGtn · PGn;∀t, n

(7)

3) SPINNING RESERVE CAPACITY:
The capacity of each generator to contribute to the spinning
reserve is constrained as follows. The reserve power of each
unit is limited by its reserve capacity in 10 min and the differ-
ence between its generation capacity and dispatch, as shown
in (8). The online spinning reserve should be equal to the
capacity of the largest source of the power system, as shown
in (9). The online spinning reserve criterion is given by (10).
When interconnected with other power systems, the param-
eter γ defines the required ratio, as is the case in Ontario,
which lies within the Northeast Power Coordinating Council.
It typically uses 0.25 for this value [25].

RGtn ≤


UGtn · RG10n,
NM∑
m

(
PGnm·UGtn − PGtnm

)
 ; ∀t, n (8)

SRt ≥

{
UGtn ·

[
NM∑
m

PGnm

]}
; ∀t, n (9)

NG∑
n

RGtn ≥ γ.SRt ; ∀t (10)

4) GENERATORS RAMP RATES:
The committed generating units are constrained by their
respective 60-minute ramp rate limits, as in (11).

−RG60n ≤

NM∑
m

PGtnm −

NM∑
m

PGt−1,nm ≤ RG60n; ∀t, n

(11)

5) STARTUP AND SHUTDOWN CONSTRAINTS:
This set of constraints describes the unit startup, startup lim-
its, and shutdown limits, as follows: The startup status of each
unit is defined in (12), and the minimum startup limit for each
unit is constrained in (13). The shutdown and minimum down
limits for each turned-off unit are obtained in (14) and (15),
respectively. The previous day commitment of each unit is
considered in the DAUC formulation, as in (16) and (17).

US t+1,n = max
(
UGt+1,n − UGtn, 0

)
; ∀t

∈ [0, . . . ,NT − 1] , n (12)

US t+1,n.MUT n −

min

{
NT ,

t +MUT n

}
∑
s=t+2

UGsn

≤ max
{
1,MUT n
−NT + t

}
; ∀t

∈ [0, . . . ,NT − 1] , n (13)

UDt+1,n = max
(
UGtn − UGt+1,n, 0

)
; ∀t

∈ [0, . . . ,NT − 1] , n (14)

(
1 − UDt+1,n

)
· NT ≥

min

{
NT ,

t +MDT n

}
∑
s=t+1

UGsn;∀t

∈ [0, . . . ,NT − 1] ; n (15)

If [ICn > 0,MUTn > ICn] ,
MUT n−ICn∑

t=1

UGtn ≥ MUT n − ICn; ∀n

(16)

If [ICn < 0,MUTn > −ICn] ,
MDT n−ICn∑

t=1

UGtn ≤ 0; ∀n (17)

6) INTEGERS CONSTRAINTS:
Integer constraints for generator shutdown, startup, and status
are imposed as shown in (18) – (20), respectively.

UDtn ∈ {0, 1} ; ∀t, n (18)

UStn ∈ {0, 1} ; ∀t, n (19)

UGtn ∈ {0, 1} ; ∀t, n (20)

Equations (1) – (20) can be solved using a standard MILP
solver. The optimal DAUC schedule is only UGtn because
the startup and shutdown vectors (UStn,UDtn) are mainly
dependent on the unit status vector UGtn.

B. DEVELOPMENT OF ANN-DRIVEN CONSTRAINTS
CREATOR
The complex DAUC problem has a vast search space because
it involves many intertemporal combinatorial constraints and
a wide range of binary variables [5]. In this study, an ANN-
driven constraint creator was devised to constrain subsets of
generators to be turned on/off at certain hours. The MILP
solver searches for a solution within the reduced search space.
The ANN-driven constraint creator is described in the follow-
ing subsections.

1) ANN-DRIVEN CONSTRAINTS CREATOR – ANN TRAINING
DATA
In modern power systems, hourly bus net-load data and the
corresponding DAUC schedules of generators are typically
available from utilities in Ontario, Canada [26]. As detailed
in Algorithm 1, an ANN model is trained using the hourly
bus net load data as the input and the corresponding DAUC
schedules of generators as the output. In the DAUC, for a
period of NT hours, with NB buses, the number of input
features for one load scenario would be equalNB×NT (PDti).
This defines the number of nodes in the input layer. For the
output layer, each unit status for each hour is represented, and
hence, the number of output nodes equals NG×NT (UGtn).
Each day represented a scenario.

Using data from a few years, hundreds of scenarios NS are
available for training, where the matrix of the hourly bus net
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Algorithm 1 ANN-Training Model (Offline)
ANN-training model
1 If DAUC generator schedules are available: Use hourly bus

net load scenarios PD and the corresponding generation
schedule for all load scenarios UG.

2 If DAUC generator schedules are not available: Solve the
MILP-DAUC formulation from (1) – (20) for hourly bus
net load scenarios PD and construct the corresponding
generation schedule UG.

3 Train a multi-layer feedforward backward propagation
ANN model using PD as the input layer and UG as the
output layer.

4 Use the resilient backpropagation (Rprop) training
algorithm and mean squared error as a training
performance metric.

load scenarios is given as PD =

[
PD1

t,i, · · · ,PDNSNTNB
]

∈

R(NB·NT )×NS . The matrix of the generation schedule is UG =[
UG1

t,n, · · · ,UGNSNTNG
]

∈ {0, 1}(NT ·NG)×NS . The ANN output
corresponding to all hourly bus net load scenarios PD is given
by matrix: Y =

[
Y 1
t,n, · · · ,YNSNTNG

]
∈ {0, 1}(NT ·NG)×NS . If the

DAUC generator schedules are not available, MILP-DAUC
methods (1) – (20) are solved for each net load scenario, and
the generation schedule for each net load scenario is used as
a target in the ANN training model.

2) ANN-DRIVEN CONSTRAINTS CREATOR – ANN
STRUCTURE
Typically, an ANN model with three hidden layers was used
to decrease the generalization error. Figure 4 shows the archi-
tecture of the ANN model. Moreover, the activation function
in the hidden layers is a Hyperbolic Tangent Sigmoid (HTS)
activation function, which is mathematically written as F =
ex−e−x
e−x+ex , where F and x represent the neuron output and input,
respectively, and the range of F∈ {−1, .., 1}.

The relations between the input and output are described
in (21) and (22), respectively:

Hi = Fi
(
PDstn ·W i

+ Bi
)

(21)

Y stn = Fh
(
W h

· Hi + Bh
)

(22)

where vector PDstn is weighted by matrix W i and adjusted
by bias Bi and processed by the activation function F (·) in
the input layer. The input layer yields vector Hi. Vector H is
weighted bymatrixW h and adjusted by biasBh and processed
through F (·) in the hidden layer. The hidden layer yields an
output Y ANNtn ; this output is converted into binary, and when
the output value is greater than zero, it is set to one, and zero
otherwise.

a: ANN TRAINING ALGORITHM – OFFLINE
This work uses the Robust backpropagation algorithm
(Rprop) as a training function to overcome system scalability
(‘‘squashing’’ due to HTS transfer functions compressing an

FIGURE 4. A three-layer neural network architecture.

unlimited input range into a finite output range) and deliver
high-quality training. The Rprop training algorithm is the
fastest algorithm for pattern-recognition problems. Unlike the
Levenberg–Marquardt algorithm, it requires a relatively small
amount ofmemory to achieve the best training quality. Details
of the Rprop algorithm are presented in [27].

b: ANN TUNING ALGORITHM
The ANN tuning parameters must be optimized to reduce the
Mean Squared Error (MSE) between the estimated and actual
system outputs. These parameters included the number of
layers, amount of learning data, optimizer, batch size, number
of neurons, activation function, and number of epochs. The
number of layers is a highly sensitive factor in the precision
of training. Overfitting occurred when too many layers were
employed, whereas underfitting occurredwhen too few layers
were used. These parameters are mostly empirical until they
achieve their highest performance.

3) ANN-DRIVEN CONSTRAINTS CREATOR – OFFLINE ANN
GENERATORS SET
Algorithm #2 illustrates the ANN output-selection method.
Using Algorithm #1, the trained ANN model was used to
predict the status of the generators (UGst,n), a part of the
MILP-DAUC solution. While the ANN training procedure
minimizes errors, the nonlinear solution space of the DAUC
precludes exact mapping by a trained ANN. Hence, although
most generators are accurately predicted, a few are not.
By examining the error plots of the ANN, the set of generators
that can be accurately predicted can be ascertained. Accord-
ingly, a method was presented to obtain an accurate part of
the ANN output by examining the error matrix E of the ANN
output.

The error matrix for the ANN output was defined as
E ∈ {0, 1}(NT ·NG)×NS . The ANN Generators are the set of
generators whose statuses are accurately predicted for load
� ∈ {0, 1}1×NG. As the ANN model was constructed using
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supervised learning, the error matrix E of the ANN output Y
can be obtained as shown in (23).

E = |UG− Y | (23)

By analyzing E, ANN generators are identified forming
ANN-generators set �, as described in our previous work
[22]. The ANN generators in this set were free of errors in
all trained scenarios. In addition, the Artificial Factor ξ is
defined as the percentage of ANN generators of the total
generators that can be predicted accurately for all scenarios.
This demonstrates the performance of the ANN. The ANN
output for the generators of the ANN generator set � can be
trusted to be accurate and can be used to create ANN-driven
constraints without the possibility of infeasibility and degra-
dation of the optimal solution from the regular MILP DAUC
solution.

Algorithm 2 ANN Generator Set � (Offline)
1 Obtain the ANN output matrix Y for all load scenarios.

2 Use equation (23) to obtain the error matrix E for ANN
output Y .

3 For n = 1 : NG

3a Calculate the total error for each generator n in
all trained scenarios as TEn in (24).

TEn =

NS∑
s=1

NT∑
t=1

E (n) (24)

3b If TEn = 0, add generator n to the
ANN Generators set � that can be predicted with 100%
accuracy for all scenarios. �n = 1.
ELSE :�n = 0.

4 Calculate the Artificial Factor ξ that presents the percentage
of the total selected generators as follows:

ξ =
1
NG

[
NG∑
n=1

�n

]
(25)

5 If ξ ≥ 0
Export the ANN Generators Set: �.
Else
The training sets are not enough to generate robust ANN

output.
Solution #1 – Increase training sets.
Solution #2 – Use a different training algorithm.

4) ANN-DRIVEN CONSTRAINTS CREATOR – PREDICTOR
SETS CREATION - REAL-TIME
In real-time, the ANN model (from Algorithm #1) and ANN
generator set � (from Algorithm #2) are combined to yield a

Algorithm 3 MILP-DAUC Formulation With ANN-Driven
Constraints Algorithm [Real-Time]
Stage 1: Construct ANN-driven Constraints Creator
1 Read input hourly bus net load data PDti.
2 Use ANN (trained in offline Algorithm #1) to determine

the output of all generators.
3 UseANNGenerator Set� (completed in offlineAlgorithm
#2) to construct predictor sets

(
SONANN , SOFFANN

)
as in (26) and

(27),
3a Check the feasibility for each generator n ∈ �

using
(
SONANN , SOFFANN

)
on security constraints

(12) – (17).
3b If infeasible, then delete the decisions of n from
predictor sets

(
SONANN , SOFFANN

)
.

4 Create ANN-driven constraints as in (28) – (30).

Stage 2: Enhance MILP-DAUC Formulation with ANN-
Driven Constraints

1 Compose the MILP-DAUC formulation from (1) – (20)
with ANN-driven constraints as in (28) – (30).

2 Solve the complete formulation with a standard MILP
solver and issue commitment plus dispatch results.

predictor set of time and generator indices, where the gener-
ators are predicted to be ON or OFF accurately. Thereafter,
ANN-driven constraints are developed using these sets and
appended to the MILP-DAUC formulations (1) – (20).

Taking the ANN-generators set � and the output of the
ANN model that considers the next day’s net demand (PDti),
two predictor sets,

(
SONANN , SOFFANN

)
are created to define the

status (ON/OFF) of each ANN generator, as shown in (26)
and (27).

SONANN =

{
(t, n) ∈ SONANN ; if

{
Yt,n = 1, n ∈ �

}
(t, n) /∈ SONANN ; otherwise

(26)

SOFFANN =

{
(t, n) ∈ SOFFANN if

{
Yt,n = 0, n ∈ �

}
(t, n) /∈ SOFFANN ; otherwise

(27)

Accordingly, these two predictor sets,
(
SONANN , SOFFANN

)
deter-

mine the ANN generators that are constrained (ON or OFF),
forming ANN-driven constraints. Equations (28) – (30)
model ANN-driven constraints.

UGtn = 1; ∀ (t, n) ∈ SONANN (28)

UGtn = 0; ∀ (t, n) ∈ SOFFANN (29)

PGtnm = 0; ∀m, (t, n) ∈ SOFFANN (30)

a: FEASIBILITY HANDLING PROCESS
A feasibility check must be applied to each predicted gener-
ator index of the ANN generator set. The predicted generator
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FIGURE 5. ANN training loss curve for IEEE 14-bus system.

FIGURE 6. ANN-output errors E of all generators.

must be discarded from the predictor sets
(
SONANN , SOFFANN

)
,

when it violates unit security constraints (12) – (17). Thus,
the predictor sets

(
SONANN , SOFFANN

)
are reduced because the

infeasible decisions are converted to unknown states and
optimized in the complete formulation, as in the following
subsection.

b: COMPLETE ANN-MILP-DAUC ALGORITHM
The complete ANN-MILP-DAUC method is a combination
of MILP-DAUC formulations (1) – (20) and ANN-driven
constraints (26) – (30). These driven constraints are part of
the optimal MILP-DAUC solution, and they have a direct
effect on the search space reduction of the main formula-
tion, as discussed in Subsection I-A. Equation (25) presents
the percentage of ML-generated decisions. Thus, the search
space reduction can be expressed as SP = 2ξ ·NG·NT which
accelerates the MILP-DAUC solution speed.

Armed with the trained ANN model that drives constraint
generation (26) – (30), the full set of steps for DAUC in
real-time is shown in Algorithm 3.

C. ANN GENERATOR SET � ILLUSTRATIVE EXAMPLE
The IEEE 14-bus system has five generators. TheANNmodel
was trained using 500 scenarios of 24-hour net load data
and their corresponding 24-hour schedules of generators. The
training loss curves are shown in Figure 5. As shown, the
system was well-trained, with performance errors reaching
7.4E-06. Furthermore, the error matrix E for the ANN output
of all load scenarios can be obtained using (23) and is plotted
in Fig. 6. Upon examination of E, it was discovered that the
2nd and 5th generators had errors. Thus, the ANN generator

FIGURE 7. Complete ANN-MILP-DAUC method.

set � includes the 1st, 3rd, and 4th. Therefore: � = {1, 0, 1,
1, 0}. Furthermore, an Artificial Factor ξ = 0.6.

III. PROPOSED METHODOLOGY
The proposed method comprises offline and real-time com-
ponents, as shown in Fig. 7. The offline part involves
Algorithm 1 for ANN training and Algorithm 2 to deter-
mine the ANN generator set. The ANN model best maps
the input 24-hour net load profile to the generator output.
Conservatively, using a year’s worth of hourly data should
cover the entire training space and robustly enable ANN to
drive constraint creation.

Furthermore, in many instances, a particular scenario may
arise, which has not been seen before. In such cases, it is
recommended to retrain the ANN model with updated data
to ensure that the ANN remains current and evolves with the
power system.

This ANN Generator Set � is fed into the real-time part of
Algorithm #3. In Stage 1, the 24-hour day ahead demand is
used with the trained ANN model to determine the generator
outputs. This output with the ANN generator set � is used to
determine the predictor sets

(
SONANN , SOFFANN

)
and create ANN-

driven constraints. In Stage 2, the MILP-DAUC formulation
is enhanced with ANN-driven constraints, forming the pro-
posed ANN-MILP-DAUC method.

It is imperative to note that the ANN model only creates
ANN-driven constraints to enhance the standard MILP-
DAUC method. These ANN-driven constraints only reduce
the search space and hence the solution time without caus-
ing infeasibility. The entire MILP formulation with these
ANN-driven constraints remains robust and is uniquely
solved by using MILP solvers.

IV. SYSTEMS STUDIES
The proposed ANN-MILP-DAUC method was implemented
using MATLAB™ V. 9.7.012 (R2019B) and was solved using
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TABLE 2. Benchmark systems data and ANN training parameters.

the commercial solver MOSEK™ V 9.2.35 [28], both on a
3.60 GHz Intel™ Core processor i7 and 8 GB memory com-
puter. Tests were executed for the proposed method on four
benchmark systems: IEEE 14, 118-bus, Polish 2383-bus, and
3012-bus. In addition, the 10-zone Ontario, Canada network
was tested. The results of all the completed tests are reported.
The stopping criteria for the MILP solvers are commonly OG
or maximum running time settings. In this section, for all
systems, the stop time is set to 5000s, with varying solver OG
settings relative to the scale of the system reported in Table 4.
In addition, the MOSEK Presolve tool is used for all methods
in this study to eliminate redundant constraints.

A. SYSTEMS DATA AND ANN TRAINING – ALGORITHM #1
[OFFLINE]
The data for the IEEE 14-bus system with five genera-
tors were obtained from [29]. The system has 24-hour time
horizon loads at buses 2–6 and 9–14. The MILP-DAUC
formulation for this system was characterized by 370 integer
constraints, 520 continuous constraints, 120 integer variables,
and 280 continuous variables. To train the ANN model,
500 day-ahead bus-wise net load scenarios PD were con-
structed as proposed in [22], and then the DAUC formulation
in (1) – (20) was solved once for each of these load scenarios
to obtain the corresponding generation commitment sched-
ules UG. These net load scenarios and their corresponding
committed generating schedules were used as the input and
target vectors, respectively, to train the ANN model. The
IEEE 118-bus test system has 54 generators. The same train-
ing procedure as for the IEEE 14-bus system was used with
148 24-hour net load scenarios. Polish 2383-bus (327 units)

FIGURE 8. ANN-Training, testing, and validation accuracy for Ontario
system.

TABLE 3. ANN-driven constraints generator results for the case studies.

and 3012-bus (502 units) data were collected from [29]. For
each system, 198 scenarios and 200 scenario datasets with a
24-hour time horizon were created to train the ANN model.
The training parameters and results of Algorithm 1 are listed
in Table 2.
Furthermore, the proposed method was tested on a system

in Ontario, Canada. The Ontario network is modeled as ten
zones interconnected by 19 lines, including the intercon-
nections with the neighboring networks (Quebec, Manitoba,
Minnesota, Michigan, and New York), and 131 generation
stations. A network diagram is presented in [30]. The system
data were collected from the available online sources of
IESO, the system operator of Ontario [31]. TheMILP-DAUC
formulation for this system was characterized by 12,600 inte-
ger constraints, 4,344 continuous constraints, 9,432 integer
variables, and 6,672 continuous variables. The ANN model
was trained using 208-scenario data sets using Algorithm #1.
Training Evaluation Metrics: The ANN training model

was evaluated using two widely recognized error metrics: the
Mean Average Error (MAE) and Root Mean Squared Error
(RMSE). These metrics provide quantitative assessments
of the accuracy and reliability of the training model, with
lower values signifying a more effective and precise predic-
tion methodology, ultimately reflecting a stronger alignment
between the predicted and actual values. The following
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TABLE 4. Average computational time (s) and average total cost ($) of random testing data for all case studies using the enhanced MILP-DAUC
formulation with ANN-driven constraints (PM).

equations describe these two error metrics and the training
results are presented in Table 2. Furthermore, the ANN train-
ing accuracy for the Ontario system is graphed in Fig. 8.

MAE =
1
NS

NS∑
s=1

∣∣(UGs
− Y s)∣∣ (31)

RMSE =

√√√√ 1
NS

NS∑
s=1

∣∣(UGs
− Y s)∣∣2 (32)

B. ANN GENERATOR SET � – ALGORITHM #2 [OFFLINE]
After training the ANN model and achieving proper training
performance, the ANN Generator Set � was created for
each tested system using Algorithm #2. The ANN generators
set � to provide zero errors in all ANN-trained scenarios.
Table 3 lists the set sizes of each tested system. As shown,
the ANN output selection method accurately predicted 60%,
54%, 49%, 49.2%, and 41% of the ANN generator output for
IEEE 14-bus, IEEE 118-bus, Polish 2383-bus, Polish 3012-
bus, and 10-zone Ontario systems, respectively.

C. TESTING THE ENHANCED MILP-DAUC FORMULATION
WITH ANN-DRIVEN CONSTRAINTS – ALGORITHM #3
Using the ANN generator set �, Stage 1 of Algorithm 3
helps to create ANN-driven constraints. The details of these
ANN-driven constraints are listed in Table 4 for all case
studies.

The ANN-MILP-DAUC formulation enhanced with ANN-
driven constraints, as presented in Stage 2 of Algorithm #3,
was solved by MOSEK as a commercial MILP solver.

The effectiveness of the enhanced ANN-MILP-DAUC for-
mulation with ANN-driven constraints was illustrated by
comparing the results with the main MILP-DAUC formu-
lation solutions (1) – (20) of [17] and [18]. The average
computational quality and total cost for the tested datasets are
listed in Table 4.

For the IEEE 14-bus system, the ANN model had an Arti-
ficial Factor ξ of 60%. This ANN generator set was used to
generate 72 ANN-ON constraints (28), which were added to
the ANN-MILP-DAUC formulation. The effect is shown by
the total number of integer constraints, as listed in Table 4.
As a result of these ANN-driven constraints, the enhanced
formulation has a reduced search space, which leads to a
2.6 times faster solution (i.e., a 61.43% reduction in solution
time), whereas the solution cost remains the same optimal
value obtained using the main MILP-DAUC formulation
without any change.

The test results of the proposed method on the IEEE
118-bus, Polish 2383-bus, and 3012-bus systems show sig-
nificant benefits in terms of computation time without any
degradation in the average optimal solution obtained by the
mainMILP-DAUC formulation and equal 70.1%, 32.5%, and
32.8% reductions in the computational time, respectively.
In terms of the objective function, the proposed method
showed improvement in Polish systems with average opti-
mality gaps of 0.001455 and 0.00348, respectively, which
resulted in an average cost reduction of −0.022% with a
total benefit of $1.206 million in all tested data of the 2383-
bus system, and −0.007% average cost reduction with total
benefits $0.958 million for all data of the 3012-bus system.

It can be seen from the above results that the pro-
posed ANN-MILP-DAUC method consistently achieved an
equal or lower OG with time reductions for all cases.
The total cost reduction is calculated using the following
equation:

Totalbenefits ($) =
TCmain − TCPM

TCmain
× NS (33)

where TCmain is the average cost of the MILP-DAUCmethod
and TCPM is the average cost of the ANN-MILP-DAUC
method for the number of tested load scenarios NS.
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FIGURE 9. Effect of search space of ANN-MILP-DAUC model on solution
time reduction.

The proposed method narrows the solution search space.
Table 4 shows the reduction in the solution space (the solution
feasibility region). Objective function benefits are derived
from the numerical efficiency of the MILP solver owing to
the reduced size of the proposed ANN-MILP-DAUCmethod.
Furthermore, these are derived from many tested samples,
as mentioned in (33).

For the Ontario System, the results in Table 4 demonstrate
the clear benefits of introducing ANN-driven constraints that
enhance the MILP-DAUC formulation, leading to a reduced
search space. It is 1.49 times faster (i.e., a 33% reduction in
solution time), while the average solution cost is still robust,
as the average cost obtained in the deterministic formulation
is a marginal 6.5E-6% decrease. These results conclusively
demonstrate that the proposed ANN-MILP-DAUC method
is superior to the MILP-DAUC method, as it provides a
significantly improved solution time for all tested systems,
both small and large. Note that the objective function gains
are zero for smaller systems and extremely minor for larger
systems.

V. PERFORMANCE DISCUSSION
A. SEARCH SPACE AND COMPUTATION TIME
It is important to examine the effects of these new
ANN-driven constraints in (26) – (30). They reduce the solu-
tion space by constraining the status variable UG, which
models the status of the generators by limiting it to on or
off. As discussed in Subsection I-A and Subsection II-B4, the
search space reduction is expressed as SP = 2ξ ·NG·NT , where
ξ is the artificial factor.

For tested systems IEEE 14-bus, IEEE 118-bus, Ontario
Polish 2383-bus, and 3012-bus systems, with an increase
in artificial factors, the search space is reduced by a
large order of 272, 2696, 21296, 2

3840
, and 25928, respectively.

As presented in Table 4, these search space reductions
enabled a significant reduction in solution time. Figure 9

FIGURE 10. Effect of optimality gap for the Polish 2383-bus system on
Objective Function and Solution Time.

FIGURE 11. Solution evolution for Polish System using ANN-MILP-DAUC
and MILP-DAUC methods (OG = 0.0024).

shows the relationship between the search space and time
reduction.

B. OPTIMALITY GAP, SOLUTION TIME, AND OPTIMAL
SOLUTION
The optimality gap, optimal mixed-integer solution value,
and solution time were interconnected. Two figures are pre-
sented to illustrate the benefits of the ANN-MILP-DAUC
method over the MILP-DAUC method. Figure 10 shows the
effect of the optimality gap for the Polish 2383-bus system.
It may be reduced to provide a better optimal mixed-integer
solution (a lower increase from the least-known solution)
at a higher solution time. Hence, it is evident from Fig. 10
that more solution time is required when a better solution
is sought. Furthermore, better solutions may not be reached
owing to time restrictions.

Figure 11 shows the solution evolution of the ANN-MILP-
DAUC and MILP-DAUC methods for the Polish 2383-bus
system, considering an optimality gap of 0.0024 for a partic-
ular scenario.

It can be clearly seen that the ANN-MILP-DAUC method
reaches the optimal solution faster than the conventional
MILP-DAUCmethod owing to the reduced search space. The
reduction in the solution time for this scenario was 75%, and
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FIGURE 12. Identical DAUC dispatch of ANN-MILP-DAUC and MILP-DAUC
methods for IEEE 14-bus.

TABLE 5. Performance of PM on UC states compared with the original
formulation.

the reduction in the optimal solution was $6,812. Table 4
provides the average improvement over the 198 scenarios.

Combining the information in Fig. 10 and Fig. 11, it can be
seen that the ANN-MILP-DAUC method provides the ability
to seek a lower optimality gap, lower solution time, or a com-
bination of both, as required. This allows for faster solutions
and lower optimal costs, resulting in economic benefits.

C. PERFORMANCE OF ANN-MILP-DAUC ON UC
SCHEDULES
It is important to examine the UC schedules generated from
ANN-MILP-DAUC (PM) with the UC states of the original
DAUC formulation (Main) (1) – (20). The UC results for a
particular scenario within the dataset of the tested systems
are listed in Table 5. The following conclusions can be drawn
from the results:

1) For small-scale systems, that is, IEEE 14-bus, 118-
bus, and Ontario zonal systems, the operating UC schedules
(on states) are identical, with no discrepancies, and with the
same operating cost. The UC dispatch results of the PM and
MILP-DAUC are identical for the IEEE 14-bus system as
shown in Table 5. Figure 12 shows the UC schedule for a
particular day. As shown, generator # 2 is not economical
and is always off, whereas unit #1 operates at full capacity
throughout the day.

2) For large-scale systems, Polish 2383-bus and 3012-bus,
the operating UC schedules are less than the schedules of

TABLE 6. Comparison with learning-based UC methods for the 118-bus
system.

the main formulation with full UC schedule (on and off)
similarities of 97% and 99%, respectively, resulting in lower
operating costs of $6,812 and $33,700 for both systems.

As discussed in Table 4, the search space of the PM is lower
than that of the original UC method because of the added
ANN constraints, which provide a faster solution and a better
best-known MILP solution.

D. PERFORMANCE WITH RECENT LEARNING-BASED
METHODS
In this Subsection, the proposed method is compared with the
most relevant learning-based UC methods in [16], [17], [18],
and [22] to demonstrate its performance. In this comparison,
the hourly bus-wise net demand was used as the input, and
UC schedules were used as the output for the ANN model.
Table 6 presents a comparison of 40 random datasets for
the IEEE 118-bus. It was observed that [16] and [18] pro-
duced the lowest performance owing to the replacement of
all integers of the UC formulation with the full ML-generated
decisions that produced 3.40% prediction errors, resulting in
a 65% infeasibility rate in the tested samples. Despite using a
heuristic tuningmethod in [17] to use a certain portion ofML-
generated decisions, the selected output contained 0.045%
prediction errors, presenting an infeasibility rate of 0.02%
in the dataset. Compared with our previous work [22], this
model improves the solution speed for the IEEE 118 sys-
tem by using a larger percentile of ML-generated decisions
as driven constraints, instead of shrinking the main MILP-
DAUC formulation.

For large-scale 3012 systems, the methods in [16] and [18]
cannot solve the DAUC, as they provide a 100% infeasibility
rate. For [17], it was infeasible in two out of 40 cases tested,
whereas the proposed method provided feasible solutions and
better computational quality for the IEEE 118-bus and Polish
3012-bus systems. Detailed results for the 3012-bus system
are presented in Section IV.

It can be seen from the above results that the proposed
method provides superior computation performance in terms
of solution time and steadily provides a feasible and optimal
solution, in contrast to [16], [17], [18] which are infeasible in
some instances.
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E. PRACTICAL CONSIDERATIONS
1) ASSESSMENT OF ANN OUTPUT ERROR
The reliability of the ANN output is rigorously validated
using metrics like MAE and RMSE. These metrics quan-
tify the accuracy of the ANN’s predictions compared to
actual MILP-DAUC decisions. Use of the proposed method
should be sensitive to these parameters and strive to lower
them. Additionally, the artificial factor can serve as an ML
training performance metric. As discussed in Algorithm #2,
if the artificial factor has a lower value, it indicates that
the training datasets are insufficient for generating robust
ANN output. To address this issue, consider two potential
mitigation strategies: (1) increasing the size of the training
sets and (2) exploring the use of a different training algorithm.

2) LOAD FORECAST UNCERTAINTY
To address load forecast uncertainty, the approach intro-
duces robustness. Multiple sets of ANN-driven constraints
are generated during the offline stage, each corresponding
to different load scenarios. In the online stage, the set of
constraints closest to the observed load is chosen, ensuring
adaptability to varying load conditions. Hence, training on the
varied data set and careful selection of � (ANN-generators
set) shall ensure the adaptability of the method.

3) ANN TRAINING AND TUNING ALGORITHM
The training and tuning of the ANN model are pivotal for its
effectiveness. In this approach, the Rprop algorithm is used to
optimize the ANN’s weights and biases. Rprop is particularly
suited for our application due to its robustness in handling
convergence and learning rate issues. The training dataset
consists of historical data containing information on unit
commitments, load, and other relevant variables. To prevent
overfitting, techniques such as early stopping and regular-
ization are judiciously applied. Furthermore, hyperparameter
tuning is conducted, with grid search or Bayesian optimiza-
tion being employed to optimize the ANN’s architecture and
parameters. Performance validation of the ANN is achieved
through cross-validation, ensuring a high level of accuracy on
the training data.

Effective tuning of ANN parameters is crucial for minimiz-
ing MSE. These parameters encompass the number of layers,
epochs, training data, choice of optimizer, batch size, neuron
configurations, and activation functions. The optimization of
these metrics is primarily driven by empirical experimenta-
tion, fine-tuning them until optimal performance is attained,
as detailed in Table 2.

VI. CONCLUSION
This study proposes a two-stage ANN-MILP-DAUC
approach to enhance the MILP-DAUC computational chal-
lenges arising from power system scalability. To tackle
these challenges effectively, this paper presents a multi-
pronged solution: (1) Offline ANN-Guided Predictions: In
offline stage, the concept of the ANN-generator subset

(AGS) is introduced, achieved through an ANN model
capable of predicting a portion of optimal MILP-DAUC
decisions. This subset is a crucial component of the proposed
approach. (2) Online Feasibility Handling: In the online
phase, only the ML-generated decisions within the AGS are
employed to construct ANN-driven constraints, enhancing
the MILP-DAUC formulation and giving rise to the proposed
ANN-MILP-DAUC method. (3) Artificial Factor and Per-
formance Metric: This model introduces an artificial factor,
serving as a metric that quantifies the percentage of genera-
tors accurately predicted, thus offering valuable insight into
the performance of the ML model during training. The ANN
model was trained using the optimal MILP-DAUC solutions,
ensuring a strong foundation for decision-making.

The empirical validation of this approach on IEEE 14-bus
and 118-bus systems demonstrated remarkable reductions
in the solution times, reaching 61.43% and 70.1%, respec-
tively. Moreover, larger systems, such as the Polish 2383-bus,
3012-bus, and real Ontario systems, report notable time
reductions of 32.5%, 32.8%, and 33%, respectively, com-
pared to the conventional MILP-DAUCmethod. Importantly,
these improvements in computational efficiency do not
compromise the optimality of the solutions, maintaining
the optimal results within the same convergence tolerance.
Furthermore, for larger systems, this method consistently
delivers lower-objective solutions within equivalent solu-
tion times, thereby enhancing the overall computational
quality.
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