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ABSTRACT This paper addresses the scheduling problem for discrete event systems modeled by labeled
Petri nets with time and resource constraints where deadlocks are inevitable. For better resource utilization
and shorter processing time, a heuristic algorithm is presented for designing a suitable transition sequence
that starts from the initial marking to a set of target markings using basis markings. Specially, two
reasons exist for deadlocks in the given system. One is resource exhaustion and the other is unreason-
able resource allocation. We only focus on the former. First, the set of target markings, i.e., deadlocks caused
by resource exhaustion, is identified using the notion of basis markings and resource-exhausted markings.
The basis reachability graph instead of the conventional reachability graph is constructed to avoid state
space explosion. An integer linear programming problem based on the notion of deadlocks is carried out to
distinguish basis markings, where deadlocks can be reached by firing unobservable transitions only. Then,
the A-star algorithm is applied to the basis marking space to schedule the transition firing sequences and the
optimal results may be obtained. Unpromising searching areas are reduced and only a part of the markings is
probed. Finally, a numerical case is studied to verify the effectiveness of the proposed algorithm. The main
advantages of the proposed approach include that the exhaustive enumeration of the reachability space can
be avoided and the calculation can be completed off-line.

INDEX TERMS Basis marking, discrete event system, labeled Petri net, resource consumption, sequence
planning.

I. INTRODUCTION
Flexible manufacturing systems (FMSs) for rapid production
of small and medium-sized orders have emerged in response
to the current flexible and changing market needs. FMSs are
mainly composed of computerized numerical control (CNC)
machines and material conveying systems. It is a type of
automatic manufacturing system that can adapt to the trans-
formation of processing objects and processes. FMSs take the
advantages of high utilization rate of production equipment,
stable processing capacity, good product quality and easy
operation of production line. Usually, it is necessary to apply
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operation commands through the system computer before the
production process starts in order to successfully complete
the corresponding orders. Without supervision and control,
production lines are possible to reach deadlocks due to unrea-
sonable resource allocation, which not only results in poor
resource utilization but also leads to production standstill or
even more severe production accidents.

The state evolution of an FMS is driven by events as
all other discrete event systems (DESs) do. A common
research method for DESs is the Petri net theory. Petri nets
are widely used in DES modeling due to their rigorous
mathematical expression and intuitive graphical representa-
tion [1], [2]. Numerous modeling approaches using Petri
nets have been proposed for the different characteristics
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of FMSs. Zhou and Dicesare [3] introduced the modeling
method for FMSs with shared resources and proposed the
notions of parallel mutual exclusion (PME) and sequen-
tial mutual exclusion (SME). Boundedness, liveness, and
reversibility were discussed in such models. Ezpeleta et al.
[4] proposed the system of simple sequential process with
resources (S3PR) to model the concurrent execution of work-
ing processes in FMSs. Since the performance analysis
of FMSs is highly correlated with time, Ramchandani [5]
appended invariant constants to places or transitions to show
fixed time consumption. Furthermore, stochastic Petri nets
(SPNs) are proposed for non-deterministic time modeling in
DESs [6]. The Petri net model expands dramatically as the
system grows in size. For this reason, Jenson [7] proposed
a colored Petri net (CPN) to compress large systems. Based
on these numerous models, supervisory control problems [8],
[9], [10], [11], scheduling problems [12], [13], [14], [15],
[16], [17], and fault diagnosis problems [18], [19], [20], [21]
are further investigated.

The shut-down of all equipment in DESs is presented as
a dead marking in Petri nets. That is, tokens in the system
are no longer flowing due to the disablement of transitions.
To deal with the deadlocks that may or have already occurred
in the system, treatments for deadlocks have been proposed
by researchers based on the supervisory control theory orig-
inated from the works in [22], [23], and [24]. Both deadlock
avoidance and deadlock prevention approaches are proposed
to avoid the occurrence of deadlocks in advance [25], [26],
[27], [28], [29].

The aforementioned works assume that tokens are con-
servative while the system is evolving. The occurrences
of deadlocks are only caused by the improper allocation
of resources during the operation of the system. However,
in practical manufacturing processes, the consumption of
resources is ineluctable. The resources in an FMS can be
divided into durable resources (machines, equipment, etc.)
and consumable resources (worn tools, etc.). The number
of consumable resources decreases during the production
process until they are exhausted, resulting in stagnation, even
deadlocks in the system. In addition, since not all parts of
the production line are equipped with sensors, the occur-
rence of some events cannot be sensed. Cabasino et al. [30]
proposed the labeled Petri net (LPN) to describe Petri nets
with unobservable transitions. In this paper, we model a
resource-consuming DES by labeled Petri nets for sequence
planning.

In the perspective of the DES, scheduling, i.e., determining
the ideal sequence of events in a system, is not easy due
to the existence of multiple paths, sharing and conflict of
resources, sequential and parallel relationships between oper-
ations. With the help of the powerful modeling capabilities
of Petri nets, we address the scheduling problem in resource-
consuming systems. Scheduling in Petri nets is to determine
the optimal transition sequence from the initial marking to
the target marking. Scheduling methods are mainly classified
into the mathematical programming [31], [32], [33], [34],

artificial intelligence methods [35], [36], [37], and heuristic
methods [38], [39], [40], [41], [42].

The work in [31] proposed an integer linear programming
(ILP) method to solve a firing vector of an optimal sequence.
Furthermore, an on-line approach was introduced in [32].
The work in [33] proposed a modified ILP in a live state
machine to reduce computational overhead. He et al. [34]
combined the structural characteristics and the ILP technique
for path planning in timed Petri nets (TPN). As for artificial
intelligence methods, the genetic algorithms were used to
find suboptimal sequences in DESs [35]. The ant colony
algorithms were applied for path optimization in [36] and
solutions were quickly and effectively obtained. Dai et al.
[37] proposed a neural network algorithm for human resource
allocation in a Petri net model.

Heuristic methods such as Dijkstra searching algorithm
[38] and Floyd-Warshall algorithm [39] were widely used
for sequence planning. The works in [40] and [41] used the
Dijkstra algorithm based on the reachable marking space.
As the size of the system enlarges, state space explosion may
happen. In this work, we use a heuristic method called the
A-star algorithm [42] in the basis reachability graph to avoid
state space explosion and improve searching efficiency.

Under the condition that resources are limited and contin-
uously consumed, the system constantly tends to deadlocks.
Based on such characteristics, we set the scheduling goal on
the improvement of resource utilization. That is, we try to
discover an ideal firing sequence that enforces the system
to reach a marking that resources are exhausted and the
system cannot continue to evolve. In addition, in order to
improve productivity and reduce production time, we also
consider time constraints in the system and try to schedule the
sequence with high resource utilization and short production
time.

In this work, we focus on the scheduling problem for
labeled Petri nets with time and resource constraints. The
major contributions are as follows:

• The resource-consuming DES is modeled by the labeled
Petri net with time and resource constraints. The
weights of arcs related to resource places are restricted
and timed information is appended to activity places.
Then, resource exhaustion on places in such systems
is defined and calculated. Furthermore, the notion of
resource-exhausted marking is given, which is regarded
as a target marking in scheduling.

• The basis marking space is constructed and an integer
linear programming problem for deadlock identification
is addressed in the refined space to avoid state space
explosion and reduce computational overhead.

• The A-star algorithm is proposed to schedule the
transition sequences from the initial state to the
resource-exhausted dead markings for a given system
for high resource utilization and short processing time.
The traditional searching space based on the reacha-
bility set is refined to the set of basis markings and
unpromising search sub-space is discarded. The result is
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proven to be optimal or sub-optimal due to different cost
functions.

The remainder of the paper is organized in the following
way. Section II reminds the readers of the preliminaries of
Petri nets. In Section III, we give a few assumptions and
formalize the problem to be dealt with in this work. Then, the
methods for distinguishing resource-exhausted dead mark-
ings are introduced in Section IV. Section V proposes a
scheduling algorithm for a Petri net system. A numerical
example is calculated in Section VI. Finally, conclusions and
future work are given in Section VII.

II. PRELIMINARIES
In this section, the formalism and preliminary results related
to the study are recalled. Formore about Petri nets, the readers
are refered to [43] and [44].

A. PETRI NETS
A Petri net is a four-tuple N = (P, T , Pre, Post), where P
denotes a set ofm places, and T is a set of n transitions. Places
and transitions are depicted as circles and bars in graphs,
respectively. Pre: P× T → N and Post: P× T → N are the
pre- and post-incidence matrices that specify the directed arcs
between places and transitions, respectively. The incidence
matrix of N is denoted by C = Post-Pre. We denote the set
of non-negative integers by N.
Given a node x ∈ P ∪ T , ·x and x· denote the input and

output sets of x, respectively. A path x1. . .xr of a net exists if
xi ∈ xi−1·, xi ∈ P ∪ T holds for i = 1, . . . , r , r ∈ N. If x1 =

xr and all other nodes are diverse, a circuit is constructed.
A Petri net is acyclic if no circuit exists. We define z = |Z |

as the cardinality of the set Z .
M : P → N is defined as a marking of N that assigns a

non-negative integer number of tokens, represented graphi-
cally by black dots, to each place.M (p) indicates the number
of tokens in a place p ∈ P at a markingM . A markingM can
also be presented byM = 6p∈PM (p) · p. The Petri net N and
an initial markingM0 forms a Petri net system ⟨N , M0⟩.

A transition t is enabled at M if for all p ∈ ·ti, M (p) ≥

Pre(p, ti), which is denoted by M [ti⟩. A marking M ′ can be
calculated by M ′

= M + C(·, ti) if it is generated by firing
an enabled transition ti atM . Given a sequence of transitions
σ ∈ T ∗ and a markingM ,M [σ ⟩M ′ denotes that σ is enabled
at M and M ′ is reachable from M by firing σ . The state
equation M = M0 + C · y(σ ) shows that a new marking M
yields by firing a transition sequence σ at the initial marking
M0, where the firing vector y(σ ): T → N is a non-negative
integer vector showing the number of firings of σ . For the
transition sequence σ , y(t) = k indicates that transition t fires
k times in σ .
All markings reachable from theM0 compose a reachabil-

ity set of the Petri net, denoted by R(N, M0). The reachability
graph (RG) is a deterministic graph that has as many nodes as
the number of markings in theR(N,M0). An arc fromM toM ′

in the RG is associated with a transition t such thatM [t⟩ M ′.

FIGURE 1. An GS3 PR with two resource places.

A Petri net is bounded if there exists an integer k ∈ N such
that for all p ∈ P, for all M ∈ R(N, M0), it holds M (p) ≤ k .
A system is dead if there does not exist t ∈T such thatM0[t⟩.
If for allM ∈ R(N, M0), there exists t ∈ T such thatM[t⟩, the
net system ⟨N , M0⟩ is deadlock-free.

For better modeling manufacturing systems by Petri nets,
the generalized simple sequential process with resource
(GS2PR) is proposed, denoted by NR = (PA∪{p0}∪PR, T ,
Pre, Post, W), where PA is the set of activity places, p0 is
an idle place, PR is the set of resource places, and W is the
set of weights of arcs. Here W = WA ∪ WR, where WA:
((PA∪{p0})×T ) ∪ (T×( PA∪{p0}))→{0,1} and WR: (PR ×

T ) ∪ (T × PR) → N. Note that NR is a strongly connected
state machine and every circuit in NR contains p0. Places in
PA represent operations, and places in p0 and PR represent
the resource status. Transitions in NR represent the start or
end of an operation. A system of GS2PRs is called a GS3PR.

B. LABELED PETRI NETS WITH TIME AND RESOURCE
CONSTRAINTS
Given a Petri net N = (P, T , Pre, Post), the numbers of input
and output transitions of a place p ∈ P are denoted by a and b,
respectively. We define the sum of the weight of arcs between
the place p and its input and output transitions in (1) and (2),
respectively.

Sumi (p) =

∑a

i=1
W (ti, p) ,ti ∈ ·p (1)

Sumo (p) =

∑b

j=1
W (p, ti) ,tj ∈ p· (2)

For each place p ∈ P, if Sumi < Sumo, p is a token-
consuming place. Given a Petri net N , if there exists at least
one place p ∈ P that is a token-consuming place, the Petri net
N is defined as a Petri net with token-consumption. For any
place in PR of an GS3PR NR, if it is a token-consuming place,
the GS3PR is with resource constraints.

An event is observable in a DES if a sensor is deployed for
it. It is normal that not all the events are equippedwith sensors
due to technical or economic considerations. We consider the
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FIGURE 2. The schematic process of Hb determination.

FIGURE 3. The Petri net model of Fig. 2.

existence of unobservable events in a DES to generalize the
addressed problem. A labeled Petri net is denoted by a four-
tuple G= (N ,M0, E , ℓ), where ⟨N ,M0⟩ is a Petri net system,
E is the set of labels, and ℓ: T → E∪ {ε} is the labeling
function that assigns to each transition t ∈ T either a symbol
from E or an empty word ε. Each label in E can be observed
through sensors. Therefore, the transition set is classified into
two disjoint sets T = To ∪ Tu, where To = {t ∈ T |ℓ(t) ∈ E}
contains observable transitions and unobservable transitions
are included in Tu = {t ∈ T |ℓ(t) ∈ ε}. No observation,
i.e., a sequence of labels denoted by w, is generated if only
transitions in Tu fire.

If an unobservable sequence σu ∈ T ∗
u is given, we define

an nu-dimensional vector yu: Tu → N as the unobservable
firing vector and yu(t) = k if t ∈ Tu is contained k times in
yu. An observable firing vector is defined as yo: To → N for
σo ∈ T ∗

o in an analogous manner.
The transition-marking sequence is defined as an evolution

of G from M and we have

λ (M ) = Mtα1M1tα2M2 . . . tαLML

if

M [tα1⟩M1[tα2⟩M2 . . . [tαL⟩ML

where αi ∈{1,2,. . . , n}, tαi ∈ T ,Mi ∈ R(N ,M0), i = 1,. . . , L,
L ∈{1,2,. . . }. The transition sequence tα1 tα2. . . tαL in λ (M )
is presented by σ [λ (M )]. All possible evolutions from M
composes the set 3(N , M ).
If all observable transitions are removed from N , the Tu-

induced subnet of G is derived and this unobservable subnet
is denoted by Nu = (P, Tu, Preu, Postu), where Preu and
Postu are the restrictions of Pre and Post to Tu, respectively.
To avoid permanent lack of observation, we assume that the
Tu-induced subnet is acyclic.

The LPN with time and resource constraints is a five-tuple
GR = (NR, M0, E , ℓ, 0), where NR is a GS2PR, 0: PA → N
is a timed vector assigning a non-negative integer unit time
to each place in PA modeling the processing time of each
operation, and token-consuming places exist in PR.

C. TOKEN-EXHAUSTED MARKINGS
Resources are consumed as the system evolves in GR. The
definition of the weighted sum of the residual resources for
resource places at current marking is given to figure out
whether the place is token-exhausted or not. Given a net
NR, we denote the weighted sum of the residual resources
for a resource place pr ∈ PR at the current marking M by
SM (pr ). Let L(pr ) be the set of holders of pr , i.e., the set of
activity places that use tokens from pr . Moreover, let l(pr )
be a subset of L(pr ) that all places in l(pr ), together with
their relevant transitions and pr compose a circuit. The sum
of tokens that belong to each l(pr ) is denoted by sum(l).
Equation (3) calculates SM (pr ) and pr is resource-exhausted
if (4) is satisfied.

SM (pr ) =

∑
l(pr )⊆L(pr )

sum(l)·W (·pr , pr ) +M (pr ) (3)

SM (pr ) < min{W (pr , pr ·)} (4)

If SM (pr ) is less than min{W (pr , pr ·)}, i.e., (4) is true,
pr is a resource-exhausted place. A marking M is regarded
as a resource-exhausted marking if there exists at least one
place which is resource-exhausted at M . We only focus on
dead markings that are resource-exhausted. A Petri net is
ineluctably to be dead since resources are limited. For the
purpose of making more use of resources, we attempt to find
the sequences from the initial state to states that are resource-
exhausted.
Example 1: Given an GS3PR where the current marking

is M = [1,0,0,1,1,1,0,1]T, the sets of operation, idle, and
resource places are PA = {p2, p3, p5, p6}, {p0} = {p1, p4},
and PR = {p7, p8}, respectively. The structure of the net
is displayed in Fig. 1, where the weights of arcs related to
resource places p7 and p8 are marked by integer numbers.
According to (1) and (2), we have:

Sumi(p7) = 3 < Sumo(p7) = 5

Sumi(p8) = 3 < Sumo(p8) = 4

Therefore, both p7 and p8 are resource-consuming places.
For each resource place, we have L(p7) = {p2, p6} and
L(p8) = {p3, p5}. The place p7 is contained in two basic
circuits, which are p7t1p2t2p7 and p7t5p6t6p7.
Hence, L(p7) is divided into two disjoint subsets where

l1(p7) = {p2} and l2(p7) = {p6}. Similarly, p8t2p3t3p8 and
p8t4p5t5p8 are two circuits for p8. According to (3), we have:

SM (p7) = M (p2) ×W (t2, p7) +M (p6) ×W (t6, p7)

+M(p7) = 1

SM (p8) = M (p3) ×W (t3, p8) +M (p5) ×W (t5, p8)

+M(p8) = 3
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The usage of resources is examined by (4) and we have
SM (p7) < min{W (p7, p7·)}=2 and SM (p8) > min{W (p8,
p8·)}=2. Therefore, p7 is the only resource-exhausted place
and the current markingM is resource-exhausted.

III. PROBLEM STATEMENT
A. MOTIVATION
Determining target markings is quite important for schedul-
ing problems. In the existing works, deadlocks are usually
caused by unreasonable resource allocation that are def-
initely undesired. If a system enters such deadlocks, the
system is difficult to recover and such deadlocks should be
avoided. In this paper, the target deadlockswe choose are only
caused by resource exhaustion, not by unreasonable resource
allocation.

For a system with resource consumption, it inevitably
reaches deadlocks due to its inherent token consumption char-
acteristics. If the system gets stuck due to resource shortage,
it can be easily recovered by appending resources. That is to
say, if the number of tokens in the resource places are enough
initially, the system will be not in deadlocks by applying a
reasonable scheduling plan. Or we can say that the proposed
scheduling plan is able to prevent the system from entering
deadlocks caused by unreasonable resource allocation and
try to use the resources as many as possible. Based on these
advantages, we choose the resource-exhausted deadlock as a
target marking while scheduling.

We propose a practical resource-consuming system and
show the resource-exhausted dead status of the system. Con-
sider an automated medical analysis system (AMAS) as an
example. In general, an AMAS is a system that connects
multiple medical equipment for complete medical analy-
sis, which is very important for health care systems. It can
accurately complete a series of operations such as sample
extraction, centrifugation, cup separation, reagent addition,
mixing, reaction, and result processing.

We take the process of hemoglobin (Hb) determination
in an AMAS as an example in detail. First, add a certain
amount of the blood sample (p1) and the hemolytic agent
(p2) to the test tube (p3). The mixed sample is incubated in
a thermostat (p4). Then, the mixed sample is transported to
the ultraviolet (UV) Spectrophotometer (p5) and it is studied
by the Lambert-Beer’s law. Finally, the data is calculated by
the computation element (p6) and the Hb concentration is
outputted (p7).
Note that in this system, the hemolytic agents are regarded

as consumable resources. If they are exhausted, the system
is not able to deal with the blood sample any further. In the
mapping Petri net, a resource-exhausted deadlock exists.
Fig. 2 show the process of Hb determination and Fig. 3
shows the mapping Petri net. The initial marking M0 =

[1,3,0,0,0,0,0]T and t1 is only able to fire twice because of
the limitation of M (p2). If multiple paths exist in a sys-
tem and the resources are limited, reasonable scheduling
plans are needed for high resource utilization and efficient
processing.

B. PROBLEM STATEMENT
In DESs such as the manufacturing systems, resource con-
sumption is an inevitable phenomenon that occurs during
processing. The consumption of raw materials, wear and tear
of cutting tools, and the use of consumables all belong to
resource consumption. The system halts when resources are
exhausted. Mapping to the Petri net systems, the number of
tokens in resource places decreases as the system runs, and
deadlocks are ineluctably reached. Note that there are two
possible reasons for deadlocks in the resource consuming
systems: one is resource exhaustion and the other is unreason-
able resource allocation. We only focus on the deadlocks that
caused by resource exhaustion. In addition, time constraints
for activity places are considered since the production takes
time.

This paper tackles the sequence planning problem for
DESs modeled by LPNs with time and resource con-
straints. The optimal or suboptimal sequence in such an
LPN is the one that costs the least time and leads to a
resource-exhausted dead marking. The given netGR contains
unobservable transitions and the basis marking calculation
can be used to effectively reduce the state space. The premise
of the sequence planning problem is to distinguish the
resource-exhausted dead markings using the basis marking
analysis. Then, a heuristic algorithm is proposed to schedule
the firings of transitions for shorter time and higher resource
utilization. In this paper, two assumptions are made:

1) The labeled Petri net is bounded.
2) The Tu-induced subnet is acyclic.
Assumption 1 ensures that the number of reachable basis

markings of the net is finite and the calculation of the BRG
can be terminated. If the Tu-induced subnet is cyclic, the
system may evolve by firing unobservable transitions only
and no label can be observed. Assumption 2 avoids such a
situation. We formalize the scheduling problem in LPN as
follows:
Problem: Given a labeled Petri net system with time and

resource constraintsGR under Assumptions 1 and 2, the prob-
lem lies in scheduling the transition sequences that guarantee
the shortest processing time and highest resource utilization
for the system.

IV. RESOURCE-EXHAUSTED DEADLOCKS
IDENTIFICATION
Deadlock prevention and avoidance problems are widely
concerned with token-conservation Petri nets. However, for
resource-consuming systems, due to the continuous con-
sumption of tokens in resource places, the system will
inevitably evolve to deadlocks. The existence of dead-
locks stems from either resource exhaustion or unreasonable
resource allocation. In this section, we present a method
with the help of the basis reachability graph (BRG) to
identify deadlocks caused by resource exhaustion in the
given system. Under the premise of limited resources, mak-
ing full use of resources is expected. The existence of the
resource-exhausted deadlock provides the prerequisite for the
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algorithm to determine an ideal transition sequence from M0
to the set of target markings.

A. BASIS REACHABILITY GRAPH
Assuming that the given LPN is bounded, infinite calculation
of the BRG is avoided. Similar to the reachability graph, the
BRG is a deterministic graph. All possible basis markings
reachable from M0 are included in the BRG. That is to say,
the number of basis markings equals the node number [45].
Before we introduce the BRG construction algorithm, related
notions are pre-defined.
Definition 1: Consider a marking M ∈ R(N , M0) and an

observable transition t ∈ To. We define

6(M , t) = {σ ∈ Tu∗| M [σ ⟩M ′, M ′
≥ Pre(·, t)}

as a set of explanations of t at M . The firing vectors corre-
sponded to σ are called e-vectors and the set of e-vectors is
denoted by Y (M , t) = π (6(M , t)). All sequences in 6(M , t)
are unobservable and they can fire at M reaching a state that
enables t . We only concern about the minimal explanations
since they serve as the crucial part of the BRG construction.
Definition 2: Given a marking M and a transition t ∈ To,

we define

6min(M , t)={σ ∈ 6(M , t)|∃/σ ′
∈ 6(M , t) : π (σ ′)<π (σ )}

as the set of minimal explanations of t at M and define

Ymin(M , t) = π (6min(M , t))

as the set of minimal e-vectors. We assume that the unob-
servable subnet is acyclic. Hence, the computation method
for Ymin(M , t) in [46] is applicable in this paper.
We define the set of basis markings based on the notions of

explanations. All basis markings are derived from the initial
markingM0 by firing an observable sequence σ and the cor-
responding unobservable sequence that is strictly necessary
to enable σ .
Definition 3: Given an LPN G= (N ,M0, E , ℓ), we define

MB as the set of basis markings of G such that:
1) M0 ∈ MB.
2) ∀M ∈ MB, ∀t ∈ To, ∀yu ∈ Ymin(M , t), it holds M ′

∈

MB, where M ′
= M + C(·,t) + Cu · yu.

Obviously, the initial markingM0 is one of the basis mark-
ings. After firing an observable transition t ∈ To together with
its minimal explanation, a basis marking is generated. Mark-
ings that are reachable by firing unobservable transitions only
are unconcerned. The size of MB is much smaller than that of
R(N, M0). More specifically, MB is a subset of R(N, M0) and
the BRG is a compact representation of the RG.
The construction approach of the BRG is shown in

Algorithm 1 by pseudocode. MB is updated iteratively until
all markings are tagged. We denote the BRG as B = (MB, E ,
1, M0), where the set MB contains all basis markings, E is
the event alphabet, 1 ⊆ MB×E×MB denotes the transition
relation among basis markings, andM0 is the initial marking.

Algorithm 1 Construction of an BRG [45]
Input: A bounded labeled Petri net G= (N , M0, E , ℓ).
Output: A BRG B = (MB, E , 1, M0)
Let MB = {M0}, 1 = {};
Assign no tag toM0;
while markings with no tag exist
Select a markingM ∈ MB with no tag;

for all t ∈ To and Ymin(M , t) ̸= ∅

for all yu ∈ Ymin(M , t)
M ′

= M0+ Cu · yu+ C(·, t);
if M ′ /∈ MB

MB = MB∪M ′;
Assign no tag toM ′;

end if
1 = 1∪{(M , ℓ(t), M ′)};
end for
Tag nodeM‘‘old’’;

end for
end while
Remove all tags.

We give a brief description of Algorithm 1 as follows. The
initial markingM0 is regarded as the first basis marking such
that the set of basis markings MB = {M0} is initialized.
All observable transitions t ∈ To should be checked for the
existence of minimal e-vectors Ymin(M , t). If it is not empty,
a new basis markingM ′ yields by the calculationM ′

= M0 +

Cu·yu +C(·, t). Themark ‘‘old’’ is appended to amarking if it
has not been studied yet. The BRG construction process will
definitely halt sometime since the given net system satisfies
the boundedness. Diverse from the traditional reachability
graph construction, the core of Algorithm 1 is to calculate
the firing vectors of observable transitions together with the
minimal e-vectors. In the perspective of computational effort,
the proposed algorithm has a great advantage over the RG
calculation. In the worst case, the size of the BRG and that
of the RG are identical when unobservable transitions do not
exist.

The complexity of the calculation of the set 6(M , t) is
shown in (5) [47]:

O (B) = O

((∑n
i=1 y(i)

)
!∏n

i=1 (y (i) !)

)
(5)

where y(i) is the number of firings of transition ti in the
sequence σ . Therefore, the complexity of the BRG construc-
tion is in (6):

O(r · |γ | + B · |ε|) (6)

where r is the maximum number of arcs starting from any
node in the BRG, |γ | is the number of nodes in the BRG, and
|ε| is the number of arcs in the BRG. The size of the BRG
can be an order of magnitude smaller than that of the RG.
Therefore, the computational overhead and the state space are
significantly reduced when the BRG is constructed.
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FIGURE 4. A labeled petri net with three unobservable transitions.

FIGURE 5. The BRG of the LPN in Fig. 4.

Example 2: Given an LPN G = (N , M0, E , ℓ) with M0 =

[3,0,0,3,0,0,6,5]T, the set T contains two disjoint subsets,
where To = {t1, t3, t5} with the set of labels E = {‘a’,
‘b’, ‘c’}, and Tu = {t2, t4, t6}. The weights of arcs related
to resource places are marked on the LPN in Fig. 4. The
RG contains 38 reachable markings and the BRG contains
19 basis markings that is shown in Fig. 5. Table 1 shows the
basis markings of the BRG in detail.

The capacity of the given net system affects the size of the
RG and BRG. We apply different capacities to the LPN in
Fig. 4 and the variation is shown in Table 2. Note that ‘‘o.t.’’
stands for ‘‘overtime’’ if the computation is not completed
within 8 hours. The computation is conducted by an Intel(R)
Xeon(R) CPU E5-2650 v2 with 2.60 GHz in frequency and
128GB in storage under the operation system of Windows
Server 2008 R2 Enterprise with 64 bit. Obviously, the size of
the RG grows rapidly with respect to the capacity of the sys-
temwhile basis marking space expands slowly. As the system

TABLE 1. The basis markings in the BRG of Fig. 4.

capacity increases, the advantages of the BRG construction
become prominent.

B. RESOURCE-EXHAUSTED DEADLOCKS
To distinguish resource-exhausted deadlocks, we need to find
out all deadlocks using the BRG first. Two situations are
considered. One is that the deadlock is in the BRG, which
is easy to distinguish. The other is that a dead marking is
reachable by firing an unobservable sequence from one of
the basis markings. An integer linear programming problem
is proposed to help us.

The deadlock existing in a manufacturing system reflects
that multiple processes are blocked due to unreasonable
resource allocation or resource exhaustion. A dead marking
enables none transitions in Petri nets. Inspired by this prop-
erty, an ILP problem is proposed for deadlock identification
and it is shown in (7).

{
M + Cu · yu1≥ 0

yu1≥ 0,yu1 ∈ N
(a){

(M + Cu · yu1) + Cu · yu2 ≥ 0
yu2≥ 0,yu2 ∈ N

(b)

(7)

Given a basis marking M , it is not a deadlock when the
inequality group (a) has feasible solutions. The existence of
a non-negative integer vector yu that satisfiesM + C · yu ≥0
is the necessary and sufficient condition for the marking M ′

= M + C · yu in acyclic nets [48]. Therefore, a new marking
exists, which is generated byM ′

= M+Cu·yu1.When feasible
solutions do not exist in the inequality group (b),M ′ is proven
to be a deadlock. Here (M , M ′) is a pair that M is a basis
marking andM ′ is a deadlock reachable fromM by firing an
unobservable sequence. After locking all existing deadlocks,
we use (4) to distinguish resource-exhausted deadlocks and
regard them as target markings. Our goal is to find sequences
from M0 to resource-exhausted deadlocks for the purpose of
high resource utilization and short time.

The set of deadlocks is denoted by MD and it is divided
into two disjoint subsets. The set of resource-exhausted
dead markings is denoted by MRED and the set of
resource-unexhausted dead markings is denoted by MRUD,
i.e., MD = MRED ∪ MRUD. Fig. 6 shows the trajectory from
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TABLE 2. The size of the RG and the BRG of the LPN in Fig. 4.

FIGURE 6. The trajectory from M0 to the target marking.

M0 to the set of target markings and the classification of
deadlocks. Moreover, the pseudocode for finding the set of
target markings is given in Algorithm 2.

Algorithm 2 Target Markings Identification
Input: A bounded LPN GR, the set of basis markings MB.
Output: Set of target markingsMRED.
Stage 1: Calculation ofMD.
Let MD = {};
for eachM ∈ MB
if all p ∈ ·ti, ti ∈ T , i=1,. . . , n
M (p) < Pre(·, ti);
MD = MD∪{M};

else
Solve the ILP (7);
if yu1 exists and yu2 does not exist
MD = MD∪{M +Cu · yu1};

end if
end if

end for
Stage 2:MREDIdentification.
for eachMd ∈ MD

for all pr ∈ PR
SM (pr ) =

∑
l(pr )∈L(pr ) sum(l)·W (·pr , pr ) +M (pr );

if SM (pr ) <min{W (pr , pr ·)}
MRED = MRED∪{Md};

end if
end for

end for

We explain Algorithm 2 in detail. The proposed algorithm
contains two stages. One is to find out deadlocks and the
other is to distinguish resource-exhausted markings. The

TABLE 3. The pairs of basis markings and corresponding deadlocks in the
LPN of Fig. 4.

basis markings set MB is obtained by Algorithm 1 and it
is the input of Algorithm 2. In stage 1, each basis marking
should be checked to figure out if it is a deadlock by using
the transition enabling condition. Since deadlocks may not
exist in MB, for each basis marking Mb ∈ MB that enables
the transitions in T , the ILP is solved, trying to find deadlocks
by firing an unobservable sequence atMb. All dead markings
are grouped into set MD. Then, we need to distinguish the
resource-exhausted deadlocks for further study in stage 2.
Each resource place should undergo the exhaustion check
by using (3) and (4). If any resource-exhausted place exists
at the marking M ∈ MD, the marking M is said to be a
resource-exhausted dead marking and it serves as a target
marking for scheduling. All resource-exhausted deadlocks
compose the set MRED and it coincides with the set of target
markings.
Example 3: The LPN in Fig. 4 is considered again.

Applying Algorithm 2 to this example, three deadlocks
are contained in MD, which are Md1 = [3,0,0,3,0,0,2,1]T,
Md2 = [2,1,0,2,1,0,1,0]T, and Md3 = [2,1,0,2,1,0,2,1]T.
Obviously, Md1 = M17 is in the BRG and marked with
a bold bar in Fig. 5. By solving the ILP, Md2 is reached
from the basis markings M15 = [2,1,0,3,0,0,1,3]T and M5 =

[2,1,0,2,0,1,0,3]T by firing the unobservable sequences t4 and
t4t5, respectively, i.e., M15[t4⟩Md2 and M5[t4t5⟩Md2. Md3 is
reached from the basis marking M8 = [2,1,0,3,0,0,2,4]T by
firing σu = t4. Moreover, Md1 can be reached by firing t5t5
and t5 at M6 and M16, respectively. All basis markings that
may reach a deadlock are marked with dotted bars in Fig. 5.
Table 3 shows the pairs of basis markings and corresponding
deadlocks that are reached by firing unobservable sequences.

ForMd1 = [3,0,0,3,0,0,2,1]T, we calculate SM (pr ) for each
resource place using (3) and (4) and we have

2 ×M (p2) + 1 ×M (p6) +M (p7)
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= 2 < min{W (p7, p7·)} = 3

1 ×M (p3) + 1 ×M (p5) +M (p8)

= 1 < min{W (p8, p8·)} = 2

Md1 is a resource-exhausted marking since both p7 and p8
are resource-exhausted. Similarly, SM (p7) = 3 and SM (p8) =

1 in Md2. Therefore, only p8 is resource-exhausted such that
Md2 also belongs to MRED. As for Md3, SM (p7) = 4 and
SM (p8)= 2, the deadlock is not generated by resource exhaus-
tion. Table 4 shows dead markings calculated by Algorithm 2
and their classification.

TABLE 4. Classification of deadlocks in the LPN of Fig. 4.

V. SEQUENCE PLANNING USING BASIS MARKING
ANALYSIS
According to the algorithms in Section IV, we can identify the
target markings and marked them on the BRG together with
the source marking. In this section, we propose a graph-based
heuristic algorithm to find an ideal transition sequence from
the initial marking M0 to the target markings, for the pur-
pose of the shortest process completion time and full use of
resources.

The A-star algorithm is developed from the Dijkstra
algorithm for better computational efficiency. Heuristic infor-
mation is used in the A-star algorithm in the basis marking
space such that traversing all nodes in the search area is
avoided. For the proposed graphic search algorithm, a cost
function needs to be established to estimate the total cost of
each basis marking, to determine the direction of the evolv-
ing. Once the target marking is reached, their parent markings
are backtracked until M0, constructing an evolution λ (M0).
The transition sequence σ [λ (M0)] provides the sequence of
all processes, forming a scheduling plan. Note that transitions
may fire concurrently. Given a marking M ∈ MB, the total
cost function ofM is denoted by F(M ), as shown in (8).

F(M ) = I (M ) + H (M ) (8)

where I (M ) is the minimum cost, i.e., the shortest processing
time, from M0 to the current marking M , and H (M ) is the
estimated cost from M to the target marking. In this paper,
we define thatH (M )= −Dep(M ), whereDep(M ) is the depth
of the evolution, i.e., the number of fired transitions fromM0
toM . The marking with high cost will be compensated if the
planning sequence is long enough.

The value of I (M ) depends on the delay time of the tran-
sition sequence σuto where M ′ [σuto⟩M , M ′, M∈ MB. The
algorithm always records the minimum I (M ) and the cor-
responding trajectory while computing. A transition cannot

be fired immediately if its pre-places contain activity places
with time constraints. Obviously, the retention time of tokens
in its pre-places should be longer than or equal to the time
constraints associated with the pre-places. The cost of each
arc in the basis marking space is the maximum value of the
remaining delay time in its pre-places. Given a marking M
and its parent markingM ′, i.e.,M ′ [t⟩M , the cost fromM ′ to
M is denoted by c(M ′, M), as shown in (9).

c(M ′, M ) = max(r1j, r2j, . . . , rkj) (9)

where rij is the residual delay time of the pre-place pij of the
transition tj, i=1,2,. . . , k .

Algorithm 3 Heuristic Sequence Planning Algorithm
Input: An LPN GR, the set of target markingsMRED.
Output: A feasible evolution λ (M ) and σ [λ (M )].
Initialize the set Op={M0}, Clo={};
while Op̸= ∅

for M ∈ Op
Op = Op \{M};
Clo = Clo∪{M};
if M ∈ MRED

Backtrace the current path;
break;

else
Find the next generated nodes ofM in the BRG;
for any child nodeMs
F(Ms) = I (Ms) + H (Ms);
if Ms ∈Op

Backtrace the path with Fmin(M );
else if Ms ∈Clo

Backtrace the path with Fmin(M );
else

Op = Op ∪ {Ms};
end if

end for
end if

Rank markingsMs ∈ Op in incremental order of F(M );
end for

end while

Algorithm 3 gives the pseudocode of the scheduling
algorithm. First, the BRG together with deadlocks is served
as the search zone andM0 is in the setOp that contains existed
markings which are waiting for exploring. The basis marking
space is the refinement of the RG-based search space such
that state space explosion can be avoided. We choose the first
marking M from the Op list and add it to the set Clo. If M
is the target marking, the algorithm halts and the evolution
is traced backwardly. Otherwise, child markings of M are
noticed, and the cost function calculates the estimated total
cost of each child marking.

If the newly generated markingMs is neither in Op nor in
Clo, it will be placed in the Op as a marking for inspection.
If the new marking Ms already exists in Op, it indicates
that another trajectory to Ms has been found, and we only
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TABLE 5. Scheduling plan from M0 to M17.

FIGURE 7. The LPN of an FMS.

choose the trajectory with the lowest cost. If the new marking
is in Clo and the new cost is lower, then the new marking
should be relocated in Op. The algorithm prioritizes the
newly generated low-cost marking for subsequent searching
and it ceases if the new calculated marking is the target
marking.

The performance of Algorithm 3 is measured by its
finiteness, validity and computational complexity.
Proposition 4: The A-star algorithm based on the basis

marking space (Algorithm 3) halts in finite steps.
Proof: Algorithm 3 is under the assumption that the given

LPN is bounded and the Tu-induced subnet is acyclic. The
minimal explanations associated with a basis marking are
finite since unobservable transitions are not able to be fired
infinitely in an acyclic net. Hence, at each iteration of
Algorithm 3, a finite transition sequence can be found and the
calculation time is also finite. In the worst case, the iteration
will stopwhen thewhole BRG is traversed and the calculation
is finite since the size of the BRG is limited for bounded nets.
The finiteness of Algorithm 3 is guaranteed.
Proposition 5: Given an LPN with time and resource

constraints whose initial marking M0 is not a deadlock,
an evolution from M0 to a resource-exhausted deadlock, i.e.,
a target marking, must exist and the results of the A-star
algorithm based on the basis marking space (Algorithm 3)
is optimal or sub-optimal.
Proof: First, we prove the existence of the results of

Algorithm 3. Since the given net system is resource-
consuming, deadlocks caused by resource-exhaustion are
inevitably reached. The existence of target markings is
ensured. In the worst case, the size of the BRG con-
structed by Algorithm 1 is the same as that of the RG.
The nodes in the BRG are linked by arcs representing fired

transitions. Hence, the successor nodes are always reach-
able from their precursor markings at each iteration of
Algorithm 3. The iteration stops when the precursor mark-
ing is the target marking and all reachable states from M0
to the target marking together with fired transitions form a
valid evolution. The existence of a corresponding sequence is
ensured.

Then, we prove that the results of Algorithm 3 are optimal
or sub-optimal, i.e., the cost of obtained sequence is least or
nearly least. Each sequence from a basismarking to another in
the BRG is shortest with least-cost. We prove this by contra-
diction. Assume that the heuristic information is ignored, i.e.,
the proposed algorithm is the traditional Dijkstra algorithm.
We claim that the optimal sequence is σ with the calculated
least cost Fσ ′ (M ), where M ∈ MRED. First, the existence of
a sequence σ ′

̸= σ with M0[σ ′
⟩M and Fσ ′ (M ) < Fσ (M ) is

supposed. We have the evolution of σ ′:

M0[σ1t1⟩M1[σ2t2⟩M2 . . .Mx−1[σx tx⟩Mx[σx+1⟩M

If σ1 is not a minimal explanation of t1, M1 is not a basis
marking and there necessarily exists a minimal explanation
satisfying

M0[σ11t1⟩M11[σ12σ2t2⟩M2 . . .Mx−1[σx tx⟩Mx[σx+1⟩M

where σ11 < σ1. Similarly, if σ2 is not a minimal explanation
of t2, σ21 < σ2 can be found as a minimal explanation.
We rewrite the sequence of σ ′ repeatedly as:

M0[σ11t1⟩M11[σ21t2⟩M21 . . .Mx−1,1[σx,1tx⟩Mx1[σx+1,1⟩M

where each σx1 is a minimal explanation of tx and allMx−1,1
are basis markings. This implies that σ ′ is not the shortest
sequence, which contradicts the supposition that Fσ ′ (M ) is
minimal. Therefore, the sequence calculated by the proposed
algorithm in the basis marking space is shortest and the cost
of the planning sequence is minimal. Note that the optimal-
ity of the algorithm is strongly influenced by the composition
of the cost function. If H (M ) = −Dep(M ) is used as the
heuristic cost estimate, suboptimal solutions can be found in
a relatively short period of time.
Proposition 6: Given an LPN GR, the complexity of

Algorithm 3 is O(|MB|
2).

Proof: The complexity of Dijkstra algorithm is poly-
nomial with respect to the node number. While doing a
Dijkstra search in a digraph with n nodes, the complex-
ity is O(|n|2) [40]. In the worst case, heuristic information
does no contribution and the basis marking space will be
fully traversed. Therefore, the complexity of Algorithm 3 is
O(|MB|

2) and the problem in this paper is NP-hard when
MB = R(GR,M0). Usually, it takes advantages over RG-based
Dijkstra algorithm since the reachable marking space is gen-
erally much greater than the basis marking space in practice.
Example 4: Consider again the LPN in Fig. 4. The source

marking is M0 = [3,0,0,3,0,0,6,5]T and we choose M17 =

[3,0,0,3,0,0,2,1]T as the target marking. The set of time
constraints is 0 = [2,3,1,4]T for PA = {p2, p3, p5, p6}.
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TABLE 6. The markings in the BRG of the net system in Fig. 7.

TABLE 7. Deadlocks in the net system of Fig. 7.

TABLE 8. Optimal sequences form M0 to target markings.

FIGURE 8. Scheduled sequences in the basis reachability space.

Algorithm 3 is used for sequence planning. The optimal
evolution is obtained as λ (M0) = M0t3t4M2t4t3M6t5t5M17
and the corresponding sequence is σ [λ (M0)] = t4t3t4t3t5t5
and the total time is recorded as 6 units of time. The cost of the

sequence is 6 and the depth ofM17 is 6. Note that the planned
completion time is much shorter than the accumulated oper-
ation time which means that transitions fire concurrently.
Table 5 shows the orders of operation.
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VI. NUMERICAL EXAMPLE
In this section, a numerical example is given to ver-
ify the validity of the algorithm. Let us consider an
FMS modeled by the LPN in Fig. 7, where M0 =

[1,0,0,0,0,0,0,0,0,0,1,3,1,3,1,3]T. The LPN contains
16 places and 12 transitions. Three production lines
are showed in the net system, which are t9p3t2p2t1,
t3p4t4p5t10p6t5, t6p7t11p8t7p9t12p10, respectively. The sets of
places are p0 = {p1, p11}, PA = {p2, p3, p4, p5, p6, p7, p8,
p9, p10}, and PR = {p12, p13, p14, p15, p16}. The set of
transitions is divided into two disjoint subsets T = Tu ∪ To,
where Tu = {t9, t10, t11, t12}. The timed vector corresponded
with activity places p2 to p10 is 0 = [3,2,1,2,1,2,3,1,2]T.
The weights of arcs related to resource places that do not
equal 1 are marked in Fig. 7 and obviously, p12, p14, p16 are
token-consuming resource places.

The size ofR(N ,M0) is 70 and the size of the BRG is 32 that
is shown in Table 6 in detail. According to Algorithm 2, none
of the basis markings is a deadlock but some of them lead
to deadlocks by firing unobservable transitions only. Five
deadlocks are found out and four of them are distinguished
as resource-exhaustion deadlocks. Details show in Table 7,
where ‘‘Y’’ denotes that the marking belongs toMRED.
The planning sequence in the basis marking space is

shown in Fig. 8 and Table 8 shows the results of the sched-
uled sequences for each target marking. In Fig. 8, colored
lines show the trajectories from M0 to each target mark-
ing. For example, Md5 can be reached by firing a sequence
(t6t9)(t2t11)(t7t1)t9t2t12t8t1t9, where the transitions in brack-
ets can be fired concurrently to save time. The accumulated
operation time is 18 units of time but the planned completion
time only takes 10.

VII. CONCLUSION
This paper addresses the scheduling problem for labeled
Petri nets with time and resource constraints. We take advan-
tage of the basis reachability graph to avoid state space
explosion. Dead markings caused by resource exhaustion
are found using an integer linear programming problem and
the notion of resource-exhausted markings. We formulate a
heuristic algorithm to schedule the firings of transitions. The
calculated sequence starts from the initial marking and ends at
a resource-exhausted deadlock in the shortest time. The pro-
posed method is able to find an optimal or suboptimal result
without traversing all reachable states. In our future work,
we try to focus on the supervisory control problem of labeled
Petri nets with time and resource constraints to enforce the
system evolving in desired sequences.Moreover, applications
to flexible manufacturing systems will be considered.
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