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ABSTRACT Traffic sign detection plays an important role in traffic safety and traffic management.
In view of the complex and changeable environment and detection accuracy of traffic sign detection, this
paper proposes UCN-YOLOv5 model based on the framework of YOLOv5.This model first replaces a
new backbone network, which uses the core module RSU of U2Net to enhance the feature extraction of
the network. Then, ConvNeXt-V2 is integrated, and the C3 module of its Block and YOLOv5 network
is used to construct the C3_CN2 structure. The utilization of the proposed lightweight receptive field
attention module LPFAConv in the Head section represents a potential enhancement for the extraction
of receptive field features. Finally, for small targets in traffic signs, Normalized Wasserstein Distance
(NWD), which is insensitive to targets of different scales, is added to calculate the position loss function
to replace the IoU metric to a certain extent, which further improves the detection ability of our model
for traffic signs. Experiments on the TT100K dataset show that UCNYOLOv5 has excellent detection
performance. Compared with the baseline model (Y0Lov5s, YOLOV5m, YOLOV5l), it improves the Map.5
index by 5.9 %, 4.9 % and 4.6 %; in the Map.5: .95 index, it is 4.4 %, 3.5 % and 2.8 % better. Moreover,
the enhanced algorithm demonstrated favorable performance on the LISA and CCTSDB2021 traffic sign
datasets. This research has important value for the accurate detection of traffic sign detection, and has guiding
significance for in-depth research in related fields.

INDEX TERMS Object detection, traffic sign detection, YOLO, YOLOv5, U2Net, Convnext, RFAConv.

I. INTRODUCTION
Traffic signs are important signs set up to ensure traffic
order and traffic safety. Their main purpose is to provide
information on road conditions and auxiliary guidance for
pedestrians and vehicles on the road [1], [2]. Traffic sign
detection is a very important task when it comes to traffic
safety. It is one of the important elements that need to
be perceived in the driving environment and is of great
significance to ensure the safety of drivers and pedestrians.
By identifying traffic signs on the road in real time, traffic
sign detection can provide some traffic information required
by the driver, such as speed limit, prohibition, warning, etc.,
to remind the driver to follow the rules, which is conducive
to reducing the incidence of traffic violations and accidents.
Traffic sign detection can also improve road traffic efficiency

The associate editor coordinating the review of this manuscript and

approving it for publication was Taous Meriem Laleg-Kirati .

and keep intersections open [3], [4]. In addition, traffic sign
detection is also an important part of autonomous driving
and intelligent transportation systems. By using advanced
computer vision technology and deep learning algorithms,
traffic signs on the road can be accurately identified and
understood, so as to be able to independently decide and
control vehicle driving and achieve safer and intelligent
autonomous driving. Therefore, traffic sign detection is of
great importance in modern transportation systems [5], [6].
The data sets commonly used in current research on traffic
sign detection are GTSRB [7] and GTSDB [8]. Among
them, the data provided by GTSDB can be used to study the
location and classification of traffic signs, but the location
and classification information of traffic signs provided by
GTSDB is far less than the types of traffic signs in real
life. Although GTSRB provides 43 types of traffic signs,
these traffic signs can only be classified and cannot be used
for positioning and classification at the same time. With the
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development of deep learning, the use of artificial neural
networks has made significant progress in the field of target
detection. In the real traffic environment, traffic signs often
appear on roads, intersections, schools, tunnels, bridges,
urban areas and highways. In various places, it is easily
affected byweather, light intensity, reflection and background
occlusion by trees, buildings and other vehicles. At the same
time, there are many types of traffic signs and small sizes.
These factors will affect the detection effect of traffic signs.
Since the TT100K [9]dataset provides more complete traffic
signs and more complete application of the scene, this paper
will use this dataset to test and verify the performance of the
algorithm.

II. RELATED RESEARCH
At present, algorithms based on deep learning provide a
broad research direction for the detection of traffic signs. The
algorithms are mainly divided into two categories: algorithms
based on candidate region networks and algorithms based on
regression. The former first determines the region of interest
by retrieving the approximate position of the object, and
uses the feature extraction network to judge the coordinates
and specific categories of the target. Typical examples of
such algorithms include R-CNN [10], Fast R-CNN [11], and
Faster R-CNN [12]. Liang et al. [13] used a deep feature
pyramid network with horizontal connections to obtain the
semantic features of traffic signs, but the feature information
extraction is not perfect and the detection accuracy is low.
Zhou Su [14] improved the shallow and deep feature
extraction layer and HypeNet layer left(multi-layer feature
information fusion layer right) in PVANet network to
obtain higher detection accuracy, but such algorithms have
poor real-time performance and complex network structure.
Zhu et al. [9] used the candidate region network to detect and
classify traffic signs, but often could not extract deep feature
information. The traffic sign detection algorithm based on
regression can realize the whole process of traffic sign image
input to classification result output in a network, and the
detection speed is more advantageous.Typical representatives
of this type of algorithm are YOLO series [15], [16] and
SSD [17].

Typical researchers are: Wu et al. [18] introduced Dark-
Net19 as a classification network in the YOLOv3 algorithm,
and enhanced the GTSDB dataset based on traffic sign
features, but this algorithm has poor detection effect on
smaller traffic signs; rajendran et al. [19] usedYOLOv3 as the
detection network and equipped with CNN classifier to con-
struct a traffic sign detection algorithm. This algorithm has a
significant improvement in detection accuracy, but it has high
requirements for the environment and is easily affected by
the environment. Zhang et al. [20] proposed MSA_YOLOv3
algorithm, which uses Mixup [21] technology to enhance the
dataset image, and introduces pyramid multi-scale pooling
layer to make the model learn the deep information of traffic
signs more effectively, but the network of the algorithm
is more complex and the generalization ability is weak.

Liang et al. [22] propose a lightweight traffic sign detection
algorithm, which is developed on the YOLOv4 framework.
The algorithm incorporates conventional improvement mea-
sures by utilizing the lightweight Mobilenetv3 [23] network
and the SE attention module. Additionally, a Feature Fusion
and Redistribution Module, similar to the weight allocation
concept in BiFPN, is applied. The algorithm demonstrates a
certain level of improvement in detection speed. However,
the efficacy of the lightweight network is not guaranteed
for complex scenarios, and the algorithm’s generalization
capability is not adequately substantiated as it is only
validated on the limited GTSDB dataset. Wang J et al. [24]
propose an improved feature pyramid model called AF-FPN,
which utilizes the Adaptive Attention Module (AAM) and
Feature Enhancement Module (FEM) to mitigate information
loss during feature map generation and enhance the repre-
sentation capacity of the feature pyramid. The improvement
is to replace the PANet in the original YOLOv5 model
with AF-FPN for traffic sign detection and validate it on
the TT100K dataset, Although this paper shows promise,
it has minor improvements and insufficient experimental
validation. The lack of broader experiments, limited to the
YOLOv5s framework, casts doubt on its generalizability.

Therefore, aiming at the problems of detection accuracy
and generalization ability of computer vision target detection
tasks due to environmental complexity, this paper proposes an
improved model UCN-YOLOv5 to strengthen the detection
of traffic signs in various traffic scenarios. In the backbone
network, we use the ‘ U ’ -shaped structure ReSidual-
Ublock left(RSU right) in U2Net [25], [26] to achieve the
fusion of multi-scale features and the retention of detailed
information, which improves the accuracy and perception
of image detection. Through downsampling and upsampling
operations, the effective receptive field of the network can be
improved while maintaining the resolution. Then, in the Neck
part of the network, while retaining PANet, the Block module
of ConvNeXt-V2 [27] high-performance CNN network is
used to form the C3_CN2 module to replace the C3 structure
of the original network to explore better prediction potential.
In order to strengthen the ability of the model to detect
small targets and make up for the defect that the commonly
used IOU is too sensitive to small targets, NWDLoss is
used as part of the calculation of position loss.Finally,The
lightweight receptive field attention module LRFAConv is
used in Network Head to better extract spatial receptive field
features. Compared with the basic network YOLOv5, the
improved UCN-YOLOv5 can better detect images of traffic
signs in various scenes.

III. TRAFFIC SIGN DETECTION ALGORITHM BASED ON
DEEP LEARNING
A. THE OVERALL FRAMEWORK OF UCN-YOLOv5
ALGORITHM
Initially, we introduced the RSU (Recursive Scale-Up)
structures from U2Net to enhance the backbone network of
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FIGURE 1. Overall network structure.

the original YOLOv5. Subsequently, the Bottleneck of the
C3 module in YOLOv5 was replaced with the Block from
ConvNeXt-V2, resulting in amore efficient C3_CN2module,
which was integrated into the Neck section of the network.
Moreover, a novel spatial attention module, LRFAConv, was
devised to more effectively capture spatial receptive field
features. Finally, we improved the computation method for
location loss by introducing the scale-insensitive NWDLoss,
thereby enhancing the detection performance for smaller
traffic sign targets. The network architecture is visually
depicted in Figure 1.

B. RSU
The RSU (ReSidual U-block) module serves as a pivotal
component in the U2Net, a salient object detection network
designed to enhance feature extraction and information
transmission capabilities. The RSU module typically adopts
a U-shaped structure, encompassing two branches for
downsampling and upsampling operations. Leveraging the
concept of residual connections, the RSU module achieves
the retention of low-level features and the fusion of high-level
features, thus significantly improving the network’s ability to
express intricate features. Notably, U2Net has demonstrated
remarkable efficacy in the task of salient object detection
(SOD). The salient object detection task bears certain
similarities to image segmentation and object detection
tasks, as they all entail distinguishing foreground objects
from the background within an image. U-shaped networks,

renowned for their robust feature fusion capabilities, are
extensively employed in image segmentation tasks. The RSU
structure, short for ReSidual U-block, assumes a ‘U’ shape,
involving multiple upsampling and downsampling operations
alongside dilated convolution. The RSU family encompasses
different depths, such as RSU-7, RSU-6, RSU-5, and
RSU-4, enabling adaptability to varying network com-
plexities. Figure 2 visually illustrates the RSU network
architecture. In this paper, we leverage the RSU module pri-
marily to augment the original YOLOv5 backbone network,
aiming to enhance its feature extraction capacity and facilitate
more effective detection, particularly for small targets. The
incorporation of the RSU module is expected to bolster the
overall performance and robustness of the YOLOv5-based
traffic sign detection system.

C. ConvNeXt-V2
Inspired by the Convnext network combined with self-
supervised MAE, ConvNeXt-V2 is a high-performance
model. The main core structure of the network is Block,
a depthwise convolution with a convolution kernel size of 7,
a pointwise Convolution with an elevated dimension and a
piontwise Convolution with a reduced dimension. This paper
uses its core Blockmodule, combinedwith the C3 structure of
YOLOv5, to construct the C3_CN2 structure. And apply it to
the Neck part of the detection network.The network structure
is shown in Figure.3.
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FIGURE 2. RSU.

FIGURE 3. Using the block(b) module of Convnext-v2 network to replace Bottleneck (a) in C3 (c), construct C3_ CN2
(d) module.

D. NWDLoss
In the TT100k traffic light dataset, there are many small
target objects, because of the small number of pixels and the
lack of effective information. At the same time, YOLOov5
is a target detection network based on Anchor, and its
IOU-based measurement method is too sensitive to the
position change of small targets. That is, the sensitivity of
IoU to objects of different scales varies greatly. For a small
target area of 6 × 6 size, let it move down and right one
unit, the value of IOU changes from 1 to 0.532, and then

move right and down three units. At this time, the IOU is
0.059.However, for a medium-sized target of 36×36, its two
movements lead to IOU changes of 0.896 and 0.653, as shown
in Figure.4.

It can be seen from the above results that a slight
position deviation leads to a significant decrease in IoU,
which is not conducive to the detection of small targets.
Therefore, this paper introduces a new index Normalized
Gaussian Wasserstein Distance (NWD), which is insensitive
to different scale targets and measures the coincidence degree
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FIGURE 4. Moving change diagram.

of two boxes. The calculation is as follows equation 1:

NWD

= EXP(
2
√
(x − xgt )2 + (y− ygt )2 +

(w−wgt )2+(h−hgt )2
4

Constant
)

NWDLoss

= 1 − NWD (1)

NWD can partially replace the IOUmetric in evaluating small
targets. We need to combine both metrics to compute our
localization loss function, as shown in Equation 2.

locationloss = αNWDLoss+ (1 − α)CIOULoss (2)

After conducting multiple experiments, we have determined
that the hyperparameter Constant should be set to 3, and the
parameter α should be set to 0.3. These specific values have
been chosen based on empirical observations and extensive
trial and error.

E. LRFAConv
Spatial features have proven to be instrumental in improving
network performance, as demonstrated by the effectiveness
of attention mechanisms like Channel Attention (CA) [28]
and Convolutional Block Attention Module (CBAM) [29].
Among spatial features, receptive field features play a critical
role in small target detection algorithms, as they contain vital
information required for accurate detection.

Inspired by a recently proposed spatial attention module,
RFAConv [30], this paper introduces a more lightweight and
efficient Receptive Field Attention module, named LRFA-
Conv (Lightweight Receptive Field Attention Convolution).
The primary focus of LRFAConv is to enhance the extraction
of spatial receptive field features, thereby improving the
network’s ability to discern intricate details, especially in the
context of detecting small targets.

The LRFAConv module leverages pooling operations to
gather extensive local information and incorporates a 3 × 3
Depthwise convolution to facilitate meaningful feature inter-
actions. Additionally, a softmax function is employed to
emphasize the importance of relevant features. Implemented
within the Head section of the networks, LRFAConv is
complemented by a 1 × 1 convolutional layer, effectively
reducing the number of feature channels and alleviating
excessive computational burden, thereby enhancing network
efficiency. The structural design of the LRFAConv module,
as illustrated in Figure 5.

IV. EXPERIMENTAL ANALYSIS
A. EXPERIMENTAL ENVIRONMENT
The experiment in this paper is carried out under the
Linux operating system. The experimental environment
configuration is shown in Table.1:

TABLE 1. Experimental environment configuration.

B. EVALUATION INDICATORS
In the target detection tasks, evaluation indicators are
divided into two categories: one is under PACSALVOC
evaluation indicators, and the other is under COCOevaluation
indicators. This article will select mAP50 in the former
and mAP50:95 in the latter as the corresponding evaluation
indicators to detect the proposed algorithm on the traffic sign
dataset.
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FIGURE 5. LRFAConv.

1) IoU
Intersection over Union (IoU) is used to evaluate the
intersection between the target prediction box and the real
box. Define as follows Equation 3:

IoU =
A ∩ B
A ∪ B

(3)

2) mAP
A sample is divided into two categories: positive samples
and negative samples. The classification results are shown in
Table.2:

TABLE 2. Classification results.

P(precision) is the accuracy rate, which is used to evaluate
how many proportions of the positive samples predicted
by the model are predicted correctly. The calculation is as
follows Equation 4:

P =
TP

TP+ FP
(4)

R(recall) is the recall rate, which is used to evaluate howmany
proportions of all positive samples are correctly predicted by
the model. The calculation is as follows Equation 5:

R =
TP

TP+ FN
(5)

AP (Average Precision) is the average accuracy value,
calculated based on the curve shape of P and R. Our
commonly used AP50 refers to setting the IoU value of the
predicted box and the real box greater than 0.5 threshold
and the maximum confidence score to TP, setting the excess
predicted boxes of the same GTbox to FP, and FN is the
number of GTboxes detected as missed. Based on this

TABLE 3. TT100K traffic sign class ID and names.

information, draw the P-R curve of AP50 and set different
IoU thresholds to obtain other AP values. For example,
AP55 and AP75 set the corresponding IoU thresholds to
0.55 and 0.75. The calculation ofAP is shown in the following
Equation 6.

AP =

∫ 1

0
precision drecall (6)

mAP(Mean Average Precision) is used to evaluate the
average performance of the model to detect all categories.
It is the average of the values of all categories, calculated as
follows Equation 7, the number of categories:

mAP =
1
C

c∑
j=1

APj (7)

C. DATASET
1) TT100K
In this paper, the traffic light detection experiment uses
the TT100 K public data set launched by Tencent and
Tsinghua University. The image resolution of the data set is
2048 × 2048, and the quality is compared. Its training set
contains 6105 pictures, and the verification set contains
3071 pictures. The data set has a serious category imbalance,
and the number of instances of some traffic signs is very
small. Therefore, this paper has carried out some screening of
the categories, and requires that there are at least 100 pictures
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TABLE 4. Class ID and corresponding class names for the traffic sign categories in the LISA dataset.

FIGURE 6. Image display of the dataset.

for each type of traffic signs detected. After this filtering,
42 more common traffic signs are selected for experiments.
The 42 types of traffic signs were tested according to the
training set and the validation set. The number of pictures of
42 traffic signs selected in the data set is shown in Figure 6.
Figure 7 shows some pictures of TT100K traffic signs in the
data set,the class id and class name correspond to Table 3.

2) LISA
The TT100K dataset is considered the highest-quality
traffic sign detection dataset in the current market, offering
high-quality image samples with corresponding annotations.
In this research, we made algorithmic improvements based
on the TT100K dataset, leading to significant performance
gains. To further validate the efficacy of our proposed
UCN-YOLOV5 algorithm, we conducted supplementary
experiments on the LISA [31] traffic sign dataset, which con-
tains 6618 frames with 7855 annotations across 47 classes.
However, we observed a noticeable class imbalance in
the LISA dataset, potentially causing overfitting on classes

TABLE 5. Model parameter settings.

with abundant samples and underperformance on those
with limited samples. To address this issue, we conducted
training and validation exclusively on classes with more
than 100 instances, thereby mitigating the impact of data
imbalance. Ultimately, we obtained 5827 frames from the
LISA dataset, comprising 16 traffic sign categories, and
partitioned them into training and validation sets using a
ratio of 7:3. In Figure 8, we present the class distribution
of instances in the LISA traffic sign dataset, highlighting
the disparities in sample quantities among the different
classes. For reference, Table 4 provides the Class ID and
corresponding class names for the traffic sign categories in
the LISA dataset.

3) CCTSDB2021
In addition to the previously mentioned datasets, we also
utilized the CCTSDB2021 [32] traffic sign dataset. Intro-
duced by Changsha University of Science and Technology
in 2021, this dataset categorizes all traffic signs into
three classes: ‘‘mandatory,’’ ‘‘prohibitory,’’ and ‘‘warning.’’
It comprises 16,356 training images and 1,500 validation
images. Incorporating the CCTSDB2021 dataset allowed us
to further validate the effectiveness and robustness of our
proposed UCN-YOLOV5 algorithm across diverse traffic
sign datasets, particularly in the context of Chinese traffic
sign scenarios.

D. MODEL TRAINING
The random gradient descent method is used to propagate the
input image back, and the training parameters are shown in
Table.5.

In order to verify the feasibility of the network model
proposed in this paper, 6105 images in the sample data
set is used as the training data set to train the model,3071
images in the sample data set is used as the validation set
for model training, and the data is filtered before model
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FIGURE 7. The class distribution of instances in the TT100K traffic sign dataset.

FIGURE 8. The class distribution of instances in the LISA traffic sign dataset.
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TABLE 6. Performance comparison of different models.

TABLE 7. Comparative analysis of UCN-YOLOv5 and YOLOv5 algorithms on LISA traffic sign dataset.

FIGURE 9. Loss analysis.

FIGURE 10. Convergence analysis.

training. We initially trained for 150 epochs and after
obtaining the training weights, we continued training for an
additional 150 epochs. Figure 9 and Figure 10 display the

resulting iterative training loss and mAP function values,
respectively.The loss function of the model is kept below
0.015 after 300 iterations, while the change of the index mAP
curve is kept below 0.002 after 300 iterations. It is proved that
the detection accuracy of the proposed method is satisfactory
in the test of traffic sign target detection. Predictions are made
using the weights obtained after training and their detection
effects are evaluated. The detailed results of the detection
effect can be seen in Figure 11.

V. MODEL COMPARISON
A. MODEL PERFORMANCE COMPARISON OF DIFFERENT
METHODS
To assess the efficacy of UCN-YOLOv5 in traffic sign detec-
tion, we conducted a comparative study using the TT100K
dataset at three different scales, namely Small (S), Medium
(M), and Large (L). In this evaluation, we compared theUCN-
YOLOv5 model against YOLOv5 and also included classic
YOLO versions, such as YOLOv3, YOLOv4, YOLOv6, and
YOLOv8. The experimental results are presented in Table 6.
In addition, we further conducted extensive validation

of the algorithmic advancements using the LISA and
CCTSDB2021 traffic sign datasets, and compared the
performance against the baseline model YOLOv5. The
experimental results, as shown in Tables 7 and 8, demonstrate
that UCN-YOLOv5 continues to exhibit promising results.

B. ABLATION EXPERIMENT
Based on YOLOv5L, ablation experiments were per-
formed on the TT100K dataset. The RSU structure of
U2Net was introduced to change the backbone network of
YOLOv5.Referring to the Block structure of ConvNeXt-
V2, combined with the C3 network, the C3_CN2 module
was constructed and used in the Neck part of YOLOv5.The
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FIGURE 11. Visualization of the results of the detection effect.

LRFAConv module with more enhanced spatial Receptive
field features is used in the network Head. Next, NWDLoss,
which is insensitive to scale information and suitable for
small target detection, is introduced. The results of related
ablation experiments are shown in Table.9:

Considering the performance requirements of the device,
UCN-YOLOv5 is divided into UCN-YOLOv5-S, UCN-
YOLOv5-M, UCN-YOLOv5-L according to the width and
depth of the network. Their width and depth attribute
values are consistent with the original YOLOV5, and their

(depth, width) are (0.33, 0.50), (0.67, 0.75), (1.0, 1.0), respec-
tively. Depth affects the number of iterations n of Blocks
in C3 and C3_CN2 modules. The calculation is as follows
Equation 8:

n = Max(round(3 ∗ depth), 1) (8)

In the formula, the function of the round ( ) function is
rounded, the function of the Max ( ) function is to take
the maximum value, and * is the multiplication symbol.
Therefore, we obtain that the n value of UCN-YOLOv5-S
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TABLE 8. Comparative analysis of UCN-YOLOv5 and YOLOv5 algorithms on CCTSDB2021 traffic sign dataset.

TABLE 9. Comparison of ablation results.

is 1, and the n value of UCN-YOLOv5-M is 2. width affects
the number of channels. Its calculation formula is as follows
Equation 9:

Channel = Ceil(channel ∗ width/divisor) ∗ divisor (9)

The function of the Ceil ( ) function is to round up, and the
divisor value is 8. Therefore, if Channel = 512, the Channel
value obtained in the UCN-YOLOv5-S network is 256, and
the Channel value obtained in the UCN-YOLOv5-M network
is 384.

VI. CONCLUSION
In this paper, some novel breakthrough technologies are
added to YOLOv5. The U-shaped module RSU in U2Net
is widely used in the backbone of the network. The
Bottleneck in the C3 structure is replaced by Block in
the high-performance network ConvNeXt-V2 to construct
the C3 _ CN2 module and use it in the Neck part of
the network. Using the lightweight receptive field attention
module LPFAConv proposed in this paper in the Head section
can better extract receptive field features. At the same time,
NWDLoss is added to strengthen the detection of small
targets in the data set. Finally, an advanced detector UCN-
YOLOv5 is formed, which can accurately detect traffic
signs in traffic scenes. Experiments on the TT100K, LISA,
CCTSDB2021 Traffic Sign Dataset show that compared
with the baseline model YOLOv5, UCN-YOLOv5 achieves
considerable progress on the two evaluation indicators of
Map.5 and Map.5: .95.

However, the incorporation of ConvNeXt-V2 network’s
Block module in UCN-YOLOv5, when compared to the
original YOLOv5 algorithm, results in increased train-
ing time for the network. Additionally, the LRFAConv
module exhibits more challenging convergence behavior,
necessitating a greater number of training epochs on the
dataset. These aspects impose higher hardware requirements.
Nevertheless, achieving better detection results is of utmost
importance in certain application scenarios. In the future,

further evaluations will be conducted using diverse datasets
to assess the proposed methods comprehensively, catering
to various application demands and achieving heightened
detection accuracy.
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