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ABSTRACT Composition layout is crucial in the portrait location recommendation of photography. The
existing studies require both landscape background images and portrait foreground images, which limits the
scope of practical applications. In this paper, we propose an end-to-end portrait location recommendation
model, which mainly consists of three sub-networks: the first sub-networks is the portrait generation
network, which generates relatively real portrait foreground images based on random input noise; the second
sub-networks is the spatial transformation network, which mainly changes the size and location of the
generated portrait based on the input landscape image; The third sub-networks is the compose network
to generate a realistic portrait landscape image, which considers not only the correlation between the
portrait foreground and the landscape background but also the overall composition aesthetics. Last, the
proper standing position is obtained by computing the difference between the generated and input landscape
images. We also construct a portrait landscape photo dataset PLDataset to train and verify our method. The
experimental results on our dataset show that our proposed method can recommend a relatively reasonable
standing position by only providing a landscape image in portrait landscape photography, which greatly
increases the availability.

INDEX TERMS Position recommendation, portrait generation, space transformer network.

I. INTRODUCTION
With the popularity of smartphones and digital cameras,
people’s enthusiasm for photography is increasing daily. The
photographic works, especially the commemorative photos
taken during traveling, are remarkable. When traveling to a
certain place and seeing the beautiful scenery, people cannot
help but take photos as souvenirs. Choosing a suitable stand-
ing position can help in taking beautiful photos. Selecting
an appropriate standing position for a portrait to capture a
photo that adheres to compositional aesthetics poses a cap-
tivating and intricate undertaking. This task relates to many
practical, real-world applications, such as image generation,
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editing, etc. The offline use of these technologies also has a
very important application prospect.

The position relationship of foreground and background
is related to the rationality of portrait and landscape photos.
Therefore, where to place the portrait in the landscape image
is an important task. In 2015, Wang et al. [1] proposed
a reasonable portrait position recommendation method by
weighing the scores of positive and negative rules. In this
method, the positions where portraits are often located in
group photos are set as positive rules, and the positions
where portraits do not appear are negative. Finally, the final
position recommendation is made according to the scores of
positive and negative rules for arbitrary input scenes. In 2016,
Zhang et al. [2] proposed recommending portrait positions
through 3D aesthetic evaluation. In this method, a por-
trait foreground needs to be input in advance, and then the
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foreground is traversed in the background image to generate
multiple portrait photos. Each portrait photo is evaluated
aesthetically, and the standing position of the portrait in the
portrait photo with the highest score is taken as the optimal
position. In 2018, Sheng et al. [3] developed a portrait pho-
tography navigation system to guide users to take images.
In the method, scene images are used as input, professional
photographic works with similar aesthetic characteristics are
searched as examples, and the picturing relationship between
examples is established using the random forest to recom-
mend portrait positions. Although ordinary users can use the
above method, recommend a suitable standing position to
take a portrait landscape photo. Still, this method needs to
input the portrait foreground image in advance. In recom-
mending the portrait position, it needs prior knowledge to
calculate the relevant position according to the scene image,
or it does not consider the aesthetic features such as the
composition and layout between the portrait foreground and
the background. Due to the above disadvantages, the rec-
ommended portrait standing position has certain limitations.
In the summary in Table 1, we list some research methods on
portrait location recommendation and compare themwith our
proposed method.

As shown in Table 1, the existing research needs to input
the foreground image of the portrait in advance, and the
aesthetic features, such as the composition between the fore-
ground and the background of the portrait, are not considered
enough. The final recommendation results rarely generate
real and complete photos. Therefore, we propose a posi-
tion recommendation network (PositionRecNet) to solve the
above problems based on landscape image and composition
information. This network does not need to input portrait
foreground images in advance. For the input landscape image,
it can be recommended that portraits stand in proper posi-
tions in landscape images by considering the correlation
between portrait foreground and landscape background and
aesthetic characteristics such as composition. There is no
uniform benchmark dataset in the existing portrait location
recommendation research, which is also an important factor
restricting the development of portrait location recommenda-
tion research [4]. To solve this problem, we have pre-built
the People Landscape Dataset (PLDataset), which meets
the task requirements. In the process of portrait location
recommendation, this paper does not give a specific por-
trait foreground image but randomly generates the portrait
foreground image through the pre-trained portrait genera-
tion network. First, a portrait generation network is trained
based on the constructed dataset. Then, a spatial transformer
network is used to change the position, size, and size of
the portrait foreground image to fit the background image
under the premise of inputting the landscape image. Finally,
a composed network is applied to predict the position of the
portrait in the landscape image and synthesize the portrait
foreground and landscape background to generate the final
result image. To sum up, the overall architecture of the por-
trait location recommendation model proposed in this paper

mainly involves the followingmodules: 1) Portrait generation
network, which generates portrait foreground images through
random input vectors. 2) Space transformer network STN.
The generated portrait foreground and landscape background
images are input into the STN network to generate a por-
trait foreground with an appropriate size and position that
conforms to the background. 3) Composed network, which
generates a realistic portrait landscape image. The converted
portrait foreground and landscape background images are
input into the compose module, and a proper standing posi-
tion is recommended for the portrait. Finally, a more realistic
portrait landscape image meeting the aesthetic characteristics
of composition is generated. Experimental results on our
datasets show that the proposed portrait position recommen-
dation model can recommend proper standing positions for
portraits and generate portrait landscapes that meet the com-
position rules. The contributions of this paper are as follows:

1) We propose a portrait position recommendation net-
work named PostionRecNet. The network does not
require a priori provision of the portrait foreground
but solely utilizes unprompted landscape imagery as
input, considering aesthetic elements like composition.
Subsequently, it recommends an appropriate standing
posture of the resulting portrait foreground.

2) We present the first Portrait Landscape Photo dataset
(PLDataset) for portrait location recommendations.

TABLE 1. Portrait position recommendation methods.

II. RELATED WORKS
A. TRADITIONAL METHODS FOR PORTRAIT LOCATION
RECOMMENDATION
In the early stage of portrait position recommendation
research, traditional methods were used to calculate the
recommended position by combining prior knowledge and
basic photography rules. In 2012, Zhang et al. [5] used the
visual saliency model to extract attention synthesis features
in professional photos. They proposed a geometric composite
feature to learn spatial similarity to generate appropriate pos-
ture and position. In 2014, Xu et al. [6] studied the problem of
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human position recommendation in mobile photography and
proposed a human position recommendation strategy with
a sensitive camera viewpoint. This strategy is based on the
method of 3D reconstruction to align the background area
and the human body area into a unified coordinate system.
In the same year,Ma et al. [7] utilized an effective hierarchical
search strategy to obtain the best position for portraits in a
scene by researching professional photographs to determine
a suitable portrait size and place people in images of a given
scene. In 2015, Wang et al. [1] studied the positional rela-
tionship between portraits and scenes, defining negation rules
to exclude unwanted components by combining the learned
positive rules with the proposed negative rules to optimize the
human subject’s position in a given background scene. In the
same year, Xu et al. [8] dynamically gave a given portrait
standing by looking for an area of interest (ROI) from a given
scene graph and then calculating to what extent the ROI con-
forms to the one-third dividing line and intersection rule, and
whether its scale is close to one-third. In 2016, Zhang et al. [2]
proposed a method to calculate layout recommendations to
help with portrait positioning. First, 3D estimation generates
several composite photos with different layouts. The result-
ing photos are then sequenced using a 3D layout aesthetic
evaluation model. Finally, the layout features designed in
the high-scoring photo are selected as the best layout and
translated into a suitable position where the portrait should
stand.

The above methods rely on traditional techniques.
Although they potentially impact location recommendation,
the computation in the recommendation process is very
complex. It ignores semantics, composition, and other scene-
specific information, which limits the final recommendation
results.

B. DEEP LEARNING METHOD FOR PORTRAIT LOCATION
RECOMMENDATION
Recently, deep learning methods have been applied to the
research on portrait position recommendation. In 2018,
Tan et al. [9] used a CNN network to predict the position
and size of each potential portrait instance. In the same
year, Lee et al. [10] proposed a network of two-generation
modules based on a given semantic input map, one of which
determines the proper insertion position of the object mask,
and the other module determines the reasonable shape of the
objectmask. In 2019, Tripathi et al. [11] proposed a three-way
competition between the generative network, the target net-
work, and the discriminator for image authenticity. Given
a background and foreground mask, the generative network
generates a composite image by learning affine transforma-
tions. Then, the target network detects the position of all
foregrounds in the composite image to determine the plau-
sibility of the position. In 2020, Zhang et al. [12] combined
the encoded object and background with a random variable to
predict the object’s position and then a discriminator that dis-
criminates based on foreground and background to judge the
plausibility of the position. In addition, the diversity of object

layouts is maintained by predicting the pairwise distance
between the layout and the corresponding random variable.
In 2022, Song et al. [24] designed a composition recommen-
dation model based on pose attributes to learn composition
rules. They believe that the composition of portrait photos is
related to the scene’s visual content and the human body’s
posture. Roy et al. [25] predict the new person’s potential
location and skeletal structure by conditioning a Wasserstein
Generative Adversarial Network (WGAN) on the existing
human skeletons in the scene.

Although the above method adopts deep learning methods,
they require a pre-specified portrait or the anchor frame
position information of the portrait in the scene. They do not
consider aesthetic features such as the composition between
the recommended portrait and the background.

C. IMAGE COMPOSITION
Image composition aims to cut the foreground from one
image and paste it on another, resulting in a composite
image [26], [27]. Several issues can cause composite
images to be unrealistic. For example, incompatible light-
ing [28], the unreasonable relative size of foreground and
background [29], semantic mismatch of foreground and
background [30], etc.

D. GAN-BASED IMAGE GENERATION
Generative Adversarial Network (GAN) is a powerful deep
learning model [31]. It has many types [32] [33], and it has
also achieved remarkable development in many fields, such
as image synthesis [34]. Some recent GAN models, such as
StyleGAN2 [13], demonstrate the powerful ability of GANs
to generate images that are almost indistinguishable from real
images.

III. METHODOLOGY
A. THE PORTRAIT POSITION RECOMMENDATION MODEL
When we want to record a photo of ourselves and the sur-
rounding beauty in reality, how the photographer should
compose the photo to take a better photo becomes a diffi-
cult problem. This paper presents a position recommendation
model framework, as shown in Figure 1. This model is based
on an input pure landscape image, which can recommend
the portrait’s appropriate standing position in the landscape
image and, finally, output a portrait landscape image that
conforms to the aesthetic characteristics of the composition.
The specific steps are as follows:

Firstly, we need to determine the foreground image of
a human image to represent the size of a human image’s
position. For a certain scenery, there will be different peo-
ple taking images here. Exclusively relying on a particular
portrait foreground as input may not align with the objec-
tive reality of diverse individuals capturing images in this
context. Therefore, considering the objective facts of dif-
ferent people’s portrait prospects, this paper does not use
portrait prospects as the input of the location recommendation
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FIGURE 1. The position recommendation network (PositionRecNet) includes a portrait generation network, space transformer network STN, and
composed network.

network. We propose a portrait generation network to obtain
portrait foreground images of any size without a specific
portrait input, as shown in the green box in Figure 1. The
network uses the random vector Z to generate a random
portrait foreground image.

Secondly, leveraging randomly selected landscape images
as inputs to PositionRecNet, in conjunction with the pre-
viously generated randomly synthesized portrait images,
we propose recommendations for appropriate standing posi-
tions within the landscape images for the corresponding
portrait images. In order to make the portrait foreground and
the landscape background not only conform to the rationality
of the position but also consider the basic aesthetic features,
such as the correlation between the front and rear scenes and
composition rules, we use the space transformation network
STN to recommend a suitable standing position for portraits
according to the landscape.

Finally, the landscape background image and the trans-
formed portrait foreground image are fed to the Compose
module. Our research aims to recommend a suitable standing
position for portraits so that users can perceive the result
more intuitively and clearly when the final recommendation
result is a relatively real picture. Therefore, we introduce the
Compose module to synthesize relatively real recommenda-
tion results. This module not only considers the correlation
between portrait foreground and landscape background but
also incorporates the overall aesthetics of the composition.
It effectively suggests the best standing positions of portraits
against landscape backgrounds, resulting in more realistic
portrait landscape images. Table 2 lists the relevant symbols
used in this paper and their corresponding meanings.

This paper adopts StyleGAN [13], [14], [15] for the por-
trait generation network. Based on the random noise Z input
randomly, the purpose of the portrait foreground generation
network is to generate the portrait foreground matching the
background size according to the random noise z. That is
Gp (z) = P.

In our model, the portrait foreground image needs to be
scaled and spatially changed based on the input landscape
background image to make it fit with the landscape back-
ground image. It also involves the problem of determining
the composition class of the whole image. To make the gen-
erated portrait foreground image fit with the input landscape
background image, a spatial transformer network STN is
introduced in this paper, which expresses the position and
size changes of portraits in the landscape background image
in the form of affine changes. The specific principle is shown
in Formula 1: (

x ′, y′
)

=

(
θ11 θ12 θ13
θ21 θ22 θ23

)
(x, y) , (1)

Which (x, y) represents the position coordinates of a pixel
in the image and

(
x ′, y′

)
represents the position coordinates

of the pixel after the affine transformation matrix. θ13, θ23
indicate a translation operation. θ11, θ12, θ21, θ22 represent
linear operations such as rotation and scaling.

For the compose module, this paper adopts the idea of
GANs [16], [17]. In the compose module, it is necessary
to consider the correlation between portrait foreground and
landscape background and the aesthetic characteristics, such
as the overall image composition. We introduce a generator
to recommend the proper portrait position in the landscape
to achieve this goal, considering factors such as composition
aesthetics between the front and back scenes. Gcompose is a
good standing position for portraits recommended in land-
scape images under the premise of considering factors such as
the composition aesthetics between the front and back scenes.
We mainly judge the image generation effect and the ratio-
nality of the recommended portrait position in the process of
portrait position recommendation. For the rationality of the
standing portrait position, this paper mainly determines the
rationality of the recommended position by considering
the correlation between generated and real portrait masks,
as shown in Figure 2. Specifically, the corresponding mask
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TABLE 2. Symbols and meanings used in this paper.

FIGURE 2. CIoU in portrait standing position.

image is obtained by the generated portrait landscape image,
and the mask image obtains the central coordinates of the
portrait. Then, the central coordinates calibrate the anchor
frame position coordinate information of the portrait in the
image. Finally, the judgment is made by the anchor frame
coordinates of the portrait in the generated image and the
anchor frame information of the portrait in the real image.

Since the pre-trained portrait generating network randomly
generates the foreground image of the portrait according
to the random input vector, we cannot guarantee the com-
plete matching degree of the generated portrait prospect
image and the real portrait foreground image. Therefore,
we choose not to directly determine the plausibility of the
portrait’s proposed standing position by computing the CIoU
index between the mask of the generated image and the real
image. Our focus primarily centers on the portrait’s standing
position, thereby emphasizing the significance of coordinate
information, including the central coordinates of the portrait
and the fundamental anchor frame coordinates within the
image. As for the aesthetic characteristics of the overall image
composition, this paper mainly makes a more intuitive judg-
ment on the composition class between the generated and
natural landscapes.

B. LOSS FUNCTION
For the portrait generation network, this paper mainly adopts
the idea of StyleGAN. That is, the confrontation loss shown
in Formula 4 is set between the portrait generator Gp and the

portrait discriminator Dp.

LossG = log (exp (−D (G (z))) + 1) , (2)

LossD = log (exp (D (G (z))) + 1)

+ log (exp (−D (x)) + 1) , (3)

L
(
Gp,Dp

)
= LossG + LossD, (4)

Among them, z represents a random vector.
Based on the above pre-conditions, such as image authen-

ticity, the rationality of portrait position, and aesthetic
characteristics of image composition, this paper conducts
relevant experiments through the overall loss function shown
in Formula 5.

L = αL(Gc,Dc) + βL(Gc,Dlayout) + γLrecon + δLc, (5)

The first part is the loss of portrait landscape image genera-
tion. The second part is the rationality loss of portrait position
recommendation; The third part is the reconstruction loss of
pixels; The fourth part is the cross entropy loss of composition
classes of portrait landscape as a whole.

1) LOSS OF PORTRAIT LANDSCAPE IMAGE GENERATION
The loss of authenticity of portrait landscape image genera-
tion is shown in Formula 6:

L(Gc,Dc) = E(F,B,C)

[
logDcompose

(
F ′,B′,CT

)]
+ E(F,B)

[
1 − logDcompose

(
F ′,B′,C

)]
, (6)

where F represents the foreground image, B represents the
background image, C represents the generated portrait land-
scape image, CT represents the real portrait landscape image.
As shown in Formula 7, the foreground image and back-
ground image can be input into the space transformation
model STN to obtain the affine transformed foreground
image F ′ and background image B′.(

F ′,B′
)

= STN (F,B) , (7)

2) THE RATIONALITY LOSS OF PORTRAIT POSITION
RECOMMENDATION
The position loss of generated portrait foreground in the
landscape is L(Gc,Dlayout) as shown in Equation 8. For the
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position loss of the generated portrait in the landscape, this
paper uses CIoU loss [18] to make a measurement.

L(Gc,Dlayout) = CIoU = IoU −
ρ2

(
b, bgt

)
c2

− αv, (8)

Among them, the Euclidean distance between the predicted
position and the center point of the real anchor frame and the
diagonal distance that can simultaneously contain the small-
est closed area between the predicted and real anchor frames
are shown in Formulas 9 and 10, respectively. ρ2

(
b, bgt

)
indicates the Euclidean distance between the predicted posi-
tion and the center point of the real position anchor box,
c indicates the distance between diagonals that can contain
the smallest closed area between the predicted anchor box and
the real anchor box, the formulas of α and v are as follows:

α =
v

1 − IoU + v
, (9)

v =
4
π2

(
arctan

wgt

hgt
− arctan

w
h

)2

, (10)

Compared with IoU , the position information between the
predicted anchor frame and the real anchor frame is consid-
ered, which solves the problem that the loss is zero if there
is no overlap between them. Adding the length and width
information of the anchor frame canmake the predictionmore
realistic and accelerate the convergence.

3) PIXEL RECONSTRUCTION LOSS
Although antagonistic loss aims to establish the distribution
model of objects in the data, it is often prone to model col-
lapse because it does not cover the distribution of the whole
mode [17]. Therefore, this paper adds the reconstruction loss
Lrecon between pixels as shown in Formula 11:

Lrecon = L1
(
Gcompose

)
+ L1 (STN ) , (11)

L1
(
Gcompose

)
= E(F,B,C)

[∥∥∥C − CT
∥∥∥
1

]
, (12)

L1 (STN ) = E(F,B)

[∥∥∥(
FT ,BT

)
−

(
F ′,B′

)∥∥∥
1

]
, (13)

Among them, the real portrait foreground image and
landscape background image are respectively represented
as FT ,BT .

C. CONSTRUCTION OF DATASET
Currently, for the portrait position recommendation task, the
dataset used by the existing methods is roughly constructed
by users randomly crawling on the Internet according to
their own needs and then manually selecting. Hence, there
is no benchmark universal dataset available. Portrait position
recommendation task generally requires a group photo with
aesthetic characteristics such as composition, but randomly
selected images cannot guarantee image quality. This paper
mainly focuses on recommending a suitable position for por-
traits that meet the aesthetic characteristics of a composition
according to a given landscape image. To solve this problem,
we build our portrait recommendation dataset based on the

FIGURE 3. Portrait dataset examples.

FIGURE 4. Workflow for generating image pairs used in network training.
Selected portrait landscape images with aesthetic composition features
are processed using MODNet and Inpaint software to obtain portrait
subject masks and pure landscape images without human subjects.

PPR10K dataset [19]. Because professional photographers
take the PPR10K dataset, the portrait images of the PPR10K
can be considered to conform to the aesthetic composition’s
characteristics.We screened 3024 portrait and landscape pho-
tos to construct the required dataset. As shown in Figure 4,
to obtain image pairs for network training, we output the
selected portrait and landscape images with compositional
aesthetics to the MODNet network and Inpaint software for
processing [20]. In the end, we obtained the mask of the
portrait landscape and the pure landscape without the portrait
subject.

To obtain a better portrait generation effect, we use the
DeepFashion dataset [21], [22], 6415 pure portrait images
were selected from CCP to train the portrait generation net-
work. The selected portrait images are roughly shown in
Figure 3.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. IMPLEMENTATION DETAILS (MODEL FRAMEWORK,
PARAMETER SETTING, EVALUATION CRITERIA)
Our model is implemented by Tensorflow architecture, and
all experiments are conducted on Tesla V100-DGXS GPU.

The frame is fine-tuned based on StyleGAN in this
paper on portrait generation networks. C(k) indicates that K
4 × 4 convolution kernels are used in this convolution layer
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with a step distance 2. L (n) indicates the full connection layer
that outputs N-dimensional parameters. In the character loca-
tion recommendation network in this paper, the framework
of the generator is C (32)-C (64)-C (128)-C (256)-C (512)-L
(256)-L (8), and the framework of the discriminator is C (32)-
C (64)-C (11). The ReLU activation function is used for each
layer of the generator, and the LeakyReLU function with a
parameter of 0.2 is used for each layer of the discriminator.

Setting parameters During the experiment in this paper, all
models were trained for 2000 rounds, and the training started
with a learning rate of = 0.0001, and the batch size was set
to 20. Loss part, setting. ε = 0.0001, α = β = γ = δ = 1.
To verify the method’s effectiveness in this paper, we mea-

sure the structural similarity of SSIM and CIoU indicators in
the quantitative analysis part.

1) EVALUATION CRITERIA
To measure the similarity between the generated and real
images, this paper uses the structural similarity loss function
SSIM [23]. The structure similarity functionmainly considers
the image’s brightness, contrast, and structure, as shown in
Formula 14.

SSIM =

(
2µxµy + ε1

) (
2σ xy + ε2

)
(µ2

x + µ2
y + ε1)(σ 2

x + σ 2
y + ε2)

, (14)

where two images are respectively represented x, y, and
the mean values of the images are respectively represented
µx , µy; The variance and covariance of σx , σy and σxy,
respectively, are two stable variables. ε1 and ε2 are two vari-
ables that maintain stability, as shown in Formula 15. Among
them, l is the dynamic range of pixels. Generally, it is the
default k1 = 0.01, k2 = 0.03.

ε1 = (k1l)2 , ε2 = (k2l)2 , (15)

B. THE RESULTS OF THE PORTRAIT GENERATION
NETWORK
The portrait generation model proposed in this paper can
generate a relatively real portrait foreground image through
random noise input at random, to provide a precursor for the
location recommendation network.

Figure 5 shows the prediction results of the portrait gener-
ation network proposed in this paper. It can be seen from the
figure that compared with the original GAN andDCGAN, the
portrait generation network used in this paper has relatively
few artifacts and distortions. The purpose of the portrait
generation network in this paper is to generate a rough portrait
shape to indicate the position and size of the portrait, and its
authenticity is relatively limited.

C. THE EXPERIMENTAL RESULTS OF PORTRAIT POSITION
RECOMMENDATION
The main purpose of our portrait position recommendation
network is to hope the network can recommend suit-
able standing positions for people according to the input

FIGURE 5. Prediction results of portrait generation network.

FIGURE 6. The results of the portrait position recommendation. Among
them, the first, third, and fifth rows are the results of location
recommendation and people-scene photos of this paper (OURS), and the
real results (GT) correspond to the second, fourth, and sixth rows.

landscape image. The portrait position recommendation
results are shown in Figure 6.

As can be seen from Figure 6, the proposed PositionRec-
Net can recommend randomly generated portrait foreground
images to proper standing positions in landscape images
according to the input landscape images. The effect of the
portrait foreground limits the generated portrait group photo,
and its authenticity is relatively biased. Still, the effectiveness
of the position recommendation effect in this paper cannot be
denied.

We also use the proposed method to recommend corre-
sponding proper positions for portraits for common scenarios
such as roads, outdoors, seaside, and buildings. The recom-
mended results are shown in Figure 7.

The portrait foreground image generated by a random vec-
tor has some defects. Therefore, to further verify the effect
of the portrait position recommendation model proposed in
this paper, we take the real portrait foreground image as input
to explore further the effect of the proposed method in this
paper.
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FIGURE 7. Location recommendation for different scenarios.

FIGURE 8. Recommend results based on the location of a given specific
portrait. Ours represents the effect generated by the method in this
paper, and GT represents a real portrait photo.

As shown in Figure 8, given the specific portrait fore-
ground image, our method can better recommend suitable
standing positions in input landscape background images.
From the first and third rows of Figure 7, it can be seen that
the portrait position recommendation model proposed in this
paper can recommend the same portrait to a proper position
in different landscapes; As can be seen from the images in the
first column, our portrait position recommendationmodel can
also recommend different portraits to good standing positions
in the same landscape. The above results can better reflect
the rationality of the portrait position recommendation model
proposed in this paper.

The indicators of average structural similarity SSIM and
CIoU evaluate the proposed method quantitatively. The idea
of average structural similarity SSIM is to divide images
into blocks by sliding windows so that the total number of
blocks is N. Considering the influence of window shapes on
blocks, each window’s average, variance, and covariance are
calculated by Gaussian weighting. Then the structural simi-
larity SSIMof the corresponding blocks is calculated. Finally,
the average is used as the structural similarity measure of
the two images. SSIM is a number between 0 and 1. The
larger the number, the smaller the gap between the output and
undistorted images. That is, the better the image quality. CIoU

FIGURE 9. The results of STN.

index is used to judge the matching degree between the rec-
ommended portrait standing and real portrait positions. The
larger the value of CIoU, the more accurate the recommended
position is.

Through quantitative experimental analysis, the structural
similarity SSIM and CIoU between the portrait landscape
finally generated by the location recommendation method
proposed in this paper and the real portrait landscape are
0.69014 and 0.61568, respectively. From the results, the
method in this paper has a good matching degree, which
reflects the rationality of the method from a quantitative point
of view.

D. THE RESULT OF THE STN MODEL
In the portrait position recommendation model, to make the
generated portrait foreground image match the landscape
background image according to the input background image,
this paper introduces the space transformation network STN.
This section, as shown in Figure 9, mainly shows the result of
transforming the portrait by the spatial transformer network
according to the input background.

As evident from the illustrated figure, the Spatial Trans-
former Network (STN) employed in this research effectively
incorporates pertinent features from the landscape back-
ground image, thereby enhancing the alignment between
the portrait foreground and the landscape background. This
alignment lays the groundwork and ensures the subsequent
location recommendation process.

E. ABLATION EXPERIMENTS
In the methods of this paper, wemainly use the loss of portrait
style drawing generation (Basic Loss), composition class loss
(Lc), portrait position determination loss (L(Gc,Dlayout)), and
image reconstruction loss (Lrecon). In this ablation experiment
part, we mainly discuss the influence of various loss func-
tions on the experimental results. We discussed whether not
using composition class loss, portrait position determination
loss, and image reconstruction loss have a certain impact
on the final recommended portrait position determination
effect.

It can be seen from the ablation experiment in Table 3 that
if the loss of image reconstruction is not added, as shown in
the first row of the table, the generated image is difficult to
present if the loss of composition class or the loss of position
determination leads to a greater deviation in the final position
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TABLE 3. Ablation experiment.

recommendation result. If all the above losses are added
in the experimental process of this paper, the final position
recommendation is more reasonable. The generated portrait
landscape is relatively better, thus reflecting the effect of the
portrait position recommendation model in this paper.

F. QUALITATIVE RESEARCH
1) QUALITATIVE EVALUATION VIA USER STUDY
Users have different aesthetic preferences, but we can
only recommend the best location due to computer lim-
itations. Therefore, we introduce a user study to qualita-
tively judge the feasibility of the method proposed in this
paper.

We randomly selected 50 generated portrait landscape
images from the test results to form the user evaluation dataset
in this paper. We invited 60 people from different profes-
sional and educational backgrounds, including 30 girls and
30 boys, to rate 50 images through a questionnaire. We set
five scores for each image: 1, 2, 3, 4, and 5, and we evaluate

the rationality of our method by calculating the arithmetic
mean of each portrait group photo. When the average score
of each image is greater than 3.5 points, it indicates that the
recommended position is consistent with the user’s expected
portrait standing position; the average score of each image
is between 2 and 3.5 points, indicating that the recommended
position is slightly different from the user’s idea; The average
score per image is less than 2 points, which means that
the recommended location is very different from the user’s
desired location.

Figures 10 and 11 show the average score and the overall
plausibility score distribution for these 50 portrait photos.
As shown in Figure 11, 60% of people think the recom-
mended location matches the user’s desired location, 28%
think the suggested location is relatively reasonable, and 12%
think it is unreasonable. According to the statistical results,
we believe that the portrait position recommendation method
proposed in this paper meets the cognitive needs of the public
and has a certain recommendation effect.
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FIGURE 10. Score display for each portrait group photo.

FIGURE 11. Rationality score distribution of portrait position
recommendation.

FIGURE 12. Comparison of our method with state-of-the-art models in
the field of portrait position recommendation.

2) QUALITATIVE COMPARISON WITH STATE-OF-THE-ART
MODELS
For the portrait location recommendation domain, we com-
pare our recommendation process and results with
state-of-the-art models, as shown in Figure 12. Compared
with Wang [1], our model is an end-to-end recommendation
process, and the recommendation results we provide are real
images instead of masks. Our results are presented more
intuitively and clearly. Compared with Zhang [2], our model
does not need to provide the input of the portrait foreground
in advance, which is more in line with people’s daily shooting
situations.

G. LIMITATION ANALYSIS
The main purpose of this paper is to recommend a suit-
able standing position for portraits. For the final portrait
photo, the image’s authenticity is relatively poor. The main
reason lies in the part of the portrait generation network.
Considering that the same kind of scene may correspond to
different portraits, this paper considers the landscape as the
only input in the portrait position recommendation model.
The pre-trained portrait generation model generates a por-
trait foreground image through random noise. In generating
the portrait foreground image, the authenticity of the por-
trait foreground image is not considered too much, and the
generated portrait does not consider the landscape image’s
characteristics. The size of the portrait is re-obtained, so the
foreground image of the generated portrait has relatively poor
realism, and there are also problems such as deformation.
The coordination and clarity of the currently produced por-
trait and landscape images are also insufficient. However,
the application scenario of our proposed method is mainly
real-time shooting guidance, and its focus is on recommend-
ing portrait locations, so the deformation and unclearness
of the generated results do not affect the final recommen-
dation results. We consider adding recommended person
poses [35], [36] and using clearer images to deal with these
issues in the future.

V. CONCLUSION AND FUTURE WORKS
This paper mainly considers where the portrait should stand
when people want to take a portrait landscape photo when
they see a beautiful landscape. Aiming at this practical prob-
lem, this paper puts forward an end-to-end portrait position
recommendation model, which can recommend the good
standing position of the portrait in the landscape image for the
input landscape image and finally generate a relatively real
portrait landscape image. Portrait position recommendation
mainly comprises a portrait foreground generation network,
spatial transformer network, and composed network. Accord-
ing to the task’s requirements, this paper constructs the
portrait landscape dataset PLDataset for the correspond-
ing training of the model. The experimental results on this
dataset show that the portrait position recommendationmodel
proposed in this paper can recommend a relatively proper
standing position for portraits. The research results of this
paper can be used for practical applications and later tasks
such as offline image processing. Aiming at the problem
that the generated portrait landscape images are not authentic
enough, our future research considers the portrait’s position
and combines the semantic information of the background
further to enhance the authenticity of the generated portrait
foreground images, and we can also consider adding pose
information.
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