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ABSTRACT In this study, an innovative mixed regulator based on integer and fractional order control is
suggested for load frequency management. Tilt Integral Derivative with Filter (TIDF) and Proportional
Integral Derivative Fractional Derivative with Filter (PIDµD) are the two components of the suggested
hybrid, which is called TIDF-PIDµD. The advantages of the TIDF, the PIDD, and the fractional deriva-
tive regulators are combined in the proposed TIDF-PIDµD regulator. In order to enhance the suggested
TIDF-PIDµD parameters in the investigated dual-area power grids, an innovative technique is used that is
based on the newly reported Orca Predation Algorithm (OPA). The suggested TIDF-PIDµD regulator is
part of a centralized control plan that takes into account the role of electric vehicles (EVs). Comparing
the performance of the proposed TIDF-PIDµD regulator against that of previously published FOI-TD and
PIDD2-PD associated with filters provides promising outcomes. In addition, the OPA optimizer’s outcomes
are contrasted to those of newly published optimization techniques such as the Gorilla Troops Optimizer
(GTO), Gradient Based Optimizer (GBO), Battle Royale Optimizer (BRO), and Remora Optimization
Algorithm (ROA), and the OPA optimizer has been shown to achieve better results. Taking into account
non-linear limitations and the existence of renewable energy sources (RES) such as solar farms, wind farms,
and EVs, this study examines the issue of frequency stability in a hybrid dual-area power systemwith thermal
and hydraulic turbines. In ending, a sensitivity analysis has been carried out to prove the robustness and
reliability of the proposed control structure. The results of this study are presented in the form of time-domain
simulations that have been done with the assistance of MATLAB/SIMULINK (R2022a).

INDEX TERMS Orca predation algorithm (OPA), frequency stability, electric vehicle modeling, fractional
order control, hybrid two-are power system, renewable sources, PIDD controller.
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NOMENCLATURE
TIDF Tilt Integral Derivative with Filter.
PIDµD Proportional Integral Derivative Fractional

Derivative with Filter.
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OPA Orca Predation Algorithm.
GTO Gorilla Troops Optimizer.
BRO Battle Royale Optimizer.
ROA Remora Optimization Algorithm.
EVs Electric Vehicles.
RES Renewable Energy| Sources.
GBO Gradient Based Optimizer.
V2G Vehicle-to-Grid.
LFC Load Frequency Control.
CTDs Communication Time Delays.
GRC Generation Rate Constraint.
GDB Governor Dead Band.
SOC State of Charge.
1Fx Frequency Fluctuation in Area x.
1Fy Frequency Fluctuation in Area y.
1Ptie Tie-line Power Fluctuation.
Kdb Derivative Action of The PID µD

Controller.
Kab Acceleration Action of The PID µD

Controller.
µ Derivative FO Operator of The PID µD

Controller.
STC Standard Test Conditions.
PV Photovoltaic.
FF Fitness Function.
ITSE Integral Timed Squared Error.
FO Fractional Order.
Max.OS Maximum Overshoot.
Max.US Maximum Undershoot.
ST Settling Time.
Kta Tilt Action of The TIDF Controller.
Kia Integral Action of The TIDF Controller.
Kda Derivative Action of The TIDF Controller.
n Tilt FO power.
Kpb Proportional Action of The PID µD

Controller.
Kib Integral Action of The PID µD Controller.
N1,N2,N3 Noise Filtering Parameters.

I. INTRODUCTION
A. BACKGROUND
The availability of reliable and affordable electrical power
has been important to the advancement of technology for
decades. Because of rising levels of both population and
technology, there has been a significant uptick in the rate at
which power is consumed. In the past, conventional, non-
renewable sources of energy powered installations in the
energy sector. Concerns, on the other hand, are turning away
from these sources because of their scarcity, the unfavorable
consequences that they have on the environment, and the
integration of renewable energy sources, abbreviated as RESs
[1]. It is vital to place a greater emphasis on sustainable
development to substitute traditional resources with renew-
able energy sources (RESs) such as wind and solar energy,
biomass, geothermal, and so on.

Furthermore, the manipulation of energy storage units to
enhance power networks that are based on green energy has
gained substantial interest from researchers, corporations,
and government incentives and regulations. Moreover, the
collaborative management of electric automobiles that have
been installed has also garnered major interest. They have
the potential to contribute to preserving the robustness and
dependability of power systems [2]. In addition, by imple-
menting contemporary single- and multiple-constraint opti-
mization approaches, such as stochastic approaches [3] and
resilient approaches [4], it is possible to boost the efficiency
of the power sector’s operations. Intermittency, lower inertia,
unpredictable loading patterns, and other challenges are some
of the barriers that must be addressed by power systems that
are based on renewable energy sources. The interconnection
of power networks that run on renewable sources of energy
has a number of distinct advantages. However, the transition
to renewable energy sources can lead to unstable power sys-
tems that are slow to react to disruptions [5]. Theweak inertial
response is the primary factor contributing to the instability of
the power grid, as opposed to normal systems that are based
on non-renewable resources. Because of their contact with
power interface converters, solar and wind production are
unable to maintain a considerable inertial response [6]. This
is because their capacity to balance power needs is restricted
as a result of this interaction. Low inertial responses lead to
highly imbalanced power networks and decreased flexibility
in harmonic distortion in power grids based on renewable
energy [7]. This occurs because low inertial responses reduce
the amount of energy that can be distributed throughout the
grid. At this point in time, comprehensive wind farm energy
incorporation into the grid is steadily rising owing to the
plentiful obtainability of wind and the goal of reducing CO2
emissions [8]. On the other hand, because of the unpre-
dictability of wind power, this might result in an imbalance
between supply and demand for load, which, in turn, could
cause substantial frequency fluctuation issues [9]. This issue
may manifest itself in a substantial manner in the primary
case where the capability of LFC is inadequate throughout
the nighttime hours [10].

Moreover, electric vehicles (EVs) have seen widespread
adoption in recent years due to environmental concerns such
as a reduction in the use of fossil fuels, lower charging rates,
and greenhouse gas emissions [11]. EVs are employed in a
broad range of applications because of the intrinsic properties
of the technology known as vehicle-to-grid (V2G). Some
examples of these applications include the smoothing-out of
renewable resources [12] and supplementary services [13],
[14]. Due to the rapid dynamic reaction of batteries in electric
vehicles (EVs), the use of frequency regulation services with
EVs has garnered a lot of interest recently. This response
helps counterbalance the average power imbalance that exists
in the system when the LFC capability is insufficient. The
dynamic performance of the LFC system is improved because
of the instantaneous reaction of EVs. When electric vehi-
cles (EVs) take part in frequency regulation services, the
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economy as a whole will reap additional benefits from fre-
quency control marketplaces. As a result, the involvement of
electric vehicles (EVs) in frequency management issues will
soon be promoted. Nevertheless, owing to the complication
of controlling a networked, multiple-region system, green
transportation has become an issue that poses a challenge to
the present load equilibrium methodologies.

B. LITERATURE REVIEW
Many different types of controllers have been proposed in the
literature for use in load frequency control (LFC) [15], [16],
[17]. These include integer orders, predictive models, fuzzy
logic controllers, neural networks, fractional orders, and
complex control systems. Various LFC systems have been
described in the literature, involving connections between the
tilt, derivative, proportional, integrator, and filtered deriva-
tive. In [18], the EV-specific PI regulator was introduced.
However, there are stability problems related to this regu-
lator, particularly when communication time delays (CTDs)
are considered. Using the differential evolution technique,
whichwas described in [18], the tilt integral filtered derivative
(TIDF) regulator for RESs-incorporated power grids was able
to be tuned for optimal performance. When analyzing the
power networks, [19]merged the settings for the PI controller,
the TD controller, and the filter controller. An upgraded ver-
sion of the genetic algorithm (GA) approach and the particle
swarm optimizer (PSO) were used in the hybrid technique
that was disclosed in [20] for the purpose of building the
controller that is utilized to stabilize the frequency of power
networks. For multi-generational networks, [21] suggests
using a fractional-order regulator whose parameters have
been fine-tuned by the imperialist competitive search (ICA)
approach. When multiple-step alterations have been consid-
ered in the generation and/or loading, the controller that has
been described previously is able to successfully improve the
performance of the power approach. Cascading the FOPID
and FLC is how frequency control is accomplished in power
networks that include two distinct areas [22]. In addition,
using the grey wolf optimizer method in designing the LFC
for multi-generation power networks [23] has been proposed
as a decision. The authors in [24] proposed using FOPID
with FO filter, and the sine–cosine algorithm (SCA) approach
was applied in order to successfully optimize the controller
settings. Moreover, [25] suggests an optimum self-tuning
fractional order fuzzy (OSTFOF) regulator for improving
the frequency performance of a dual-area hybrid power sys-
tem with the help of the Pathfinder algorithm (PFA), which
has been used to optimize the OSTFOF controller param-
eters as well as the output membership functions. In [26],
an IEEE-standards-compliant single-region pumped storage
system is presented, together with a FOPID controller-based
control strategy for the regional load frequency of the
pumped-storage power plants. The chaos particle swarm opti-
mization (CPSO) approach has been used to fine-tune the
controller’s settings. Furthermore, to establish which is best

for enhancing the frequency stability in a shipboardmicrogrid
that uses several energy sources, PIDF, FOPIDF, and 2DOF-
PIDF were all studied by the two researchers of [27]. This
research also took into account the lag time introduced by
the sensors’ and controller’s respective communication lines.
A bio-inspired optimization algorithm known as the jellyfish
search optimizer (JSO) was used to fine-tune these regulators.
In order to create the PI-based load frequency controller
settings in the most effective way possible, the authors of
the paper [28] made use of a technique known as Harris
Hawk’s approach. Daraz et al. used FOI-TDN for multi-
source power grids while taking into consideration a variety
of non-linearities [29]. This was accomplished through the
utilization of capacitive energy storage. Alterations are made
to the recommended procedure’s parameters through the uti-
lization of an algorithmic combination that is a combination
of SCA and fitness-reliant methodologies.

The authors of [30] employed controlled EVs equipped
with bee colony optimizer-based-TIDF regulators. The
method ofmeasuring virtual inertia described in [31] has been
developed further with the help of PSO. The problems with
automatic generation control (AGC) is linked power grids
have inspired the development of an ultra-capacitor energy
storage device, as described in [32]. Using the pathfinder
optimization approach, an improved architecture for the
FOTID controller has also been developed [33]. In their
study [34], Amil et al. suggested using finely adjusted
MFOPID/FOPID regulators for boosting frequency stability
in a hybrid power grid. These controllers made use of the
jellyfish optimizer. The researchers of [35] provided a novel
technique of employing the imperialist competitor strategy
to determine the optimal gains of the suggested regulator
for frequency regulation power grids. This method was pre-
sented as an alternative. Mohamed et al. [36] provide an
improved tilt-filtered derivative regulator built on fractional
order. This regulator has been optimized using the artificial
hummingbird optimizer approach. It was proposed in [37]
that the salp swarm method may be used to modify the
gains of PID controllers while taking into account two-area
networks. In addition, the butterfly optimization strategy was
utilized in the development of the dual-stage controller that
was presented in [38]. In the study referred to as [39], it was
recommended that AGC loops in Power grids with conven-
tional and non-conventional sources should each have their
own distinct cascaded FO-ID along with a filter regulator.

It is now abundantly obvious that the body of scholarly
work contains a number of LFC concepts that make use of a
variety of optimization strategies. The LFC type that is used in
conjunction with the optimizer that is chosen has a significant
impact on how well the power grid works in response to tran-
sients. In addition, a fuzzy logic interface that is dependent
on a fault-tolerant compensation control technique has been
provided in [40]. This system was designed to protect against
simultaneous additive and multiplicative actuator errors as
well as nonlinearity in Markov jump networks. In ref. [41],
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an illustration was provided for the neural network-based
fault-tolerant compensation control problem for Markovian
jump networks. In the study referred to as [42], a gorilla
troops optimizer has been used for optimum regulation of
the flow of network power. This was done in conjunction
with the integration of thyristor-controlled series capacitor
(TCSC) units, with the goals of increasing voltage stability,
lowering fuel costs, and doing away with emanations from
power grids. In the paper [43], the authors use a coyote
optimization technique to fine-tune a combination of two
PI regulators (PI–PI) and PD-PI to manage the frequency
regulation in multi-area power grids. In [44], a multiple-
region power grid with generation rate restrictions has been
fitted with an innovative type two fuzzy PID regulator
(T2-FPID) whose settings have been optimized by the water
cycle approach (WCA). To eliminate the drawbacks of AC
transmission, an arithmetic optimization approach (AOA) has
been examined in [45] for the purpose of tuning a fuzzy PID
regulator. Their work has taken into account the impact of
the high-voltage direct current link. In the paper referenced
as [46], a hybrid optimizer, consisting of gravitational search
strategy and firefly approach, has been developed in order
to fine-tune the suggested regulator settings. This was done
so that it could be used for a two-area hydrothermal power
grid. In [47], the gains of a fuzzy PID with the added filter
to the derivative action have been optimized using the Bees
optimization strategy, and the control methodology has been
applied to a multi-region linked power grid.

C. CONTRIBUTIONS
Drawing on the aforementioned studies, this paper presents
an original attempt to combine the positive aspects of the
TIDF, the PIDD, and the fractional derivative regulators in
order to provide an exceptional regulator. This controller
is known as TIDF-PIDµD, and its gains are fine-tuned
using the Orca Predation Algorithm (OPA), a recently cre-
ated bio-inspired metaheuristic optimizer that simulates the
hunting behavior of orcas and abstracts it into several math-
ematical models, including driving, encircling, and attacking
prey [48]. Following is a list of the principal contributions that
can be drawn from this body of work:

•A new and improved load frequency controller (LFC) has
been developed, and its name is the TIDF-PIDµD controller.
This controller is based on integrating the TIDF, the PIDD,
and the fractional derivative regulators. The utilization of
three very effective regulators contributes to an improvement
in the performance of stability, quick transients, and reduction
of RESs’ alterations and loading fluctuations.

•The lately introduced bio-inspired Orca Predation
Algorithm (OPA) is the basis for the optimization process
suggested for the TIDF-PIDµD regulator. The suggested
OPA-based optimization approach is able to efficiently han-
dle a wide range of optimization problems because it strikes
a good balance between the exploration and exploitation
phases. When compared to other optimization methods, OPA

TABLE 1. Parameters for power systems x and y and the T-line.

not only achieves better precision but also converges much
more quickly.

•Demonstrating the efficacy of the recommended TIDF-
PIDµD regulator by comparing its effectiveness to that of
a variety of control techniques disclosed in the research
literature (for example, FOI-TDN [29] and PIDD2-PD [49]
regulators).

•Adecentralized electric vehicle (EV) regulator that makes
use of the TIDF-PIDµD regulator introduced in this work.
The LFC operation, as well as the EV control capabilities,
may both be achieved with the proposed TIDF-PIDµD.

The remaining parts of the paper are organized as
shown below: In Section II, we present a modeling of the
explored hybrid systemwith EV incorporation. In Section III,
we describe the control approach and problem presentation.
In Section IV, we present the details of the optimization
technique that was used in this work (i.e., OPA). In Section V,
we present and discuss the results. Finally, in Section VI,
we list the conclusions and suggestions for further research.

II. MODELLING OF THE EXAMINED HYBRID SYSTEM
WITH EVS INCORPORATION
For the purpose of verifying the new suggested OPA-based
TIDF-PIDµA controller, we employ the two-area linked
power grid case study from [36]. Figure 1 depicts the layout
and parts of a power grid with an EV system already in place.
There are two sections of the electricity grid, designated x,
and y. The local load, PV RES plant, and thermal power
generation are all located in area x. Alternatively, in area
y, there is a wind RES plant in addition to local loads and
hydroelectric power generation. It is presumed that electric
vehicles are evenly dispersed throughout all of the intercon-
nected power networks.

A. THE CONVENTIONAL POWER SOURCES’ MODELS
1) THE MODEL OF THE THERMAL GENERATION UNIT
The thermal power plant model, which is located in area
x, consists of a GDB with 0.5% backlash, a reheater,
and a thermal turbine with a GRC of 10% pu/minute
(0.0017 pu.MW/s), whose transfer functions can be
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FIGURE 1. The examined power grid in the form of a transfer function model.

formulated as follows [49]:

GDB =
N1 + N2·s
Tsg · s+ 1

(1)

Reheater =
krTr ·s+ 1
Tr · s+ 1

(2)

Thermalturbine =
1

Tt ·s+ 1
(3)

where N1 and N2 represent the Fourier coefficients whose
values are 0.8 and −0.2/π , respectively; Tsg represents the
time constant of the steam turbine with a value of 0.06 s; Kr
denotes the reheater constant whose value was set as 0.3; Tr
depicts the time constant of the reheater whose value is 10.2 s;
and Tr denotes the time constant of the thermal turbine and
has a value of 0.3 s.

2) THE MODEL OF THE THERMAL GENERATION UNIT
The hydraulic power plant model, which is located in area
y, consists of a governor, a transient droop compensator,
and a hydraulic turbine with a GRC of 270% pu/minute
(0.045 pu.MW/s), whose transfer functions can be formulated
as follows [49]:

Governor =
1

Tgh · s+ 1
(4)

Transient droop compensator =
Trs · s+ 1
Trh · s+ 1

(5)

Hydraulic turbine =
−Tw · s+ 1
0.5Tw · s+ 1

(6)

where Tgh represents the time constant of the hydraulic gover-
nor with a value of 0.2 s; Trs denotes the hydro turbine speed
governor reset time whose value was set as 4.9 s; Trh depicts
the time constant of the transient droop compensator whose
value is 28.749 s; and Tw denotes the nominal starting time
of water in hydro turbine and has a value of 1.1 s.

The thermal and hydro units’ governor speed regulation
parameters (Rx andRy) are set at 2.4. The frequency bias coef-
ficients (Bx and By) have values of 0.4312. The transfer
functions and their parameters’ values for Power Systems x
and y and the T-line are displayed in Table 1.

B. RENEWABLE ENERGY SOURCES’ MODELS
1) THE MODEL OF PV FARM GENERATION
The ambient temperature (To) and solar irradiation (θs) on
the surface of the PV array are the primary factors that
influence the power produced by the PV system (Pout_PV ).
The computation Pout_PV can be illustrated in the following
manner [50]:

Pout_PV = PSTC ·

(
θs

θSTC

)
· (1 + α (To − TR)) · ηM (7)

where PSTC represents the standard test conditions
(STC)-based nominal output power, θSTC stands for the
STC-based solar irradiance which has a nominal value
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FIGURE 2. Variation in the amount of solar irradiance [15].

FIGURE 3. Variability in the power output of PV [15].

FIGURE 4. Variability in wind speed observed [15].

FIGURE 5. Variability in the power output of wind turbines [15].

of 1000 W/m2, α denotes the temperature coefficient, TR
denotes the value of the reference temperature which may
be considered as 25◦C, and ηM is the maximum power point

FIGURE 6. The EV model representation corresponds to the Thevenin
scheme for load frequency control.

tracking efficiency. Due to the fact that the PV power is
linearly proportional to the amount of solar radiation, this
research makes use of a straightforward modeling approach
for the PV system, which is a transfer function from 1st order
described in Equation 8. The PV modeling representation
has a gain of one, denoted by the notation KPV , and a time
constant of 1.3 s, denoted by the notation TPV [50].

PV model =
KPV

TPV · s+ 1
(8)

In addition, the input solar radiation that is supplied to the
PV modelling representation is gathered from an actual PV
station in July 2020 that has a capacity of 1.5 GW and is
located in Aswan, Egypt at a latitude of 24.08◦ North and a
longitude of 32.89◦ East. As can be seen in Figure 2 [15], the
solar irradiance at the location follows a normal distribution
and reaches a maximum of 1000 W/m2 at its highest point.
In addition, the fluctuation of PV output power, which reaches
a maximum of 0.25 pu, is illustrated in Figure 3.

2) THE MODEL OF WIND FARM GENERATION
The ambient equation may be used to determine the power
that is produced by a wind turbine generator (Pout_W ) [50]:

Pout_W = 0.5 · Cp · ρ · At · V 3
W (9)

where Pout_W represents the output wind power,Cp denotes
the power coefficient which is usually controlled to collect
the optimal power from the wind unit, ρ stands for the air
density in kg/m3, At indicates the swept area of the rotor in
m2, and VW denotes the wind’s nominal speed in m/s.

For the purpose of this investigation, the power-generating
system for wind turbines can be represented with a first-order
transfer function as in Equation (10). The linear wind turbine
model has a gain of one, denoted by KW , and a time constant
of 1.5 s, denoted by TW [50].

Wind model =
KW

TW · s+ 1
(10)

This analysis also makes use of actual wind speed data
from an average wind turbine farm located in the vicinity of
Zafarana, Egypt at a latitude of 29.23◦ North and a longitude
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FIGURE 7. Structure of the suggested TIDF-PIDµD controller.

of 32.59◦ East in April 2020. As may be seen in Figure 4
[15], the average wind speed at this location ranges anywhere
from 6 to 14 meters per second. As can be seen in Figure 5,
the variance in output power of the wind model varies from a
low of 0.03 pu to a high of 0.2 pu throughout the day.

3) THE MODEL OF ELECTRIC VEHICLE (EV)
Recent developments have made it possible for installed
EVs to perform the frequency-regulating role. Consequently,
the usage of EV batteries allows for better charge/discharge
management and less money spent on new energy storage
devices. The LFC model requires modeling of the internal
battery parameters in order to carry out these supplementary
frequency control capabilities. This research assumes that
electric vehicles are uniformly dispersed throughout power
networks. As may be seen in Figure 6 and as explained
in [36], this article implements the usually used Thevenin
equivalent model for EVs’ design. The open-circuit voltage
source (Voc) is a part of the EV Thevenin equivalent model.
Voc(SOC) The model represents the source Voc’s dependence
on the EV battery’s current SOC. The model consists of a
shunt RC circuit (Rt ,Ct ) in addition to a series resistance
Rs. The values of Rt ,Rsand Ct have been set as 0.047�,
0.074� and 703.6F, respectively. The RC circuit simulates
the consequences of momentary overvoltage. The terminal
voltage Vterm. at an EV’s output is calculated by subtracting
voltage drops Vs and Vt from Voc(SOC), as shown in Figure 6.
Following is the Nernst equation that reflects the relationship
between Voc(SOC) and SOC of EV batteries that are currently
installed [36]:

Voc(SOC) = Vtyp + S
RT
F
ln

(
SOC

Ctyp − SOC

)
(11)

where Vtyp represents the typical voltage, whose value is
364.8 V, Ctyp denotes the typical capacity of EV batteries
which equals 66.2 Ah, S is the sensitivity parameter of
Voc(SOC), F stands for Faraday’s constant, T indicates the
temperature, and R depicts the gas constant. The constant
value (i.e., RTF ) equals 0.0261. The minimum state-of-charge
(SOC) level for the EV’s batteries has been set at 10%, while
the maximum state-of-charge level (SOC) has been set at
95%. The energy capacity of the EV’s battery has been chosen
as 24.15 kWh.

III. CONTROL STRATEGY AND PROBLEM PRESENTATION
Despite widespread usage of integer-order PID controllers,
more recent studies have shown that conventional regulators
lack the efficiency required, particularly for high-order and
fractional systems, and this has made the application of frac-
tional regulators in the industry a relatively new area of study.
The TID controller is an example of one of these fractional
controllers that are utilized for LFC systems. In addition, the
filtering phase is included in the derivative part of the TID
controller in order to enhance the noise rejection capabilities
of the system. The TID with filter, abbreviated as TIDF, has
seen widespread use in a variety of power system case studies
[51, 21] because it enables simpler adjustment, has a better
disturbance rejection ability, and has limited penalties on
the plant. So, TIDF was the starting point for the suggested
TIDF-PIDµD controller. As for the second part of the sug-
gested combination, the PIDD controller was selected to play
this role, although with certain structural modifications repre-
sented by the adoption of fractional derivative action in place
of the conventional derivative. The structure of the PIDD
controller has been given additional adaptability as a result
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of this update. PIDµD is the name that has been given to this
newly updated controller. The suggested controller structure
accurately depicts the synergistic advantages offered by the
various controllers described in the preceding paragraphs.

The TIDF-PIDµD controller has been developed with
the goal of enhancing the frequency responsiveness of a
power system that integrates both conventional and renew-
able energy sources in the face of unexpected changes in
demand. The controller is recommended in both regions in
order to reduce deviations in frequencies and tie-line power
(1Fx , 1Fy, and 1Ptie) that occur as a result of various load
disturbances and sustainable sources of energy.

A diagrammatic representation of the integrated controller
structure may be found in Figure 7. It has the capability to
mitigate the negative effect that disturbance D(s) have on
the operation of the control system. It was also found that
Equation (12) may be used to define the transfer function of
the primary loop.

Y (s) = (U (s) + D (s)) · G(s) (12)

where G(s) stands for the power plant transfer function and
U (s) is the suggested controller output signal, which can
be considered as the control law input signal to G(s). The
control law U (s) may be mathematically represented by
Equation (13).

U (s) = ACE(s) · C(s) (13)

where ACE(s) stands for the area control error signal, and
C(s) represents the transfer function of the recommended
combination (i.e., TIDF-PIDµD regulator). C(s) may be for-
mulated as follows:

C(s) =Ca(s).Cb(s) (14)

It is possible to construct the transfer functions of the TIDF
and PIDµD regulators by making use of Equations (15), and
(16), respectively, in the following manner:

Ca (s) = Kta

[
1

s(1/n)

]
+ Kia

[
1
s

]
+ Kda

[
N1 · s
s+ N1

]
(15)

Cb (s) = Kpb + Kib

[
1
s

]
+ Kdb

[
N2·sµ

s+ N2

]
+ Kab

[
N2 · N3.s(1+µ)

(s+ N2) · (s+ N3)

]
(16)

where the coefficients of TIDF controller (Kta, Kia, Kda, and
n) indicate tilt, integral, derivative actions, and tilt FO power,
respectively. Whereas the coefficients of PIDµD controller
(Kpb, Kib, Kdb, Kab, and µ) indicate proportional, integral,
derivative, acceleration actions, and derivative FO operator,
respectively. Additionally, the effectiveness of the derivative
actions can be improved by N1, N2, and N3, which are the
noise filtering parameters.

Reducing the fitness function (FF) will allow the optimal
settings for the TIDF-PIDµD controller to be established with
the help of the Orca Predation Algorithm (OPA). Because
it can shorten the settling time of the output response and

swiftly dampen large oscillations, the integral timed squared
error (ITSE) was chosen to serve as the fitness function [50]:

FF =

∫ tsim

0
t ·

(
1F2

x + 1F2
y + 1P2tie

)
dt (17)

where tsimindicates the simulation time, the controller settings
are restrained as follows:

Ktamin ≤ Kta ≤ Ktamax
Kiamin ≤ Kia ≤ Kiamax
Kdamin ≤ Kda ≤ Kdamax
nmin ≤ n ≤ nmax
Kpbmin ≤ Kpb ≤ Kpbmax
Kibmin ≤ Kib ≤ Kibmax
Kdbmin ≤ Kdb ≤ Kdbmax
Kabmin ≤ Kab ≤ Kabmax
µmin ≤ µ ≤ µmax

N1min ≤ N1 ≤ N1max

N2min ≤ N2 ≤ N2max

N3min ≤ N3 ≤ N3max

(18)

where (f )min and (f )max represent the lower and higher
bounds of the range of possible values for the tunable con-
troller parameter, respectively. The lower bounds are adjusted
to [0, 0, 0, 2, 0, 0, 0, 0, 0, 200, 200, 200] while the higher
bounds are chosen as [5, 5, 5, 10, 5, 5, 5, 5, 1, 400, 400, 400].

IV. ORCA PREDATION ALGORITHM (OPA)
In this section, we will provide the bio-inspired optimization
technique (i.e., OPA) that was utilized in order to optimize
the suggested TIDF-PIDµD controller, as well as provide a
mathematical description of the OPA.

A. INITIALIZATION
A pod of orcas composed of N individuals has been estab-
lished in OPA. The orca is capable of swimming in any
dimension, including one, two, three, and even extradimen-
sional space. This leads us to the following formulation of
the mathematical model for the orca group:

P =
[
p1 p2 · · · pN

]
=


p1,1 p1,2 · · · p1,D
p2,1 p2,2 · · · p2,D
...

...
. . .

...

pN ,1 pN ,2 · · · pN ,D

 (19)

where the symbol P denotes the population size of orcas
that resembles the group of all feasible outcomes of the
optimization problem. The symbol pN depicts the location
of the N th orca member, where N represents the number of
random values assumed for each parameter of the proposed
controller. These parameters include Kta, Kia, Kda, n, Kpb,
Kib, Kdb, Kab, µ, N1, N2, and N3. Additionally, pN ,D repre-
sents the location ofD th dimension of theN th orca, whereD
corresponds to the number of controller gains that need to be
optimized, which in this case is twelve parameters. Further-
more, Figure 8 presents a lucid representation of the interplay
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FIGURE 8. The procedure of initializing the solutions using OPA.

between the OPA and the suggested controller, as well as its
use in the adjustment of the prescribed controller settings.

B. CHASING PHASE
Herein, when orcas come upon a group of fish, they don’t
just circle to pursue; instead, they use sonar to communicate
and coordinate their efforts. When the pod of orcas breaks
up, they’ll scatter, bringing the crowd of fish to the water’s
surface and herding them into a pen. This observation leads
to categorizing the orcas’ pursuit stage of hunting into two
distinct types: prey driving and prey encircling. A further

parameter, z1, is introduced to control the likelihood that the
orca will carry out each action independently. It is decided
that z1 will always be a constant value within the range of
[0, 1], and another number between zero and unity will also
be created at random. When the number is more than z1, the
driving stage is executed; otherwise, the encircling stage is
accomplished.

1) PREY DRIVING
Once the orcas have identified a shoal of fish, they will
need to bring the pod to the surface by pursuing it. Orcas
are able to swiftly and correctly determine the location of
their prey when the school of orcas that they are hunting
in is very small, when the space required to swim is small
or the terrain is easy to navigate, hunting is simpler. If a
community of orcas is vast, the swimming distance is great,
or the scavenging terrain is complex, the orcas’ swimming
will be easily dispersed, making it impossible to accurately
accomplish the goal location. At this time, it is crucial to
control the central location of the orca gang so as to keep it
nearby the prey while avoiding the orca band fromwandering
away from its destination, besides permitting individual orcas
to approach closer to the prey. This is done so that the pod of
orcas doesn’t become sidetracked from its mission. The size
of the orca population suggests two potential strategies for
orca pursuit. The first strategy is utilized if the orca group
is big (rand is greater than u), while the second strategy is
utilized whenever the orca group is tiny (rand is less than or
equal u).

An illustration of the orca’s velocity and its post-movement
location is as follows:

vtchase,1,i = g ·
(
m · ptbest − F ·

(
h ·M t

+ l · pti
))

(20)

vtchase,2,i = e× ptbest − pti (21)

M =

∑N
i=1 p

t
i

N
(22)

l = 1 − h (23){
ptchase,1,i = pti + vtchase,1,i if rand > u
ptchase,2,i = pti + vtchase,2,i if rand ≤ u

(24)

where t denotes the cycles’ number, vtchase,1,i is the speed of
chasing the ith orca at time t based on the first chasing tech-
nique (i.e., Equation (20)), vtchase,2,i is the speed of chasing of
the ith orca at time t based on the second chasing technique
(i.e., Equation (21)),M stands for the average location of the
orca pod, ptchase,1,i represents the location of the ith orca at
time t based on the first chasing technique, ptchase,2,i denotes
the location of the ith orca at time t based on the second
chasing technique, g, h, l and m are arbitrary values between
zero and unity, e represents an arbitrary number between zero
and two,F is set to 2, and u denotes a number within the range
of [0, 1], which describes the possibility of picking a specific
chasing technique. The optimal value for u has been adjusted
to 0.9 cause the OPA will have the best performance at this
value [48].
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2) PREY ENCIRCLING
Once the school of fish has been driven to the surface, the
orcas must enclose them into a ball under their control.
During the encirclement, the orcas use sonar to exchange
information and plan their next move based on the where-
abouts of the other orcas in the area. In this case, let’s suppose
that the orcas take their positions according to the locations
of three other orcas that were chosen at random. If this is the
case, then the position of the orcas, after they move, may be
estimated as follows:

ptchase,3,i,k = ptj1,k + y×

(
ptj2,k − ptj3,k

)
(25)

y = 2 × (rand − 0.5) ×
M_it − t
M_it

(26)

where M_it stands for the iterations’ maximum number, j1,
j2, j3 denote the three arbitrarily chosen orcas from N orcas,
and j1 ̸= j2 ̸= j3, ptchase,3,i,k represents the location of the
ith orca based on the third chasing technique at time t .

3) POSITIONAL ADJUSTMENTS
Through the use of sonar, orcas are able to determine the
location of their prey and modify their own locations appro-
priately. If the orcas do not sense the advancing of the fish
during the operation of pursuing, then they will remain at the
initial location. If the orcas see the fish getting closer while
they are pursuing it, they will adjust their pursuit to follow
the new location. The following equation is used to make the
necessary adjustments to their positions: ptchase,i = ptchase,i if fit

(
ptchase,i

)
< fit

(
pti

)
ptchase,t = pti if fit

(
ptchase,i

)
≥ fit

(
pti

) (27)

where fit
(
ptchase,i

)
is the value of the fitness function related

to ptchase,i, and fit
(
pti

)
is the value of the fitness function

related to pti . In order to solve the minimal problem, the
fitness function index value should be as low as possible. The
associated position will be improved as a result.

C. ATTACKING PHASE
Once the orcas have encircled their target, individual orcas
will take turns entering the enclosed area to assault the prey,
lashing their tails against the circle, and destroying the star-
tled fish. Four orcas are considered to characterize the four
best locations for striking in the circle. Other orcas can enter
the enclosed space by following the path outlined by the four
already inside. After finishing their meal, if the orcas choose
to return to the enclosure to be replaced by other orcas, the
direction of travel can be modified according to the location
of the randomly selected orcas. You may calculate the orca’s
assault speed and position using the following formulas:

vtattack,1,i =

(
pt1st + pt2nd + pt3rd + pt4th

)
4

− ptchase,i (28)

vtattack,2,i =

(
ptchase,j1 + ptchase,j2 + ptchase,j3

)
3

− pti (29)

ptattack,i = ptchase,i + c1 · vtattack,1,i + c2 · vtattack,2,i (30)

where vtattack,1,i denotes the ith orca’s speed vector to pursuit
prey at time t , vtattack,2,i denotes the ith orca’s speed vector to
reach the enclosure at time t , pt1st, p

t
2nd, p

t
3rd, p

t
4th stand for

the four orcas in the best location in turn, j1, j2, j3 denote
the three arbitrary chosen orcas from N orcas in the chasing
phase and j1 ̸= j2 ̸= j3, ptattack,i depicts the location of the
ith orca at time t after the attacking phase, c1 represents an
arbitrary value between zero and two, and c2 represents an
arbitrary value within the range of [−2.5, 2.5].

Orcas employ sonar in a manner analogous to the process
of pursuit of their prey in order to find it and alter their posi-
tions accordingly. When the swarm of fish is under control,
one of the orcas will head to the edges of the pod of fish and
use its tail to drive the group of fish toward itself so that it
may grab some food. Using the following pseudocode, one
can determine where the orca’s location corresponds to the
minimal boundary value (lb) of the possible bounds of the
issue. Additionally, the flowchart of the OPA can be seen in
Figure 9.
Positional adjustments during the attacking phase

1. If fit(ptattack,i) < fit(ptchase,i)
2. pt+1

i = ptattack,i
3. Else
4. u = rand;

5. For k = 1 : D
6. If u < z2
7. pt+1

j,k = lb (k)
8. Else
9. pt+1

j,k = ptchase,i,k
10. End
11. End
12. End

V. RESULTS AND DISCUSSION
Considering This research uses a large-scale integration of
RESs to test the efficacy of the suggested control method
in boosting the frequency stability, taking into considera-
tion various forms of load variation. The goal of this study
is to bring the investigated system frequency back to the
standard level. The suggested control method is based on
the proposed TIDF-PIDµD regulator, which is optimized
using the OPA algorithm to achieve the lowest frequency
fluctuations for the investigated power grid. In addition to
this, the effectiveness of the recommended control strat-
egy is evaluated and contrasted with the efficacy of other
control strategies, namely FOI-TDN and PIDD2-PD. The
outcomes of the simulation for the dual-area, multi-unit
hybrid power grid that was under investigation were run via
MATLAB/SIMULINK®(R2022a) to validate the efficiency
of the suggested controller in enhancing the performance of
the system that was being analyzed. Calculating the value
of the optimal objective function, which is characterized
by the ITSE value across iterations, enables one to assess
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FIGURE 9. The OPA flowchart.

FIGURE 10. The convergence curve characteristics of GTO, GBO, BRO, ROA
and OPA.

the efficiency of the power grid that was the subject of the
investigation.

Before attempting to optimize the proposed TIDF-PIDµD
regulator using the recommended OPA method, there are a
few preliminary concerns that need to be addressed first.
These concerns include the 40 populations and the 100 iter-
ations. Figure 10 is a depiction of a convergence curve that
highlights the performance of the proposed OPA algorithm in
contrast to other contemporary optimization approaches such
as the Gorilla Troops Optimizer (GTO), Gradient Based Opti-
mizer (GBO), Battle Royale Optimizer (BRO), and Remora
Optimization Algorithm (ROA).When no RES are present in
either part of the hybrid power grid under study, the exhibited

convergence curve may be produced by adopting a 1% SLP
at 2 sec in area y. When compared to the other alternatives,
it is abundantly clear that the OPA algorithm was success-
ful in obtaining the lowest value for the objective function
(2.69 × 10−6). As a consequence of this, the convergence
curve provides evidence that the OPA algorithm that has
been provided is effective. Furthermore, the performance of
the OPA approach is thoroughly evaluated by utilizing seven
benchmark functions that have been widely employed in
previous research [48]. The efficacy of the OPA is assessed
by a comparative analysis with four other metaheuristic algo-
rithms, namely GTO, GBO, BRO, and ROA. For each test
function, 30 iterations of each optimization procedure are
undertaken. The population size has been fixed at 40 and the
maximum number of iterations at 300. The optimal values
of the fitness function are presented in Table 2. Figure 11
displays the convergence curves attained by the OPA and
other techniques in the benchmark functions that were exam-
ined. The findings reinforce the superiority of the OPA in
comparison to other approaches.

A. SCENARIO I: 1% STEP DISTURBANCE IMPACT
IN AREA Y
So as to confirm the dominance of the presented OPA-based
TIDF-PIDµD regulator over the other recently introduced
regulators (i.e., FOI-TDN [26] and PIDD2-PD [49]), which
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FIGURE 11. The convergence curves of different optimization strategies acquired for several standard benchmark functions.

are also fine-tuned by OPA algorithm, a 1% step load
disturbance is applied in area y at t = 2 sec. Table 3 dis-
plays the OPA-adjusted regulator gains for this scenario.
When creating a comparison with the aforementioned control

approaches, the suggested OPA-based TIDF-PIDµD is out-
standing. The frequency and tie-line power responses (1Fx,
1Fy, and 1Ptie) of the examined hybrid power grid sys-
tem for both area x and area y are depicted in Figure 12,
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TABLE 2. The best Fitness functions achieved by the five strategies.

respectively. It has been shown that the recommended
OPA-based TIDF-PIDµD regulator grants improved system
stability and improved damping properties with reduced
overshoots, undershoots, and settling time than the other
regulators. As can be noticed in Figure 12, the presented
regulator has attained the lowest ITSE index with a value of
2.69 × 10−6. Table 4 contains a comprehensive comparative
study of the examined controllers for several parameters such
as settling time (ST), maximum overshoot (Max.OS), and
maximum undershoot (Max.US).

B. SCENARIO II: SEQUENTIAL PULSES IMPACT IN AREA y
Herein, the capability of the suggested OPA-based
TIDF-PIDµD controller is examined under the impact of an
increased sequential load pulse profile in area y, where the
applied sequential pulse pattern is depicted in Figure 13.
Sequential pulses can be considered in real life as a series
of connections and disconnection of time-increased load.
The system’s frequency and power dispersion patterns can
be seen in Figure 14 during the impact of the sequential
load pulses that the proposed regulator was designed to
handle.When compared to the dynamic responses of the other
control strategies, the suggested control strategy’s dynamic
responses have shorter setting times with a small percentage
of deviation in their values. The proposed OPA-based TIDF-
PIDµDhas effectively maintained the total ITSE index within
0.0376, as shown in the bar graph representation of Figure 15,

TABLE 3. The best settings obtained so far for the controllers under
comparison.

which represents the ITSE index for each response (i.e.,1Fx,
1Fy, and 1Ptie) as well as the stacked ITSE index for the
different controllers. According to Figure 15, the presented
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FIGURE 12. The dynamic characteristics plot representation for
Scenario I. (a) 1Fx; (b) 1Fy; (c) 1Ptie.

FIGURE 13. Sequential pulses load variation.

OPA-based TIDF-PIDµD has achieved an ITSE index that
is about 6.39 times less than the FOI-TDN regulator and
2.41 times less than the PIDD2-PD regulator.

FIGURE 14. The dynamic characteristics plot representation for
Scenario II. (a) 1Fx; (b) 1Fy; (c) 1Ptie.

FIGURE 15. The bar graph of the ITSE index for 1Fx, 1Fy, and 1Ptie as
well as the Total ITSE index for each controller under the impact of
Scenario II.

C. SCENARIO III: SINUSOIDAL DISTURBANCE
IMPACT IN AREA y
The analyzed system is put through severe evaluation in this
scenario by being exposed to a sinusoidal wave disturbance
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TABLE 4. The tabulated dynamic characteristics of the studied hybrid power grid for Scenario I.

FIGURE 16. Sinusoidal wave disturbance profile.

load profile in region y, which can be shown in Figure 16.
In this part, the suggested OPA-based TIDF-PIDµD has been
evaluated, and its efficacy has been examined in relation to
the objectives of minimizing frequency and tie-line power
variations as well as preserving system stability. This is sim-
ilar to what was done in the preceding scenarios. Figure 17
illustrates the behavior of the system when subjected to
these conditions. The oscillation dampening offered by the
combination of TIDF and PIDµD that has been presented is
undeniably superior to that offered by the other combinations
that have been evaluated. In addition to this, the OPA-based
TIDF-PIDµD that was developed has successfully kept the
overall ITSE index at a value of 0.0039, as can be seen in
the bar graph depiction of Figure 18. Figure 18 shows that
the suggested controller was successful in acquiring a value
of the ITSE that is about 16.13 times lower than the value
obtained by the FOI-TDN controller and 2.8 times lower than
the value obtained by the PIDD2-PD controller. As a conse-
quence of this, it is abundantly obvious that the combination
that was suggested was successful in coping with the various
variations and disruptions.

D. SCENARIO IV: WIND AND SOLAR INTEGRATION
IMPACT IN BOTH AREAS
This research focuses on high RESs penetration (i.e., the
integration of a photovoltaic unit in region x and a wind
turbine unit in region y) to evaluate the resilience of the
proposed OPA-based TIDF-PIDµD controller in reducing the
investigated system fluctuations. Because of the limitations

FIGURE 17. The dynamic characteristics plot representation for
Scenario III. (a) 1Fx; (b) 1Fy; (c) 1Ptie.

associated with these sources (i.e., a lack of inertia in the sys-
tem), the employment of renewable sources exerts a burden
on the hybrid power grid that was explored. The domi-
nance of the recommended TIDF-PIDµDhas been shown and
proven through the application of several control architec-
tures, including FOI-TDN and PIDD2-PD regulators based
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TABLE 5. The tabulated dynamic characteristics of the studied hybrid power grid for system parameters change.

FIGURE 18. The bar graph of the ITSE index for 1Fx, 1Fy, and 1Ptie as
well as the Total ITSE index for each controller under the impact of
Scenario III.

on the OPA. The integration of RESs, as illustrated in
Figure 19, generates significant changes in frequency and
tie-line power exchange. The system dynamics illustrated
in Figure 19 ensure the adaptability and efficacy of the
recommended OPA-based TIDF-PIDµD controller in damp-
ening changes in frequency and tie-line power exchange
and improving the performance of the examined power grid.
These system dynamics are represented in 1Fx, 1Fy, and
1Ptie. The bar graph in Figure 20 depicts the dynamics of the
power grid asmeasured by the ITSE value. The recommended
OPA-based TIDF-PIDµD has the best overall fitness perfor-
mance for this situation, with an index of 0.0241. This value
is about 66.94 times lower than the FOI-TDN controller’s
claim and 9.65 times lower than the PIDD2-PD controller’s
claim.

E. CASE V: EVs DISCONNECTION IMPACT
This case describes the incorporation of EVs into both regions
of the investigated hybrid interconnected power system in
order to evaluate the competence of EVs in managing the
investigated system frequency and the flow of power between
the two regions. The parameters 1Fx, 1Fy, and 1Ptie are
used to describe the transient characteristics of the case
study in Figure 21. Figure 22 is a bar graph illustrating the
dynamic performance of the power system as determined
by the ITSE index. If electric vehicles (EVs) are amalga-
mated into the explored power system, the aggregate ITSE
of the system’s dynamics decreases to 0.3876, represent-
ing an 84.38% improvement. Figure 22 demonstrates that
the proposed OPA-based TIDF-PIDµD that considers the
penetration of EVs in the investigated system accomplishes
greater system stability than if these vehicles were not taken
into consideration. In summary, the investigated integration
of electric vehicles (EVs) into the power grid has the potential
to reduce frequency fluctuations due to EVs’ energy storage
capacity. This capacity provides additional power to the sys-
tem in anomalous situations, ensuring that all of its dynamic
responses remain within acceptable limits.

F. SCENARIO VI: SYSTEM PARAMETERS VARIATION
IMPACT
This scenario demonstrates the application of sensitivity anal-
ysis to assess the robustness of the proposed TIDF-PIDµD
controller by examining the effects of changes in system
parameters. In this scenario, several system parameters,
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FIGURE 19. The dynamic characteristics plot representation for
Scenario IV. (a) 1Fx; (b) 1Fy; (c) 1Ptie.

FIGURE 20. The bar graph of the ITSE index for 1Fx, 1Fy, and 1Ptie as
well as the Total ITSE index for each controller under the impact of
Scenario IV.

including Tsg, Tr , TLine, Bx , Ry, Tgh, and Tw, undergo ±25%
alteration. The findings of the sensitivity analysis regarding
the variation of the aforementioned system parameters are
presented in Table 5. It is worth noting that the dynamic
responses of1Fx ,1Fy, and1Ptie exhibit a little impact when

FIGURE 21. The dynamic characteristics plot representation for
Scenario V. (a) 1Fx; (b) 1Fy; (c) 1Ptie.

FIGURE 22. The bar graph of the ITSE index for 1Fx, 1Fy, and 1Ptie as
well as the Total ITSE index for the proposed controller under the impact
of Scenario V.

there are changes in these parameters. In addition, the values
for Max.OS, Max.US, and ST are still quite low, just like
they are when the system is operating normally. Nevertheless,
alterations in the remaining system characteristics do not
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exert any influence on the dynamic performance of the sug-
gested system. Consequently, the TIDF-PIDµD controller
that has been suggested exhibits robustness and demonstrates
a high level of effectiveness in preserving system stability in
the face of variations in system parameters.

VI. CONCLUSION
For the purpose of load frequency management, this research
proposes an original mixed regulator that is controlled on
both an integer and fractional order basis. The two compo-
nents that make up the proposed hybrid, which is referred to
as TIDF-PIDµD, are the Tilt Integral Derivative with Filter
(TIDF) and the Proportional Integral Derivative Fractional
Derivative with Filter (PIDµD), respectively. In the TIDF-
PIDµD regulator that has been proposed, the benefits of the
TIDF regulator, the PIDD regulator, and the fractional deriva-
tive regulators have been merged. An innovative method that
is based on the recently reported Orca Predation Algorithm
(OPA) is employed in the research that has been conducted
on dual-area power grids. The goal of this method is to
improve the proposed TIDF-PIDµD parameters in the power
grids. The TIDF-PIDµD regulator that has been suggested
is a component of a centralized control plan that takes into
consideration the function that electric vehicles (EVs) play.
The results of a comparison between the performance of the
proposed TIDF-PIDµD regulator and that of the previously
published FOI-TD and PIDD2-PD coupled with filters are
encouraging. In addition, the outcomes of the OPA optimizer
are compared to those of recently published optimization
approaches such as the Gorilla Troops Optimizer (GTO),
Gradient Based Optimizer (GBO), Battle Royale Optimizer
(BRO), and Remora Optimization Algorithm (ROA), and
it has been demonstrated that the OPA optimizer achieves
superior results compared to the other optimization strategies.
This research investigates the problem of frequency stability
in a hybrid two-area power systemwith thermal and hydraulic
turbines by taking into consideration nonlinear limits and the
presence of renewable energy sources (RES) such as solar
farms, wind farms, and electric vehicles (EVs), among other
things. The outcomes of this investigation as well as the
sensitivity analysis that has been carried out have proven that
the proposed control strategy is superior to all other recent
strategies in the literature.
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