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ABSTRACT Existing anchor-free object detection methods have achieved some amazing results, but these
methods are relatively complex and the inference speed is also slow. In this paper, an anchor-free lightweight
object detection network is proposed. The proposed method effectively overcomes the limitation of detection
model by anchor-free mechanism, and the lightweight backbone network reduces the computational cost.
In addition, the proposed small object enhancement module can enhance the focus on small objects, which
improves the detection capability of small objects. Besides, a label assignment strategy is proposed to
determine the prominent feature, and a center correction mechanism is introduced to make the predicted
bounding box closer to the ground truth to further improve the detection accuracy. Extensive experiments
are conducted onMS COCO and Pascal VOC datasets, and the results demonstrate that the proposed method
achieves better results than the existing detection methods on detection accuracy by increasing 0.5% on the
MS COCO dataset, and has a detection accuracy increase of 0.4% on the Pascal VOC dataset, which proves
the superiority of the proposed method.

INDEX TERMS Object detection, anchor-free, lightweight, small object, label assignment strategy.

I. INTRODUCTION
Object detection task is to find out all the objects of interest
in the image, determine their class and location, and is
one of the core problems in the field of computer vision.
In the field of computer vision, there are many important and
challenging branches of object detection, such as pedestrian
detection [1], [2], medical detection [3], small object detec-
tion [4], face detection [5], [6], [7], salient object detectio [8],
[9], [10], text detection [11], [12] traffic detection [13], [14].
Due to boom in deep learning, the object detection algorithm
has been developed rapidly. Typical methods are Faster R-
CNN [15] and fully convolutional networks (FCN) [16].
They have the advantages of conceptual intuitiveness, good
flexibility, robustness, and rapidity of training and reasoning.
In addition, feature pyramid networks (FPN) [17] use
multi-stage image pyramids to obtain feature pyramids,
which improved the average accuracy of the detector.
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Focal loss [18] focuses on sparse hard samples and prevented
the large number of negative samples, which can improve
the detection performance. However, these anchor-based
detectors require setting a large number of anchor points in
the detection process, leading to computational cost increase
and detection speed degradation.

To overcome the shortcoming of anchor-based detectors,
anchor-free detection is proposed. The anchor-free detector
utilizes pixel-by-pixel prediction to solve the detection
problem. The detector need not require predetermined anchor
points, avoiding complex anchor point calculations, and
greatly reducing computation time and computational power.
Therefore, anchor-free detection has gained great momentum
in the object detection field. Cornernet [19] converts the
network’s focus on the object bounding box into a pair
of key points without designing anchor points, which
improves the detection accuracy. However, the network
only focuses on the edges and corner points, resulting in
insufficient internal information acquisition. To overcome
the problem, Centernet [20] directly focuses on the centroid
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of the object. Although the method effectively improves
the accuracy and recall, the detection with occlusion is
not effectively solved because of mutual occlusion for the
object. Fully convolutional one-stage (FCOS) [21] is a pixel-
by-pixel object detection model, which utilizes centrality
center-ness to improve the accuracy. Compared with anchor-
based methods, FCOS has achieved promising performance
in detection accuracy and speed. However, it still has
higher computational costs and shortcomings in the detection
capability of small objects.

Recently, lightweight networks have shown superior per-
formance in many practical applications. SqueezeNet [22] is
a smaller and more intelligent network. The model efficiently
reduces the number of parameters, while maintaining good
performance. ShuffleNet [23] is specially designed for
mobile devices, which have fewer parameters and efficient
computation. The traditional approaches to lightening the
network are to use simplification, pruning, and compression.
MobileNet [24], [25], [26] series discard these approaches
and use the efficient network architecture. MobileNets not
only have the advantage of less computation, but also can
ensure the accuracy of detection. Inspired by the structure
of MobileNets, the proposed method introduces the efficient
architecture as the backbone network to lighten the network.

Considering all the above-mentioned observations, we
propose a lightweight anchor-free detection model, while
improving the detection capability of small objects. Firstly,
the backbone network of FCOS is optimized to lighten
the network. Then, the small object detection enhancement
module is constructed to enhance the detection capability
of small objects. Finally, a label assignment strategy is
proposed, and then the strategy is combined center correction
mechanism to improve the limited detection performance
due to the lack of accurate label assignment. The main
contributions of this paper are as follows:

1) A small object enhancement module is constructed
based on the single stage headless face detector. The module
can improve the focus on small objects, and enhance the
detection capability.

2) A label assignment strategy is proposed to select the
optimal anchor point for each object. The top-ranked pixels
are selected by self-learning for matching, and the accuracy
of the detector is improved.

3) A center correctionmechanism is introduced tomake the
predicted bounding box closer to the ground truth the center
of the bounding box. This can avoid the effect of extremely
abnormal bad cases, and the predicted index can be further
optimized.

4) An anchor-free lightweight object detection network
is proposed, which can reduce the computational cost and
improve the accuracy of detection. Meanwhile, the proposed
network can effectively detect small objects.

5) A comprehensive evaluation of the proposed method
on MS COCO and Pascal Voc detection benchmarks.
The experimental results not only demonstrate that the
proposed detector has better detection accuracy than the other

detectors, but also show the parameters of the model are
substantially reduced.

The structure of this paper is as follows: Section II
introduces three classes of object detection methods and
discusses the application of advanced algorithms for object
detection. The proposed object detectionmodel is introduced,
and the main components and algorithms are described in
detail in Section III. In Section IV, a series of experiments and
visualizations are carried out to demonstrate the superiority
of the proposed model. Our work is summarized, and the
research direction of follow-up work is pointed out in
Section V.

II. RELATED WORK
A. ANCHOR-BASED OBJECT DETECTION
The workflow of the anchor-based object detector can be
summarized as follows: Firstly, a set of predefined anchors
is identified, and the image is divided into regions. Then,
each candidate box is classified with a classifier to determine
whether it contains the target object. Finally, according
to the confidence level of the classifier and the position
of the bounding box, the final detection result is output.
R-CNN [27] first used CNNs for object detection. Although
can greatly improve object detection performance, the prob-
lem of redundant computation is not solved. Fast R-CNN [28]
uses the search method to construct candidate bound, but the
speed is still insufficient for real-time requirements. Faster
R-CNN [15] utilizes a fully convolutional network as a
region suggestion network. The network generates the corre-
sponding candidate windows with associated object scores,
which can determine the probability of the appearance of
an object. Compared with one-stage networks, the two-stage
Faster R-CNN model is more advantageous in objecting
high-precision and multi-scale detection. SSD [29] uses
several different detection branches to detect multiple scales
of objects, thus improving the accuracy of multi-scale object
detection. YOLO9000 [30] uses a joint training technique of
object classification and detection to expand the network to
thousands of detection categories. The network has only one
detection branch and lacks the capture of multi-scale con-
textual information, leading to poor performance for small
object detection. Dynamic R-CNN [31] can automatically
adjust the labels, and the loss function based on the statistical
information is proposed to fit high-quality samples.

However, anchor-based object detection still has the
following limitations: 1) The anchor-based detector is very
sensitive to changes in anchors. 2) Fixed anchors compromise
the versatility of the detector, resulting in the resize for
the size and aspect ratio of the anchors for different tasks.
3) The detector needs to generate a large number of anchors
to match the ground truth boxes. However, most of the
anchors are marked as negative samples, which can cause an
extreme sample imbalance. 4) During the training process,
the IoU of all anchor boxes with ground truth boxes needs
to be calculated, which consumes a lot of memory and time.
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To overcome the above drawbacks, the anchor-free detector
was proposed.

B. ANCHOR-FREE OBJECT DETECTION
The workflow of the anchor-free object detector can be
summarized as follows: Firstly, the presence of an order is
predicted by each pixel on the feature map, and a confidence
map is generated. Then, for the pixels on each confidence
map, the position of the target bounding box is predicted
by a regressor. Finally, based on the confidence map and
bounding box location, select the final detection result.
Anchor-free detectors do need not predefined anchor boxes,
and the detection process is implemented by the following
two methods. One method is called the key point method.
This method performs object detection by locating multiple
predefined or self-learning key points, and then constraining
the spatial extent of the object. Cornernet [19] transforms
the bounding box detection into the key points detection
without designing anchor boxes as priori boxes. However,
the network only interests in edges and corner, which not
only lacks the internal information but also requires many
post-processing mechanisms. Inspired by Cornernet [19],
Centernet [20] further improved the accuracy and recall by
three points instead of two, which effectively overcome the
drawback of too many wrong check boxes and insufficient
recognition of intermediate information. ExtremeNet [32]
estimated the network detection by standard key points. The
object detection is transformed into key points estimation
problem, thus avoiding region classification and implicit
feature learning. RepPoints [33] represents objects as a
collection of sample points. The model constrains the spatial
extent of the objects and emphasizes semantically important
local regions. YOLO [34] divides the object into some grids,
and then predicted the bounding boxes and the corresponding
probability. DenseBox [35] uses a circular region at the
center to define a positive sample, and then predicts four
distances from the circle to the object boundary. FSAF [36]
integrates anchor-free branching and online feature selection
mechanisms in RetinaNet. The central region of the object
is defined as a positive sample and uses the distances from
the four edges of the object for localization. FoveaBox [37]
assigns different scale objects to different feature layers
for direct classification and regression of pixel points. The
network determines object locations based on the central
concave structure. FCOS [21] defines all positions within the
object bounding box as positive samples, and then detected
the object by four distance values and centrality scores.
Therefore, FCOS [21] has achieved promising performance
in detection accuracy and speed.

However, these approaches still have some limitations:
1) The approaches have higher computational complexity and
arithmetic power requirements. 2) The detection performance
of small objects still needs to be improved. 3) The insufficient
recall of boxes leads to accuracy that cannot reach the SOTA
of the anchor-based method. To solve the above problems,

we propose a lightweight backbone network, a small object
enhancement module, and a label assignment strategy to
enhance the detection performance.

C. SEMI-ANCHOR-FREE OBJECT DETECTION
The workflow of the semi-anchor-free object detector can be
summarized as follows: Firstly, a pretrained convolutional
neural network is used to extract features from the input
image. Secondly, a proposal frame generation network is
used to generate a series of proposal bounding boxes. Then,
classification and regression operations are performed on
each proposal bounding box. Finally, the detection results are
post-processed using a non-maximal suppression algorithm
to remove redundant candidate frames. The NMS algorithm
filters the proposal bounding boxes based on the degree of
overlap between them and retains the ones with the highest
confidence level. Semi-anchor-free object detection is an
object detection method that is different from the traditional
anchor method. Instead of predefining the anchor, the
location and scale information of the target is automatically
generated by the network. The advantage of this method is
that it can better adapt to the size and shape variations of
different targets and improve the accuracy of object detection.
SAFNet [38] proposes a new enhanced feature pyramid
generation paradigm consisting of an adaptive feature fusion
module (AFFM) and a self-enhanced module (SEM). The
model can obtain a clean and enhanced feature pyramid
because the paradigm adaptively integrates multi-scale
representations in a nonlinear manner while suppressing
redundant semantic information. Second, the adaptive anchor
generator (AAG) generates a few suitable anchor boxes
for each input image. With this semi-anchor-free approach,
the detector overcomes its shortcomings while retaining the
points of the anchor-based model. SAFDet [39] solves the
problem that two-stage detectors are affected by horizontal
recommendation misalignment and complex background
interference in accurate object detection. First, the model
uses a rotation-anchor-free branch (RAFB) to enhance the
foreground feature by accurately regressing the oriented
bounding box (OBB). Secondly, the center-predictionmodule
(CPM) is introduced to enhance object localization and
suppress background noise. 3SNet [40] object detector uses
voxel-based methods to assist in learning point features
and achieve anchor-free performance in inference. Then, the
model designs a Directional Slice Attention to enhance the
discriminability of features. Finally, the framework proposes
a region of interest representation based on symmetric feature
propagation to alleviate the obstacles caused by incomplete
object scanning in autonomous driving scenarios.

III. PROPOSED METHOD
In this section, we propose an anchor-free lightweight
detection model, which can effectively detect small objects.
Firstly, based on the framework of FCOS, MobileNetV3
is incorporated into FPN to generate relevant features. The
detection heads are designed to reduce the parameters of
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the whole model, while improving the detection speed in
the inference phase. Secondly, the small object enhancement
module is constructed. The module utilizes single stage
headless (SSH) [41] face detector to focus on small objects,
and then a scale-invariant network structure is used to further
improve the small object detection performance. Thirdly,
the label assignment strategy is proposed to design the loss
function. The anchor bounding box matching constrain is
overcome, and the flexibility of constructing bag-of-center
has been enhanced. Finally, the center correction mechanism
is introduced in the post-processing stage to tunning the
prediction bounding box, and the center is optimally adjusted
to achieve higher accuracy. The framework of the proposed
model is shown in Fig. 1.

A. LIGHTWEIGHT BACKBONE NETWORK
FCOS avoids a large number of complex anchor calcula-
tions, which greatly reduces overhead consumption casts.
At the same time, the detection performance is significantly
improved over the anchor-based detectors. To further lighten
the network, MobileNetV3 is selected as the backbone net-
work of FCOS instead of the original backbone network, i.e.
ResNet [42]. By analyzing and comparing the large and small
versions of MobileNetV3, both of their structures have the
advantage of being more lightweight. From the perspective
of inferring efficiency, the choice of MobileNetV3 to replace
the original FCOS backbone network is more conducive to
the lightweight of the model.

The residual blocks of ResNet are replaced by using the
Bneck structure in MobileNetV3. That is, the feature vectors
output from the three Bneck structures of the inverse of
MobileNetV3 is used as the input vectors of FPN. Different
strategies are used for different backbone versions: 1) if the
backbone uses the large version, the outputs of the 15th,
16th, and 17th Bneck are used as the inputs of FPN; 2) if
the backbone uses the small version, the outputs of the 11th,
12th, and 13th Bneck are used as the input of FPN, as shown
in Fig. 2.
Based on the above operations, the lightweight backbone

network is obtained. Compared to the original detector, the
lightweight backbone network takes into account the loss of
information during small object detection, which improves
the detector performance for small objects.

B. SMALL OBJECT ENHANCEMENT MODULE
To achieve better performance on small object detection,
a small object enhancement module is constructed based on
the single stage headless (SSH) face detector. SSH can focus
on different-size objects and improve the perceptual field of
the model. Therefore, the module embedded with SSH can
enhance the performance for small objects.

The execution of the small object enhancement module
consists of three steps. Firstly, the different scale features are
obtained by the feature pyramid network, and then feature
concentration is implemented to form a unified output feature

vector. Secondly, the obtained feature vectors input into the
small object detection model, as shown in Fig. 3(a). The
model includes detection moudle (Fig. 3(b)) and context
model (Fig. 3(c)). Detection model consists of a classifier and
a regressor for the detection and localization of small objects.
Context model uses a larger filter to increase the window
size around objects. Different aspect ratios do not have a
significant influence on the detection accuracy. Therefore,
only anchor boxes with aspect ratio of 1 are retain in process
of detection. Finally, the obtained anchors are matched and
filtered by the anchor assignment step. In this paper, the
proposed label assignment strategy is used to further improve
the anchor assignment step, which is described in detail in
subsection III-C.

C. LABEL ASSIGNMENT STRATEGY
Inspired by the Freeanchor [43] label assignment, the
label assignment strategy is proposed to select the optimal
anchor point for each object. Freeanchor uses a self-learning
object detection method to match the anchor box. Each
object is flexibly matched to the best anchor. The goal of
Freeanchor is to discard the hand-designed anchor division
while optimizing the following three visual object detection
learning indexes. First, to achieve high recall, the detector
requires to ensure that at least one prediction of the anchor
box for each object is accurate. Second, to achieve high
accuracy, the detector requires to classify the anchor box with
a large regression error. Third, the prediction of the anchor
box should abide by the non maximum suppression program.
Otherwise, the predictions with precise positioning but low
classification scores may be suppressed. Freeanchor’s loss
function is defined by:

L(θ ) = −ω1

∑
i

log(Mean-max(Xi))

+ ω2FL(P{aj ∈ A−}(1− P
bg
ij (θ )) (1)

Xi = {Pclsij (θ )P
loc
ij (θ )|aj ∈ Ai} (2)

where θ is the network parameter, w1 and w2 are the balance
factor, and the Mean-max function is used to determine
an optimal anchor box for each object from the anchor
box set. When training is insufficient, almost all anchor
boxes in the anchor box collection are used for training.
When the network is fully trained, the confidence level
of some anchor boxes increases in training progresses.
Xi corresponds to the likelihood set of the anchor bag Ai, FL
is the focal loss, Ai represents i-th anchor box set, A− ∈ A
is the negative sample set, aj ∈ A− represents an anchor
box in negative sample set, P{aj ∈ A−} is the probability
that aj does not match all objects, bg represents ‘‘back-
ground’’, Pclsij (θ ) is the classification confidence, Pbgj (θ ) is
the background confidence, Plocij (θ ) represents the definite
position confidence, P{aj→ bi} indicates the probability that
aj correctly predicts bi.
Due to the lack of label assignment, the FCOS

object detector has not fully demonstrated its advantages.
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FIGURE 1. The framework of the proposed method.

FIGURE 2. Lightweight backbone network.

However, Freeanchor is an anchor-based label assignment,
which is not suitable for the anchor-free detector. Therefore,
a label assignment strategy is proposed to optimize the
Freeanchor label assignment, so that it can be used to improve
the detection accuracy by introducing the label assignment to
FCOS. The IoU of each anchor point is calculated, and then
the optimal anchor point for each object is selected by the
Mean-max function. In what follows, the two steps will be
explained in detail.

1) P-IoU CALCULATION
As shown in the Fig. 4, box A is the ground truth bounding
box,G is the anchor point on the featuremap. tA, bA, lA and rA,
represents the distance from point G to the top, bottom, left,
and right of ground truth bounding box A. The artificial
setting is to treat point G as the center point and assign a
fictitious bounding box B around it. The shape of pseudo
bounding box B is exactly the same as the truth box. tB, bB,
lB, and rB represent the distance from point G to the left and
right of fictitious bounding box B.

Firstly, tA, bA, lA, rA, tB, bB, lB, rB, SA and SB are calculated
as follows:

tB = bB = (tA + bA)/2

lB = rB = (lA + rA)/2

SA = (tA + bA) ∗ (lA + rA)

SB = (tB + bB) ∗ (lB + rB) (3)

Then, the intersection box quadrangular coordinates t∗,
b∗, l∗, r∗ are calculated by minimum operation of the
corresponding distances. The P-IoU of pseudo bounding box
and real boxes is calculated by

P− IoU =
|(l∗ + r∗) ∗ (t∗ + b∗)|

|SA + SB − (l∗ + r∗) ∗ (t∗ + b∗)|
(4)

2) OPTIMAL ANCHOR POINT SELECTION
Each anchor Gi that falls into box A is used to construct
the bag-of-center. The P-IoU of the pseudo bounding box
Bi formed by each anchor point Gi in the bag-of-center
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FIGURE 3. (a) Small object detection part model; (b) Detection part; (c) Context part.

FIGURE 4. The ares in P-IoU loss for box regression.

set is calculated. Then, the values of P-IoU is sorted in
descending order. Finally, the anchor point with the highest
confidence is selected as a positive sample, and the rest points
are taken as negative samples. It should be noted that the loss
term at the angle level is increased to prevent the effect of
negative angles on the overall iteration.

The corresponding tilt angles of ground truth centerG and I
are calculated and are added to the loss function. The loss
function of the angle value is calculated as follows:

Lang = d(arg cos(θ)ω1 + arg sin(θ )ω2) (5)

where the distance between the two points G and I is d, the
angle between the horizontal direction is lower θ , and ω1 and
ω2 are superparameters, as shown in the Fig. 5. The optimized
loss function is shown as follows:

L ′(θ ) = L(θ )+ Lang (6)

FIGURE 5. Center angle of the ground truth and the pseudo bounding
boxes.

With the above process, the label assignment strategy can
be performed in an adaptive manner to select the optimal
anchor point for each object.

D. CENTER CORRECTION MECHANISM
The proposed label assignment method may produce some
bad cases that can reduce the detection performance of the
proposed method. Therefore, a center correction mechanism
is proposed by introducing center attention to exclude the
influence of extremely abnormal bad cases to a certain extent.
Center attention is the tuning operation after the pseudo
bounding box is outputted, which is directly used to calibrate
the predicted anchor point using the attention parameter. The
distance from the anchor of the pseudo bounding box to the
four sides of the ground truth bounding box is calculated, and
the attention parameter can be obtained by normalizing the
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FIGURE 6. Improved sampling method.

distance. Then, the attention parameter is used for supervised
learning.

The center attention can adaptively adjust the position of
the center based on the distance between the different centers.
The pixel near the center is assigned an initial value, and then
the value is updated by the coincidence of the pseudo and
ground truth bounding boxes. In order to update and solve
this parameter, a sampling method based on pixels has been
added, as shown in Fig. 6. When the radius of the center
point is 1, the center of the virtual box should fall into the
area of these 9 pixels, and HeatMap Loss is used to measure
the deviation of the center of the pseudo bounding box.
Yxyc indicates the distance weight of (x,y) from the positive
location of the target center, and the Yxyc closer to 1means that
the (x,y) is closer to the positive location of the target center,
the better the correction effect. Ŷxyc represents the probability
that the (x,y) is predicted as the center of the target.C indicates
the detected target category. Assuming C=1, HeatMap Loss
can be expressed as:

LD =
−1
P

∑
xyc

{
log(axyc)(1−axyc)

γ

if bxyc = 1
log(1− axyc)(1−bxyc)

ω(axyc)γ otherwise

(7)

After obtaining the parameters of the corresponding nine-
square grid, (l, r, t, b) is multiplied by the corresponding
parameters to get the pseudo bounding box, and the purpose
of making the center of the pseudo bounding box closer to the
center of ground truth bounding box can be achieved.

E. ANCHOR-FREE LIGHTWEIGHT OBJECT DETECTION
NETWORK
Anchor-free lightweight object detection network is pro-
posed. It effectively gets rid of the limitation of fixed anchor
box size on the detection model ability, and proposes to
construct a small object enhancement module while using
a lightweight backbone network to reduce the parameter
set, so as to improve the detection ability for small objects.

In addition, the label assignment strategy is proposed to
determine the optimal feature, and the central correction
mechanism is introduced to make the prediction more
effective, which further improves the detection accuracy. The
complete detection algorithm is given in Algorithm 1.

Algorithm 1 Object Detection Algorithm
Require: I : Input image.

B: A set of ground-truth bounding boxes B = bi.
A: A set of anchors A = aj in image.

Ensure: bboxes, scores, labels
1: The last three layers of Backbone output serve as FNP

inputs.
2: The output of the FPN serves as the input to SSH.
3: for i = 1:MaxIter do
4: Forward propagation:
5: Predict class aclsj and location alocj for each anchor

aj ∈ A.
6: Construct bag-of-center.
7: Calculate the IoU between each aj and bi by Eqs

(3)-(4).
8: Ai← Select the top anchor aj according to the IoU of

bi.
9: for each positive sample do

10: Calculate the probability that aj and bi, taking the
maximum value.

11: Store the detected bounding box coordinates, confi-
dence scores, and class labels in bboxes, scores, and
labels.

12: end for
13: Calculate the angle-based configuration item through

Eq. (5)
14: Loss calculation by Eq. (6)
15: Calculate the center of the normalization tutorial

pseudo and ground truth bounding box by Eq. (7)
16: Update bboxes, scores, labels
17: end for
18: Return bboxes, scores, labels

IV. EXPERIMENTS AND RESULTS
A. DATASETS AND EXPERIMENTAL ENVIRONMENT
1) INTRODUCTION TO DATASETS
The MS COCO [44] dataset is a large-scale dataset that
can be used for object detection, semantic segmentation, and
image captioning. It has more than 330K images, 1.5 million
objects, 80 object categories (pedestrians, cars, elephants,
etc.), and 91 material categories. Dataset images are divided
into training, validation, and test sets. The representative
pictures of the dataset are shown in Fig. 7 (a). The PASCAL
Visual Object Classes is a world-class computer vision
challenge that includes the following categories: image
classification, object detection, object segmentation, action
classification, etc. There are 20 main categories of interest in
the Pascal VOC [45], [46] dataset. According to the set image,
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TABLE 1. Comparisons of state-of-the-art detection methods on the MS COCO dataset.

FIGURE 7. The representative pictures of MS COCO and Pascal VOC
datasets.

it is divided into training set and test set. The representative
pictures of the dataset are shown in Fig. 7 (b).

2) EXPERIMENTAL ENVIRONMENT AND HYPERPARAMETER
SETTINGS
The experimental environment is the PyTorch deep learning
library, of which the Pytorch version is 1.13.1+cu117, the
Torchvision version is 0.14.1+cu117, and the Python version
is 3.8.15. MobileNetV3 is used as the backbone to build
the entire network using a fixed Batch Normalization layer,
where class number C=81 for MS COCO dataset and C=21
for Pascal VOC dataset. The network uses stochastic gradient
descent (SGD) to train 256 epochs for MS COCO dataset
and 256 epochs for Pascal VOC dataset, and warms up for
500 iterations. The initial learning rate is 0.01, and the weight
decay and momentum are set to 0.0001 and 0.9. The input
image is resized to 800 on the short side and 1333 on the long
side. The proposed center correction mechanism is used as
the post-processing mechanism.

B. COMPARISONS WITH STATE-OF-THE-ART METHODS
To verify the effectiveness of the proposed model, the
detection results of the proposed model on MS COCO

TABLE 2. Comparisons of state-of-the-art detection methods on the
Pascal VOC dataset.

dataset are compared with four multi-stage methods,
including Faster R-CNN [15], Mask RCNN [47], Libra
RCNN [48], AutoDet [49], six one-stage methods, including
YOLOv3 [50], SSD [29], RefineDet [51], RetinaNet [18],
GHM [42], EMCA [53] and five anchor-freemethods, includ-
ing CornerNet [19], FCOS [21], ReFPN-FCOS [54], Pseudo-
IoU [54], ObjectBox [56] methods, and the comparison
results are shown in Table 1.

Table 1 shows that the proposed model achieves the best
detection performance in comparison to all other models in
terms of AP, AP50, AP75, APS , APM , and APL metrics. The
proposed model for the large version improves the detection
of mAP by 0.5%, and the proposed model for the small
version improves the detection of mAP by 0.3%. The upper
limit of fit of MobileNetV3 is worse than Resnet. Therefore,
the results demonstrate that the model enhances the detection
performance for small object by embedding the small
object detection enhancement module. For different sizes
(small/medium/large) objects, the proposed model obtains
higher detection accuracy than state-of-the-art methods,
indicating that the proposed model not only performs well
for the small objects but also achieves good detection
performance for medium/large objects.
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TABLE 3. Comparisons of the model with and without small object enhancement module.

TABLE 4. Comparisons of the model with and without label assignment strategy.

TABLE 5. Comparisons of the model with and without center correction mechanism.

To further evaluate the performance of the proposed
detection model, the experiments on the Pascal Voc
dataset are conducted. The comparison with two multi-stage
methods, including Faster R-CNN [15], FSNet [57], four
one-stage methods, including SSD [29], YOLO9000 [30],
SSD-MSN [58], DF-SSD [59] and one anchor-free method
ObjectBox [56], is carried out, shown as Table 2.

As can be seen from Table 2, the proposed model has
significant advantages in all indexes compared to all other
methods on Pascal VOC dataset. This demonstrates that
the proposed model not only outperforms the traditional
multi-stage/single-stage models, but also has better perfor-
mance than other anchor-free models. The proposed model
for the large version improves the mAP index by 0.2%, and
the proposed model for the small version improves the mAP
index by 0.4%. The superiority of the proposed model is
further verified.

In Tables 1 and 2, compared with ObjectBox, the proposed
method has only a 0.3%-0.5% improvement. However,
compared with other state-of-the-art methods, the proposed
method has a significant improvement.

C. ABLATION STUDY
Our method proposes three modules to FCOS, including
small enhancement module, label assignment strategy, and
center correctionmechanism. To evaluate the contributions of
the three modules, the ablation experiments for each module
are conducted.Meanwhile, the contribution of the lightweight

network is verified in terms of network model size and
processing time In this experiment, the influence of the three
proposedmodules is separately verified. To avoid the effect of
crossover experiments, the MS COCO dataset is used as the
validation dataset, and the remaining modules are excluded
when the experiment with a single improvement module.

1) THE PERFORMANCE OF SMALL OBJECT ENHANCEMENT
MODULE
The influence of the small object enhancement module is
first discussed. To demonstrate the contribution of the small
object enhancement module, we compare the performance
of the proposed method with and without the small object
enhancement module, then show the results in Table 3.
Table 3 shows that the overall metric (AP) of the model

using the small object enhancement module is 0.32% higher
for the large version than the original framework and 0.27%
higher for the small version than the original framework.
The improvement of the APS metric indicates that the
detection ability of the model for small objects is enhanced
after embedding the small object detection enhancement
module. And meanwhile, the model with the small object
enhancement module maintains the detection performance
for medium and large objects in terms of APM and APL .

2) THE PERFORMANCE OF LABEL ASSIGNMENT STRATEGY
The influence of the label assignment strategy is investigated.
To demonstrate the contribution of the label assignment
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strategy, we compare the performance of the proposed
methodwith andwithout label assignment strategy, then show
the results in Table 4.

Table 4 shows that the performance of the model with
label assignment strategy has been significantly enhanced in
terms of all metrics. There are two reasons for the improved
performance: 1) The introduction of the self-learning idea
makes each anchor not mechanically assigned. The strategy
constructs several sets of bag-of-center before the assign-
ment, and then each set is used to learn the corresponding
matching probability to achieve the final matching. 2) The
offset probability of anchor and the center is fully considered,
and the size of the prediction bounding box is adjusted by
introducing a distance factor. The prediction bounding box is
dynamically adjusted according to the P-IoU threshold, thus
it has higher robustness than the hard-crafted IoU threshold.
When dealing with some extremely bad cases, the model can
better fit the ground truth bound box.

3) THE PERFORMANCE OF CENTER CORRECTION
MECHANISM
The purpose of the center correction mechanism is to
tunning the prediction bounding box. The influence of the
center correctionmechanism is discussed. To demonstrate the
contribution of the center correction mechanism, we com-
pare the performance of the proposed method with and
without center correction mechanism, then show the results
in Table 5.

Table 5 shows that the performance of the model with
label assignment strategy has been enhanced to some extent
in terms of all metrics. From the perspective of fixed IoU
threshold, the model has significant improvement in terms
of AP50. This indicates that label assignment strategy is
effective in correcting the large deviation of the center points
between the prediction and ground truth bounding boxes,
which is in line with the improvement target mentioned
above. From the perspective of the detection object size, the
improvement is in equilibrium. This indicates that the similar
effect can be achieved for different sizes of detection targets
without obvious target size tendency.

In Table 3, 4 and 5, although each numeric value has
a difference of no more than 0.5% AP when compared in
pairs, the overall improvement of the proposed method is
significant.

4) THE PERFORMANCE OF LIGHTWEIGHT NETWORK
The purpose of the backbone replacement is to lightweight
the network. To demonstrate the contribution of the
lightweight network, we compare the network model size
and processing time of the network with and without the
lightweight network, then show the results in Table 6.

Table 6 shows that the performance of the proposedmethod
with the lightweight network has been enhanced in terms of
the network model size and processing time. In comparison
with the original backbone, themodel size of the large version
is reduced to 40% and the inference time is reduced to 62%.

TABLE 6. Comparisons of the model with and without lightweight
backbone.

FIGURE 8. Visualization of detection results by the proposed method for
MS COCO dataset.

FIGURE 9. Visualization of detection results by the proposed method for
Pascal VOC dataset.

The small version of the model size is reduced to 32% and
the inference time is reduced to 46%. The proposed model
achieves a significant reduction in inference speed while
maintaining a small number of parameters.

110370 VOLUME 11, 2023



W. Wang, Y. Gou: Anchor-Free Lightweight Object Detection Network

FIGURE 10. Qualitative comparisons with some representative methods for MS COCO datasets.

D. QUALITATIVE RESULTS
1) QUALITATIVE EVALUATION
The qualitative results on MS COCO and Pascal VOC
datasets are shown in Figs. 8 and 9. Figs. 8 and 9 include dif-
ferent object detection scenarios, such as crowded, occluded,
highly overlapping, and small object. The results demonstrate

that the proposed model achieves better performance for
different object detection scenarios.

2) QUALITATIVE COMPARISON
To further demonstrate the qualitative performance of the
proposed model, the qualitative results on the MS COCO
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FIGURE 11. Qualitative comparisons with some representative methods for Pascal VOC datasets.

dataset are compared with Faster R-CNN, SSD, YOLOV3,
and the results are shown in Fig. 10. The qualitative results
of the proposed model on Pascal VOC dataset are compared
with Faster R-CNN, SSD methods, and the results are shown
in Fig. 11. From Figs. 10 and 11 can see that the proposed
model achieves superior detection performance for different
object detection scenarios. (1) More small target objects
can be detected; (2) The accuracy of detection is improved;

(3) Compared with other detectors, the possibility of missing
or misdetection is smaller, and there are more types of
detection.

V. CONCLUSION
This paper proposes an anchor-free lightweight detection
method that more focuses on small object detection.
Firstly, the lightweight network MobileNetV3 is used as
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the backbone, which significantly reduces the parameters
of the whole model and also significantly improves the
detection speed in the inference stage. Secondly, the proposed
model embeds a small object enhancement module, and the
detection efficiency for small objects is further improved
by adding a scale-invariant network structure. Unlike the
two-stage proposal/classification approach, it detects small
objects in a one-stage, and locates and detects them
simultaneously from the early convolutional layers of the
classification network. In addition, SSH is introduced to be
scale-invariant when detecting different small object scales
in a single forward channel of the network, instead of
processing the input pyramid thus significantly reducing the
detection time. Finally, the label assignment strategy and
center correction mechanism are proposed to further enhance
overall accuracy by selecting the most suitable center for the
object in a self-learning manner. The experimental results
show that: 1) The improvement in the APS index indicates
that the performance for small objects has been enhanced.
2) The robustness of the method with label assignment
strategy is higher than the othermethods with the hard-crafted
IoU threshold. 3) The proposed method has well performance
for different sizes of detection objects.

Although the proposed method has the advantages of being
lightweight, focusing on small targets, and high detection
accuracy, the label allocation strategy in the method still
has room for improvement. It is necessary to combine the
output of the center correction mechanism to do the tuning
operation after the prediction of the bounding box, and
use the ground truth center attention parameter to calibrate
the obtained predicted center. Therefore, we will focus on
several promising research directions including: 1) optimize
the allocation strategy of anchor-free detection, and further
studying a more concise allocation strategy to improve the
detection performance of the model; 2) propose a lighter
network to improve the efficiency; 3) modularize the method
to achieve a plug-and-play effect.
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