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ABSTRACT Shill attacks are a serious threat to the stability of filtering and recommendation systems.
These attacks involve the injection of fake profiles into the system, which can compromise the reliability
of system output. Several shilling attack detection techniques have been proposed, but they often have
limitations in terms of accuracy. This works presents a enhanced method for detecting attacks in collaborative
recommender systems. The proposed method is based on a combination of statistical and machine learning
techniques. The statistical techniques are used to identify anomalous user behavior, while the machine
learning techniques are used to classify users as either malicious or benign. The main contribution of the
proposed method is the use of a hybrid approach that combines the strengths of statistical and machine
learning techniques. The statistical techniques are able to identify anomalous user behavior that is not easily
detected by machine learning techniques. The machine learning techniques are able to classify users as
either malicious or benign with a high degree of accuracy. The proposed method was evaluated on a real-
world dataset. The results showed that the proposed method was able to detect attacks with a high degree
of accuracy. The proposed method uses a combination of ensemble learning and feature selection to achieve
better accuracy than previous methods. The results of the experiments show that the proposed method can
achieve an accuracy of up to 99%.

INDEX TERMS Shilling attack detection, profile injection, recommender system, machine learning,
ensemble method.

I. INTRODUCTION
Recommender systems are becoming increasingly popular

other movies that have been rated highly by people who have
similar tastes to you [1].

as a way to help users find content that they are likely to
enjoy. These systems use machine learning algorithms to
learn about user preferences and then make recommenda-
tions based on that data. One of the most common types of
recommender systems is collaborative filtering. This type of
system works by finding users who have similar interests
and then recommending items that those users have rated
highly. For example, if you have rated a number of movies
highly, a collaborative filtering system might recommend
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Another type of recommender system is content-based
filtering. This type of system works by analysing the content
of items and then recommending items that are like those that
the user has previously interacted with. For example, if you
have watched several movies about superheroes, a content-
based filtering system might recommend other movies about
superheroes [2].

Recommender systems are a powerful tool that can help
users find content that they are likely to enjoy. These systems
are becoming increasingly sophisticated, and they are now
used by a wide variety of websites and applications [1].

Collaborative filtering systems use the relationships
between users and items to make recommendations. The
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FIGURE 1. The shilling attack profile structure in its most basic version [1].

similarity of items is determined by the similarity of ratings
from users who have rated both items.

The Recommender systems (RSs) are one of the most
important components in providing predictions for decision-
making. They have efficient methods and procedures for
handling large amounts of data [2].

Recommender systems can help people make decisions
by suggesting relevant options. These systems can be used
to rate articles and products, and it is important to protect
rating organizations from manipulation. Collaborative rec-
ommender systems are one of the most active and effective
types of recommender systems, and they can provide excel-
lent suggestions and recommendations [3]. Techniques and
classifications of recommender systems can be divided into
content-based, collaborative, and hybrid Filtering Methods.

Collaborative filtering algorithms use user associations to
create neighborhoods of similar users. However, this intro-
duces a vulnerability to shilling attacks, in which attackers
create and inject fake profiles into the system in order to
manipulate the results of the recommendations.

Shill attacks are a serious problem for collaborative filter-
ing systems, and recent research has shown that these systems
are vulnerable to this type of attack. There are several tech-
niques that can be used to detect and prevent shilling attacks,
but no single technique is perfect [4]. Shill attacks are a type
of attack in which attackers create and inject fake profiles into
a system to manipulate the results of the recommendations.
Collaborative recommendation applications are vulnerable to
this type of attack, and recent research has shown that the
vulnerability is increasing.

Detecting shilling attacks is typically thought of as a binary
classification problem. This means that the goal is to classify
each profile as either an active creative user or an anomalous
(fake) user, also known as an attacker [2].

The detection method uses machine learning to detect and
classify attackers from sophisticated active profiles. In this
work, we evaluate well-known shilling attack detectors in
collaborative recommendation systems through experimen-
tal research. This white paper provides a comprehensive
overview of attack models and detection methods for shilling
recommender system attacks. We also propose an enhanced
shilling attack detection method and develop a roadmap for
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assessing the current state of research on recommender sys-
tem attacks and detection techniques.

Il. BACKGROUND
Attacks are performed on the recommendation system by

adding a shilling profile to induce distortion of the target
element, the goal of shilling attacks is to artificially inflate the
ratings of target items in order to increase their sales. Almost
all attack models use the same type of profile when creating
malicious users.

structure of shilling attack profile contains four sets of
items as I, Ir, I; and Iy figure 1 shows the shilling attack
profile structure [5].

Selected items (;): these items are chosen based on their
correlation and association to the target item.

Filler items (Ir): a set of items randomly selected and
rating given based on attack properties

Unrated items (Iy: this set of items have no ratings.

Target item (/;): the target item which attacker demote or
promote.

Shilling attacks are a type of attack where malicious users
attempt to manipulate the recommendations of a recom-
mender system by artificially inflating the ratings of certain
items. Attacks are mainly classified into flow attacks, push
attacks, and nuclear attacks, and are classified according to
the purpose of the attack, nuclear attacks that downgrade
items, and the minimum rating given to the target item. next
two points clarify the main types of attacks and categorize
them into standard attacks and Obfuscated Attacks [2], [6].

Standard attacks are straightforward and easy to carry out.
They typically involve creating fake accounts and rating the
target item highly. These attacks can be detected using a
variety of techniques, such as anomaly detection and trust
networks.

Obfuscated Attacks are designed to be more difficult to
detect. They may involve using legitimate accounts, rating
the target item in a subtler manner, or using other techniques
to obscure their intent. These attacks can be more difficult
to detect, as they are designed to blend in with legitimate
user behavior. However, there are a number of techniques that
can be used to detect obfuscated attacks, such as clustering
analysis and machine learning.
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TABLE 1. Comparison of standard attacks and obfuscated attacks in recommender systems [7], [8].

Feature Standard Attacks Obfuscated Attacks
These are attacks that are carried out These are 2 tacks that are designed to
. . be more difficult to detect. They may
in a straightforward manner. They | . . -
. . . . involve using legitimate accounts,
Definition typically involve creating fake . > .
. . rating the target item in a subtler
accounts and rating the target item . .
hichl manner, or using other techniques to
gy obscure their intent.
Obfuscated attacks can be more
difficult to detect, as they are
Standard attacks can be detected | designed to blend in with legitimate
Detection using a variety of techniques, such as | user behavior. However, there are a
anomaly  detection and trust | number of techniques that can be used
networks. to detect obfuscated attacks, such as
clustering analysis and machine
learning.
Obfuscated attacks can be more
difficult to mitigate, as they are
Standard attacks can be mitigated by | designed to evade detection.
Avoid and Mitigation using a v.ariet}./ of techniques, such as Howe'ver, there are a number of
user verification, rating decay, and | techniques that can be used to
trust networks. mitigate obfuscated attacks, such as
clustering analysis, machine learning,
and game theoretic approaches.

Standard shilling attacks are those that are easily detectable
by existing shilling attack detection methods. These attacks
typically involve a small number of malicious users who
artificially inflate the ratings of certain items.

Obfuscated attacks are more difficult to detect and defend
against than standard attacks. However, there are many tech-
niques that can be used to mitigate the risk of these attacks.

Table 1 shows the comparison of standard attacks and
obfuscated attacks in recommender systems.

Using social media to spread ratings: An attacker can use
social media to spread their ratings to real users. This can help
to make the ratings appear more legitimate.

lll. RELATED WORKS

Large amounts of labeled data are required to improve the per-
formance of supervised algorithms. Training a classifier with
a classification-based approach typically requires a balanced
combination of attack and normal profiles. Attack profile
signatures are used in most early detection algorithms. Others
have used “‘decision trees, rule-based classifiers, Bayesian
classifiers, neural network classifiers, or SVMs”. A second
strategy attempts to address this problem by using unlabeled
data to train an unsupervised detection algorithm. These
methods require much less computation than supervised
methods. The main advantages are easier online learning
and improved recognition accuracy. There is a lot of interest
in unsupervised methods of detecting attack profiles in the
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research community. Clustering, association rules, and statis-
tical techniques are some of the techniques used [9].

Jiang et al. proposed [3] a trust-based collaborative filtering
algorithm for E-commerce recommendation systems. The
algorithm is based on the idea that users’ ratings can be
trusted more if they are from users who are similar to the
current user. The algorithm uses a combination of statistical
and machine learning techniques to identify similar users
and to calculate the trust between users. The algorithm was
evaluated on a real-world dataset, and the results showed that
it can achieve a high degree of accuracy

Rincy and Gupta [10]. provides a comprehensive survey
of ensemble learning techniques. The work discusses the dif-
ferent types of ensemble learning techniques, the advantages
and disadvantages of each technique, and the application of
ensemble learning techniques in different domains.

Zayed et al. [11] presents an experimental and theoretical
study of the popular shilling attacks detection methods in
collaborative recommender systems. The authors evaluated
the performance of these methods on a real-world dataset
and compared their results with the results of other methods.
They also proposed a new hybrid method that combines
behavior-based and content-based methods.

Alonso et al. [12] proposed a novel method for detecting
shilling attacks in collaborative filtering recommender sys-
tems. The method is based on a combination of statistical and
machine learning techniques. The statistical techniques are
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TABLE 2. Summary of existing papers on ensemble methods for detecting shilling attacks.

Paper Strengths

Ensemble-based

Detection of Shilling - Can effectively detect
Attacks in shilling attacks with different
Recommender Systems | attack strategies.

[15]

- Uses a variety of features to
characterize attack profiles.

- Uses an ensemble framework
to improve the detection
performance.

An ensemble method for
detecting shilling
attacks based on ordered
item sequences [16]

Shilling attack detection
for collaborative
recommender systems: a
gradient boosting
method [17]

- Uses a gradient boosting
algorithm to improve the
detection performance.

- Can detect both small-scale
and large-scale attacks.

Multiview Ensemble - Uses a Multiview ensemble

Method for Detecting .

L . framework to improve the
Shilling Attacks in .

. detection performance.
Collaborative . .
- Can detect both single-item

Recommender Systems o
[18] and group shilling attacks.

used to identify anomalous user behavior, while the machine
learning techniques are used to classify users as either mali-
cious or benign. The main contribution of the paper is the use
of a hybrid approach that combines the strengths of statistical
and machine learning techniques

Zayed et al. [13] provides an enhanced method for
detecting attack in collaborative recommender systems. The
proposed method used the ensemble method based on
behaviour-based and content-based methods to improve the
accuracy of detection. The experimental results showed that
the proposed method is effective in detecting shilling attacks.

Yassine et al. [14] they present Comprehensive survey on
security and privacy in recommender systems (RSs). It ana-
lyzes recent frameworks and investigates different security
aspects. The study describes the strengths and weaknesses
of existing contributions. It also discusses the importance of
privacy preservation and security in RSs from the applica-
tion perspective, including e-commerce, healthcare, energy,
e-learning, IoT and smart city, and social networks and finally
the study conducts a critical discussion and extracts the
important findings.

Table 2 summarizes the existing papers on ensemble meth-
ods for detecting shilling attacks in recommender systems,
including their strengths, weaknesses, and how they can be
enhanced.
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Weaknesses

- Requires a large amount
of training data.

- The features may not be
discriminative enough for
some attack types.

- The ensemble framework
may be computationally
expensive.

- The algorithm may be
sensitive to the
hyperparameters.

- The algorithm may not
be able to detect all attack

types.

- The framework may be

How to Enhance

- Use transfer learning.

- Use data augmentation.

- Use a small learning rate.
- Use a regularization
technique.

- Use more discriminative
features.

- Use a more efficient
ensemble framework.

- Use a more robust
gradient boosting
algorithm.

- Use a more
comprehensive set of
features.

- Use a more efficient

computationally Multiview ensemble
expensive. framework.

- The framework may not - Use a more

be able to detect all attack = comprehensive set of
types. features.

IV. DETECTION ALGORITHMS

The proposed approach requires modifying and changing
the rating dataset according to the attacker’s goals in order
to influence the results of the recommendation system. The
targets of the proposed method are to classify and recognize
attack profiles. The proposed method is divided into three
main phases.

Phase 1 (Feature Engineering): This phase involves
extracting features and attributes from the dataset. The goal
of this phase is to create a set of features that are relevant to
the task of attack detection.

Phase 2 (Construction of a Recognition Classifier): This
phase involves constructing a classifier that can be used to
detect attacks. The classifier is constructed using an ensem-
ble learning algorithm called the voting method. The voting
method combines the predictions of multiple classifiers to
improve the accuracy of the overall prediction.

Phase 3 (Attack Detection): This phase involves using
the classifier to detect attacks. The classifier is given a new
dataset, and it predicts whether the dataset contains an attack
or not.

Ensemble learning is a machine learning technique that
combines the predictions of multiple models to improve
overall accuracy. There are many different ensemble learn-
ing methods, but they all share the same basic principle:
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TABLE 3. Summarizes the key differences between bagging and boosting algorithms [10].

Feature Bagging

How models are created

How variance is reduced ..
training data.

Overall accuracy

Computational complexity

| c. .
: Feature . o
[ »
Users Ratingand | Extractionand | Multisetsof & 3 QQ
activities ] AttBites Attributes .
) Extraction
Items Set
T Cn
Detections “

Detection Attacks

|: Results

FIGURE 2. The proposed detection attacks model.

Detection Phase

combining the predictions of multiple models to reduce vari-
ance. This is because different models are often susceptible
to different types of errors, so by combining their predictions,
we can reduce the overall error rate. Some of the most com-
mon ensemble learning methods include

Bagging: This method creates multiple copies of the same
model, each trained on a different subset of the training data.
The predictions of the individual models are then aggregated
using a voting classifier.

Boosting: This method creates a sequence of models, each
of which is trained to correct the errors of the previous
models. The predictions of the individual models are then
aggregated using a weighted voting classifier [10].

Random Forests: This method creates a forest of decision
trees, each of which is trained on a different subset of the
training data. The predictions of the individual trees are then
aggregated using a voting classifier [10].

Ensemble learning is a powerful technique that can sig-
nificantly improve the accuracy of machine learning models.
It is a versatile technique that can be used with a variety of
different machine learning algorithms [10]. Voting classifiers
are not standalone classifiers.

They are wrappers that combine the predictions of multiple
machine learning algorithms. This is done by training and
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Multiple models are trained on
different subsets of the training data.

By training on different subsets of the

Can be higher
models, but not always.

Lower than boosting algorithms.

Boosting

Models are trained sequentially,
with each model being trained to
correct the mistakes of the previous
models.

By training each model to correct the
mistakes of the previous models.

than  individual Can be higher than individual
models, especially for difficult
problems.

Higher than bagging algorithms.

evaluating the algorithms simultaneously. The predictions of
the individual algorithms are then combined to make a final
prediction [19].

Voting classifiers are a powerful way to improve the accu-
racy of machine learning models. This is because different
algorithms are often susceptible to different types of errors.
By combining the predictions of multiple algorithms, we can
reduce the overall error rate.

Table 3 summarizes and compares the two main categories
of ensemble learning algorithms: bagging and boosting.

A. ATTRIBUTES EXTRACTION

In this phase, we extract attributes from user profiles and
activities. These attributes are used to classify user profiles
as genuine or attacker. We use a set of calculation methods,
including RDAM, WDA, cosine similarity, LenVar, TF-IDF,
RDMA similarity, RDMA_LenVar, and degree of similarity,
figure 2 shows the proposed system.

B. BUILDING THE DETECTION CLASSIFIER

in this phase, we divide the data into training and testing sets.
The training set is used to train a voting classifier to recognize
non-genuine profiles. The testing set is used to evaluate the
performance of the classifier.

The voting classifier is a type of ensemble learning model
that combines the predictions of multiple base classifiers. The
base classifiers in this case are RDAM, WDA, cosine similar-
ity, LenVar, TF-IDF, RDMA similarity, RDMA_LenVar, and
degree of similarity.

V. EVALUATION METRICS
To measure and evaluate the performance of any proposed
model, we use several evaluation metrics, including false
positive rate, detection rate, precision, and recall [9].
False Positive Rate: This is the percentage of non-attack
profiles that are incorrectly classified as attack profiles.
Detection Rate: This is the percentage of attack profiles
that are correctly classified as attack profiles.
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TABLE 4. Statistical information of data sets are used.

Data Set Rating Users | Movies | Rating
Movie Integer
Lens 1,000,209 | 6040 3900 (1 to5)

Precision: This is the percentage of attack profiles that are
correctly classified as attack profiles out of all the profiles
that are classified as attack profiles.

Recall: This is the percentage of attack profiles that are
correctly classified as attack profiles out of all the attack
profiles in the dataset.

In this work, “attacks” refers to the number of attack pro-
files in the dataset, and ‘‘detections’’ refers to the number of
attack profiles that are correctly classified as attack profiles.
[9].

#Detection

DetectionRate = —— (1)
#Attacks

The number of bogus genuine profiles is known as ‘““False
Positives,” whereas the number of true genius profiles is
known as “Actual Profiles.”

#False Positives

False Positive Rate = - - 2)
#Genuine Profiles

many proposed methods are used precision, recall and
F-measure [20]:

o True positive
Precision = — — 3)
True positive 4 False positive
True positive

Recall = — : 4)
True positive 4+ False Negative

2.Precision % Recall
F1 — Measure = — (5)
Precision + Recall

VI. DISCUSSIONS AND EXPERIMENTS

In this section, we conduct in-depth experiments on the
benchmark dataset using four detecting algorithms: RDAM,
WDA, Cosine Similarity, and LenVar. The MovieLens
datasets were used. The dataset specifications are listed in
Table 4. We evaluate the performance of the four algorithms
using the following valuation metrics: Precision, Recall, and
f-measure.

Users rate items on a scale of 1 to 5, with 1 being the
lowest (unhappy) and 5 being the highest (satisfied and
happy). In each movie dataset, all ratings are numerical values
between 1 and 5, with the lowest value representing unhappy
and the highest value representing happy. For attacker pro-
files: We created a dataset of fake users to simulate attacker
profiles. We used various attack models to create different
attack profiles. As a result, we created an attack dataset
containing attack ratings for different malicious users) for
various attacks.

Generation method of three types of push attacker profiles.
Then, these shilling attack profiles are injected into datasets,
table 5 shows the generation method of five types of push
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TABLE 5. Generation methods for the shilling attack models.

Attack Model Generation methods

Rate 5 to a target item; give filler
items random ratings conforming to
a Gaussian distribution with mean
3.6 and standard deviation 1.1

Random Attack

Rate 5 to a target item,; the ratings
for filler items are distributed
around the mean for each item

Average Attack

attacker profiles. For feature extraction we give the defini-
tions of popularity profile and popularity distribution of a
user, which are the output of data preprocessing phase. For
detection purpose, it is not necessary to operate on all pos-
sible values of the popularity distribution [21]. Instead, it is
appropriate to consider only a small number of accumulated
probabilities over some intervals. Therefore, we bucket the
range of popularity distribution into several intervals to get
accumulated probability as features. The mean popularity of
a user (MPU) refers to the mean value of popularity profile,
or the mean value of rated items popularity in a user pro-
file. Figure 3 to figure 6 show the performance of the used
detectors. The filler item set by 5% to 50%, attack size set by
25 and 50%, which means the ratio of the injected spammer to
active genuine profiles, target item score set by 5, item has an
average score lower than threshold may be one of the target
items. Items that have rating count larger than min count
may be chosen as one of the target items. For the training
phase, we used 10 K-fold cross validation to train and test
the classifiers. We used the classification report! visualizer
displays the precision, recall, F1, and support scores for the
model.

To create attacker profiles, we created a dataset of fake
users. We used various attack models to create different attack
profiles. This resulted in an attack dataset containing attack
ratings for different malicious users for various attacks. The
list of attacked items in an attack consists of movies that are
among the top 25% to 50% of user-rated movies to perform
the User Shifting attack, we selected a subset of ratings from
each profile and decreased them by one. We first calculated
the standard normal distribution of the dataset, multiplied
it by the ratings, and then divided the result by the noise
injection attack threshold of 0.4. We then inserted the attack
profiles into the dataset to create the test set. This study only
discusses the User Shifting attack.

The performance of the proposed algorithm was evaluated
against several classifiers in multiple trials. The following
tables and graphs present the comparative results of the pro-
posed algorithm.

Table 6 shown the result of the proposed voting classifier.

1 https://www.scikit-yb.org/en/latest/api/classifier/classification_report.
html
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Experiments have shown that voting classifiers achieve the
highest detection accuracy for shilling attacks in collaborative
recommender systems.

The Experiments results have shown the Voting ensemble
classifiers are more robust to noise in the data in recom-
mender system. Noise in the profiles can cause individual
classifiers to make incorrect predictions. However, voting
ensemble classifiers are less likely to be affected by noise
because they combine the predictions of multiple classifiers.

The Voting ensemble classifiers can learn more complex
relationships in the data. Individual classifiers may have dif-
ficulty learning complex relationships in the data, especially
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TABLE 6. The performance of the majority voting classifier.

TP FP Precision | Recall F1
0.968 | 0.0 1.0 0.968 0.985
1.0 0.032 | 0.75 1.0 0.856
Weighted
AVG 0.971 | 0.003 | 0.978 0.971 0.973

if the data is noisy or high-dimensional. However, voting
ensemble classifiers can learn more complex relationships
by combining the predictions of multiple classifiers and the
Voting ensemble classifiers are easier to tune than individual
classifiers. Tuning a classifier involves adjusting its hyper-
parameters to achieve the best possible performance. Tuning
an individual classifier can be difficult and time-consuming,
especially if the classifier is complex. However, tuning a
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voting ensemble classifier is typically easier because the
hyperparameters of the individual classifiers can be tuned
independently. Ensemble learning is a powerful technique
for improving model performance by combining different
base models to create a more robust and reliable model. This
technique can also be used on real-world datasets to improve
performance.

VIi. CONCLUSION
The detection of attacks in recommender systems is an

important and challenging research area. We conducted
experiments using the well-known MovieLens benchmark
rating dataset and compared the results in terms of accuracy,
Fl1-measure, recall, precision, macro-average, and weighted-
average. The proposed method for detecting attacks in collab-
orative recommender systems is a enhanced hybrid approach
that combines the strengths of statistical and machine learn-
ing techniques. The statistical techniques are used to identify
anomalous user behavior, while the machine learning tech-
niques are used to classify users as either malicious or benign.
The proposed method was evaluated on a real-world dataset,
and the results showed that it can achieve an accuracy of up
to 99

The main contribution of the proposed method is the use
of a hybrid approach that combines the strengths of statistical
and machine learning techniques. The statistical techniques
are able to identify anomalous user behavior that is not easily
detected by machine learning techniques. The machine learn-
ing techniques are able to classify users as either malicious or
benign with a high degree of accuracy. The proposed method
uses a combination of ensemble learning and feature selection
to achieve better accuracy than previous methods. Ensem-
ble learning combines the predictions of multiple models to
improve the overall accuracy. The results of the experiments
show that the proposed method is a promising approach for
detecting attacks in collaborative recommender systems. The
method is able to achieve a high degree of accuracy, and
it is able to detect attacks that are not easily detected by
other methods. Future work includes improving model per-
formance and applying these methods across various domains
using multiple datasets with different sparsity levels.
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