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ABSTRACT In this paper, a real-time leak source localization method based on convolutional neural network
(CNN) of elastic wavefield images and spatio-temporal correlation analysis (STCA) is developed for the
pressure vessel leakage. This method uses a single sensor array coupled to the wall to collect the elastic
wave data excited by the leak source. Besides, the distance R and the direction 8 between the leak source
and the sensor array are calculated based on CNN and STCA respectively, to finally obtain the location (R,
0) of the leak source. In this paper, the digital twin model of the experimental platform is established, the
training set is obtained by the finite element simulation, and the CNN model applied to the elastic wavefield
images is studied and constructed. The experimental results show that the maximum locating error is 1.46 cm
and the average locating error is about 0.56 cm within the range of a 1 m? experimental plate based on the

method proposed in this paper.

INDEX TERMS Elastic wave, leakage, location, sensor array, deep learning.

I. INTRODUCTION

Pressure vessel walls are under pressure at any time, once a
leak occurs, the pressure difference between two sides of the
wall will lead to fluid (gas, liquid) quickly to low pressure
flow [1], which will not only bring huge economic losses
and energy waste, but also could cause explosions and other
malignant accidents. Therefore, it is necessary to monitor and
locate the leak source in real time.

For the leakage of large pressure vessels, such as space-
craft, manual detection methods such as CTRL system [2]
or helium mass spectrometer system [3] are often used to
locate the leakage. Nevertheless, this method cannot achieve
real-time localization [4]. In consequence, it is not suitable
for leak detection in large vessels such as spacecraft, and has
poor localization accuracy due to the introduction of manual
labor. In addition, another method that detects and locates
the source of the leakage using the acoustic emission signal
excited when the leak is generated, such as the UltraWIS
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system [5], which is also been applied to pipeline gas leak
detection successfully [6], [7], structural health monitoring
[8], pressure vessel leakage locating [9] and other fields. Each
method has high locating accuracy, good real-time perfor-
mance, and a relatively simple system. However, in practical
applications, they need to accurately detect the data at the
time of leaks, which has limitations. Namely it is mainly
suitable for detecting sound sources with significant charac-
teristics in the time-frequency domain. To solve the above
problems, the researchers have increased the data dimension
[10], and enhanced the spatial sampling rate of the data, so as
to obtain some achievements. Reusser et al. [11] proposed
the application of multiple 8 x 8 square sensor arrays to
locate the leakage signal. This method calculated the inten-
sity distribution of the wave number domain in the leakage
which was excited in the medium in the sensor array, and
obtained the maximum value direction in the wave number
domain, thereby obtained the leakage source location infor-
mation. Aiming at existing leakage sources, Bian et al. [12],
[13] proposed a leakage source location method by studying
the spatio-temporal correlation of leak-excited elastic waves.
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This kind of methods expanded the scope of application of the
locating method through the study on the spatial distribution
of sound wave excited by leakage in the wall, so it can
locate the leakage source at any stage of the leakage, which
improved the accuracy and stability of the location, whereas,
it increased the complexity and cost of the location method
and reduced the practicability and real-time performance in
the meantime.

For some complex application scenarios, which could
bring a large number of parameters, the research method
based on wave field mathematical model has some lim-
itations [14], [15]. Based on this situation, many schol-
ars have conducted lots of research work using machine
learning techniques which is already applied successfully
in many other flied [16], [17], [18], and achieved good
results in different fields. Deo and Jaiman [19] presented
a deep learning technique for data-driven predictions of
wave propagating in a fluid medium. The technique relied
on an attention-based convolutional recurrent autoencoder
network. Spandonidis et al. [20] discussed and evaluated the
effectiveness of deep learning methods for oil and gas
pipeline leak detection based on wireless sensor networks.
Wu and Lee [21] used an improved multilayer percep-
tron neural network to achieve leak localization for gas
pipelines. Ye and Toyama [22] proposed automatic defect
detection for ultrasonic wave propagation imaging method
using spatio-temporal convolution neural networks. Wang
et al. [23] proposed a rapid guided wave imaging method
based on CNN to quantitatively evaluate the corrosion dam-
age. Cui et al. [24] had similar work for the skin-stringer
composite aircraft panel. To meet the needs of real-time
orbital structural health monitoring, Mahajan and Banerjee
[25] proposed an acoustic emission source location method
based on deep learning. Haigiang et al. [26], in collaboration
with colleagues from the University of California, proposed
a machine learning-based passive localization method for
underwater sound sources, which achieved high accuracy
underwater sound source localization without relying on the-
oretical modeling of underwater sound fields.

In summary, the existing research work cannot fully require
the strict requirements of large pressure vessels leakage local-
ization on the complexity and the real-time performance of
the localization system. Apart from the previous approached,
according to the practical application requirements, based on
the deep learning, this paper proposes a leakage localization
method which uses a single sensor array coupled to the wall
to collect the elastic wave data excited by the leak source.
Besides, the distance R and the direction 6 between the leak
source and the sensor array are calculated based on CNN
and STCA respectively, so as to finally obtain the location
(R, 6) of the leak source. Compared with the existing meth-
ods, this method has the advantages of simple structure, low
system cost, easy implementation, and universality, which
can satisfy the requirements of most of the conditions of
the large pressure vessel leakage in real time and accurate
location.
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Il. LOCATING PRINCIPLE

The continuous gas leakage of the pressure vessel is a
complex phenomenon, and any tiny initial difference or dis-
turbance will cause significant parameter changes in the
leakage process [27], it is difficult to build an accurate math-
ematical model that could apply to a wide range of situations.
According to the theory of gas dynamics and acoustics, once
a gas leak occurs in a pressure vessel, firstly, the high-speed
gas flows from the leak (inflow) to form a turbulent jet, which
leads to irregular gas motion and excites a large number of
random acoustic signals [28]; secondly, the elastic waves
excited by the leak in the vessel wall propagate in the form
of Lamb waves [29], and this type of wave propagation has
a significant dispersion phenomenon; finally, the complex
structure of the vessel wall has a complex effect on the prop-
agation of the elastic waves excited in the wall. The above
situation makes the vibration signal acquire on the vessel wall
randomly in the time domain, and its randomness is weaker
than the white noise that close to the background noise, which
is difficult to obtain the locations of leakage sources.

Based on the characteristics of elastic waves excited by
leakage in the wall, and combining with the field experi-
mental data, this paper achieves the simulation of the elastic
wave field excited by the leakage in the vessel wall using
finite elements, obtains a large amount of training sample
data, establishes a deep learning model, and successfully
realizes the real-time localization of the leakage source. The
locating schematic is shown in Fig. 1. Compared to traditional
methods, this method significantly reduces the complexity of
the system, allows and realizes real-time localization of the
leak source using a single sensor array. Meanwhile, it can
decrease the amount of data to be processed in the field, and
make the method more applicable.

Based on polar coordinate system, localization can be
obtained by calculating the angle 6 and the distance R. Elastic
wave field data acquisition model is shown in Fig. 2.

Let F(z) represent the elastic wave excited by the leakage
source propagating in the wall, A represents the signal ampli-
tude, f represents the signal frequency, and the frequency
range is (fz, fp). Based on the wave equation, F(¢) can be
written as (1).

fo
F(@) = /A -exp2jrf - t)df )]
fa

As shown in Fig. 2, R; represents the distance between
the i-th sensor in the array and the leakage source,
(i=12,....,N,...,N + m), a; represents the attenuation
coefficient of signal. Since the elastic wave propagates in the
form of a Lamb wave in the thin plate, there is an obvious
dispersion phenomenon. According to the theoretical deriva-
tion and the basis of previous work [12], the signal received
by the sensor is mainly Ay mode under the conditions of the
frequency band and plate thickness involved, the other modes
can be ignored. let c(f) represent the propagation velocity of
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FIGURE 1. locating schematic (a. The method proposed in this paper;
b. Traditional Method).
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FIGURE 2. Elastic wave field data acquisition model.

the elastic wave in Agp mode when the frequency is f. Let k

represent the wave number k = %

The data which are collected by the i-th sensor in the array
could be shown as (2).

i
5 (1) = / o A-expQinf 14 jRYE ()
Ja

A. CALCULATE THE DIRECTION PARAMETER 0 WITH STCA
Let a; represent the distance between the i-th array element
and the reference array element (No. 1 array element is
selected in this paper), let 6 represent the angle between the
leakage source and the sensor array reference line as show
in Fig. 2. In general, the sensor array size is much less than
the distance between the leak source and the sensor array (the
difference value is usually more than an order of magnitude),
that is R; > a;, the wave surface covered by the sensor array
can be approximated as a plane, so R; can be approximated
as (3).

Ri = Ry +a; - 0i(6)
0 i=1
Qi0) = ycosf i=2,---,N 3)
sinf i=N+1,N+2,---N+m

Then, according to (2) and (3), s;(¢) can also be expressed

as

i
50 (1) = / 0 A-expl2f -1 kR + jka0: O)1df (4)
Ja
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The sensor array matrix acquisition data is represented in
matrix form as S:

S =1[81(), $2(0), -+, Sn4m(D)] &)
Let B represent the estimated direction and construct the
matrix U:
1

exp [—jkazQ2 (B)]

U= exp [—jka3 Q3 (B)] (6)

exXp [_jkaN+mQN+m (ﬂ)]

In the time window (¢, t7), let

td
E:/(SxU)dt ©)
fe
Let:

{Qh = jk - aj[cos(8) — cos(B)] (8)

qv = jk - ai[sin(0) — sin(B)]
The distance among each sensor of the array is very small,

thus neglecting the differences of «;, assuming o = «;, then
(7) can be expanded as:
N N+m

T
E=a~/b/ Si)- D e+ D e rdfdt  (9)
ta Jfo i=1

i=N+1
In practical application, the distance between sensors is
generally equal, that is

0 i=1
a;=13i-a i=2,---,N (10)
(N—i)-ay i=N+1,N+2,---N+m

According to the properties of geometric progression and
Euler’s formula, (9) can be written as:

E=uo- /th/"sl(t). [e(_N‘th . M
ta Jfo sin(qn)
(-m=3)a SinCN - g)

+e -
sin(gy)

]dfdt
(1)

According to the property of function S’STI(I'('S) and €%,
E reaches the maximum when both g, and ¢, are zero,
meanwhile, based on the (8), 8 = 0,8 € (0°,90°) could
be obtained. The E-B relationship calculated in the actual
experiment is shown in Fig. 3.

The experimental results show that the leakage excitation
in the wall is a broadband signal (as show in Fig.4), and
the ambient noise coupled to the wall is concentrated in the
low frequency region below 200KHz [12], so the bandpass
filtering is used to ensure the signal-to-noise ratio of the
data during calculating. (The f range is usually taken as
[200kHz,600kHz]). Meanwhile, in order to solve the veloc-
ity c error caused by dispersion, the above f-range is usually
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FIGURE 4. The spectrum of elastic wave excited by leakage.

divided into narrower frequency bands (with less velocity
variation) in the calculation. Furthermore, the final results can
be obtained by combining the results of multiple frequency
bands. The angle value corresponding to the largest peak in
the curve is the true angle between the leak source and the
Ssensor array.

B. CALCULATE THE DISTANCE PARAMETER R WITH CNN
The elastic wave excited by leakage has the following char-
acteristics. For one thing, its amplitude is very random in the
time domain due to the perturbation of external influences,
thus it is difficult to establish accurate mathematical models;
For another, it is difficult to analyze the wave field distribu-
tion characteristics after the elastic waves are superimposed
by the wall structure in several times. Therefore, based on
the above factors, an enhanced approach for obtaining the
distance parameter R by using deep learning in this work.

1) DATASET CONSTRUCTION

According to the propagation theory of Lamb waves, the
spatial energy distribution of elastic waves in the vessel wall
is influenced by the propagation distance, refer to (4). Mean-
while, the dispersion phenomenon makes the elastic wave
field formed in space after the elastic wave propagates for
a certain time closely related to the collection location and
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FIGURE 5. Transient diagram of finite element simulation of leakage at
different positions.

the leakage location. The finite element simulation of the
elastic wave field is carried out, and the transient simulation
results of Z-axis stress tensor in the same moment after the
leakage occurred at different locations are obtained, as shown
in Fig. 5.

In order to obtain the spatial and temporal domain data of
the elastic wave field excited by the leakage source at the
distance R, this paper uses an L-type sensor array, as shown
in (5). Taking the 8-element L-shaped sensor array as an
example (sampling point spacing is 8mm), the data obtained
from it is shown in Fig. 6.

The s;(¢) is cut at equal intervals in the time domain and
divided into a total of / segments, let w represent the number
of sampling points contained in the time segment, and accord-
ing to (2), the data of the x-th time segment can be written as
si(t;). In order to fully learn the spatial and temporal domain
features of the leaking excited elastic waves, the sensor array
acquisition data is constructed as a 3D matrix form to be
used as a deep learning model input. For a certain angle 6
and distance R, the data collected by N + m elements in the
array are formed into a sample data, which is denoted as Ig .
Additionally, Iz ¢ can be expressed as:

(N+m)=w

s,(1)

- (av+myew
T || oW
5 (1) (1) L .
IR.f;' = 5y (.tl) : Swem (I])
om(E3)
Sy (f)

12)
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FIGURE 6. Elastic wave data collected by an 8-element L-shaped sensor
array.

Through finite element simulation and field experiments,
Ig ¢ at different distances R and angles 6 are obtained to con-
struct a training data set to meet the needs of deep learning.

2) DEEP LEARNING NETWORK DESIGN

According to (12), the input data can be viewed as a two-
dimensional array of amplitudes in the Spatio-temporal coor-
dinate system, in order to solve the problem of extremely
unbalanced sampling rate of time dimension and space
dimension when actually acquiring the data, and satisfy the
deep learning requirement of this kind of data, this paper
proposes a convolutional neural network model based on rect-
angular convolution kernel (abbreviated as RecCNN). This
model can better perceive and learn the time-domain features
of different sampling points without increasing the depth of
the model. The main structure of the designed network is
shown as Fig. 7.

As shown in Fig. 7, the network model uses six convolu-
tional layers (Conv), six batch Normalization Layers (BN),
a maximum pooling layer (Max-pool), an average pooling
layer (Aver-pool), three fully connected layers (FC), and the
RELU activation function to avoid the problem of gradient
disappearance [30], the calculation formula is shown in (13).

zZ Z>0
RELU(Z) = (13)

0 Z<0
The mean square error (RMSE), mean Square Error
(MSE), mean absolute error (MAE), R—square(Rz), Nash-
Sutcliffe Efficiency (NSE) and RMSE-observations standard
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FIGURE 7. The main structure of the CNN model.

deviation ratio (RSR) are used as evaluation indicators to
evaluate the measurement results [31], [32]. Let Q represent
the total number of samples, g; represent the actual distance
value of the j-th sample, and g represent its mean; y; represent
the distance prediction value of the j-th sample, yf’ed repre-
sent the distance prediction for the j-th sample outside the
training set, then RMSE, MAE, R2, NSE and RSR can be
expressed respectively as shown in (14)-(19).

0
1
RMSE = o D=2 (14)
=1
L2
MSE = o > @—w) (15)
j=1
|2
MAE = —>"|gj — yj| (16)
0 =
Q 2
Z (gj - y,)
RZ=1_"2 (17)
Q —\2
> (g—8)
=1
0 >
Z (gj _ )’fmd)
NSE =1 — ]:]Q (18)
> (g-2)°
j=1
Q 2
; (& =)
RSR=-"—"_ (19)
Q \2
2 (g—2)
=

1Il. SAMPLE ACQUISITION AND CNN TRAINING
According to the deep learning method, the calculation of the
distance R is mainly divided into two stages: training and
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prediction. The main steps of the method in this paper are
shown in Fig. 8.

A. DIGITAL TWIN-BASED DATASET CONSTRUCTION

Since it is difficult to obtain a large amount of sample
data from different locations through experiments, this paper
uses finite element simulation to simulate leaks in order to
obtain sufficient sample data for training. For the purpose of
providing reasonable parameters for the simulation model,
an experimental platform for simulating pressure vessel leak-
age is designed and implemented, and the elastic wave data
excited by the leakage in the wall are collected by sensor
arrays. The main components of the experimental platform
are shown in Fig. 9.

The experimental plate is machined into a flat plate (length
and width of 1 mx 1 m, thickness of 2.5 mm) using the same
5A06 magnesium aluminum alloy to simulate the pressure
vessel wall. The plate is pre-drilled with circular through-
holes of 1mm diameter at different positions, and a vacuum
pump is connected to a vacuum nozzle to provide air pressure
difference to simulate the gas leakage. A sensor array is
coupled to the experimental plate to measure the vertical
vibration caused by elastic waves excited by the leakage.
Eight nano30 sensors of PAC (Physical Acoustics Corpo-
ration, USA) are used as elements to form an L-shaped
sensor array connected to a preamplifier (40 dB gain). The
amplifier amplifies the signal from the element and transmits
them to the acoustic emission instrument. The instrument
(fully digital 16-channel acoustic emission detection system
DS2-16A) processes the data collected from the multiple
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channels and transmits them to a computer for calculating
leak source location.

Based on the digital twin, a simulation model of a
magnesium-aluminum alloy flat plate with a length and width
of 1 mx1 m and a thickness of 2.5 mm is established accord-
ing to the experimental platform. A cylindrical through-hole
with a hole diameter of 1mm is also established in the flat
plate to simulate the leakage point. When the leak occurs,
the air pressure difference between the two sides of the leak
will make the gas flow through the leak, thus it generates a
pressure on the wall around the leak hole, which will form
an elastic wave and propagate in the wall according to the
solid mechanics theory. Meanwhile, the wall of the leak hole
has been subjected to the pressure from the gas leak, and this
pressure value is always existed but unstable due to the tur-
bulent jet formed by the high-speed flow of gas. Based on the
experimental results, the explosion model is used to simulate
the pressure on the wall around the leak hole. A transient
solver is established, and the stress tensor (N/m?) distribution
field of the elastic wave in the z-direction is calculated as
shown in Fig. 10 (after 0.01 s of leak excitation).

According to the piezoelectric effect, the output voltage
V of the piezoelectric sensor can be expressed by the rela-
tionship between the external pressure F, the piezoelectric
constant g33, the thickness /& and the cross-sectional area A
of the piezoelectric material element.

_FXg33Xh
B A

Based on the parameters of Nano30 sensor, the simulation
data which is acquired by the sensor is calculated by (20).
In order to verify the rationality of simulation data, the mea-
surement results and the simulation results under the same
conditions are selected, as shown in Fig. 11.

v (20)
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FIGURE 10. Transient diagram of elastic wave propagation (Logarithm of
the stress tensor in the Z-direction).
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FIGURE 11. Experimental results and simulation results under the same
conditions.

Fig. 11 depicts that the simulation data and the experimen-
tal data have similar properties (amplitude range, frequency
distribution, etc.) in the time-frequency domain, thus the sim-
ulation data is reasonable. According to Fig. 8, the samples
under different R are obtained by changing the position of
the leakage hole and the position of the acquisition points.
The data are preprocessed according to (12), and the training
data set with labels (R) is constructed for training the deep
learning model proposed in this paper.
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B. KEY PARAMETERS OF THE DEEP LEARNING MODEL
According to Fig.7, the four parameters ki, kp, P1, P> need
to be determined for deep learning model to obtain the most
accurate R. In accordance with the actual hardware limita-
tions, take a = 8mm, sampling rate is 3MHz. The optimizer
selects SGDM (stochastic gradient descent with momentum),
the initial learning rate is set to 0.01, and the learning rate
drops to 0.75 times of the original after 5 epochs, and the
max epochs is 30.

1) NUMBER OF SAMPLES OF THE DATA SET IN THE TIME
DOMAIN

Let kp = 8, P1 = P, = 4, the value of k; is taken to increase
sequentially from 300 to 1500, then the model performance
is discussed for different sampling number conditions. The
RMSE is selected as the evaluation index. Based on mean
value of multiple results, the summary data are shown in
Fig. 12.

As shown in Fig. 12, the RMSE of the model is small
and changes stably when k; > 1000, in other words, the
calculating accuracy of the model for R is higher within this
range. Considering the complexity of the model increases
rapidly with the increase of k1, in practical application, k; =
1000 is used.

2) NUMBER OF SAMPLES OF THE DATA SET IN THE SPATIAL
DOMAIN

According to the conclusion of the previous section, let k1 =
1000, P = P, = 128 (As a comparison term, k1 = 500,
Py = P, = 64), based on Fig. 2, different elements in the
array are selected for the experiments(g = 4), and the RMSE
is selected to evaluate the model performance. Representative
combinations of sensor arrays and their calculating results are
summarized in Table 1 (mean value of the results of the three
experiments).

According to Table 1, the model training results become
better with the increase of the number of sensors in the array,
and the model performs best when k, = 8 (RMSE = 0.9).
Also, a similar conclusion exists when k; = 500.
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TABLE 1. Results of different sensor array models.

The sensor No. RMSE

k=1000  k,=500

1368 5.6 11.3
1256 4.5 72
12468 3.2 7.5
13457 3.9 73
123567 1.2 4.1
12345678 0.9 3.1
123456789 1 35
12345678910 1.2 35
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FIGURE 13. Relationship between the convolutional layer size and RMSE.

3) CONVOLUTIONAL LAYER SIZE

Once the Spatio-temporal size of the dataset is deter-
mined, the size of the convolutional layers in the model
is discussed in this section. According to the conclusion
of the previous sections,let k& = 1000(As a compari-
son term, ki = 500), kn, = 8§, P = [P,P] =
[4,4;4,8;8,8;8, 16; pu; . ..; 256, 256]. The results of mod-
els with different convolutional kernel are summarized in
Fig. 13. All experimental results are averaged over 3 times
of data.

As shown in Fig. 13, k; = 500 and k; = 1000, the
minimum values at different P could be obtained. When u =
12 (P = Py = 128), the model with ki = 500 has the
smallest RMSE (2.95); when u = 14 (P; = P, = 256)
the model with k; = 1000 has the smallest RMSE (0.8802).
According to the experimental statistical results, the model
has the highest accuracy in calculating the distance when the
convolution layer size is about 1/4 of the number of sampling
points in the time domain.

C. MODEL TRAINING
The training data are obtained using finite element simula-
tions and experiments, and the data are constructed according
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TABLE 2. The main statistical characteristics of the data set.

The statistical properties R 0

Mean value 55 cm 45°
Median value 55 cm 45°
Range 70 cm 90 °

Mean deviation 17.624  21.32
Coefficient of variation 0.371 0.573
Kurtosis 1.2 -1.03

0 0.0096

Skewness

RMSE

0 5 10 15
Sample size «10%

FIGURE 14. The actual values and calculated values of R for part of the
test set.

to the (12) to finally form the training data set for model
training. In this paper, the distance R parameter involves
the range of 20 cm -90 cm, the angle 6 involves the range
of 0 °-90 °. The main statistical characteristics of the data set
based on the above two variables are shown in the Table 2.

Data sets containing different numbers of samples are con-
structed and trained, and the summary of RMSE is shown in
Fig. 14. Where 70% of the samples in the data set are selected
and imported into the network shown in Fig. 7 for training.
20% of the samples are used as the validation set to verify the
results and 10% of the samples are used as the test set.

As show in Fig. 14, with the increase of the total number
of samples, RMSE shows a rapid decline trend. while, when
the total number of samples exceeded 100000, the trend
became very slow. Considering the locating accuracy and
system complexity, the total number of sample size is 105,000
in this paper. In this case, the confidence interval for the
error estimation of R is [—0.63,0.66] under the calculated
confidence level is 95%. Some of the calculated results of
validation set are shown in Fig. 15.

According to (14)-(19), the performance indicators of the
network proposed in this paper (RecCNN) are calculated as
shown in Table 3. Meanwhile, as a comparison, the results
of the classical CNN model (LeNet-5 [33] and VGG-16
[34]) which added a regression layer to satisfy the regression
calculation are calculated under the same data set.

The calculation results in Table 3 introduce that the Rec-
CNN can fit the sample data well and obtain accurate distance
prediction values. Compared with the other two networks, the
RecCNN proposed in this paper has a smaller error and a
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FIGURE 15. The actual values and calculated values of R for part of the
validation set.

TABLE 3. The performance indicators of difrent networks.

RSEMSE MAE o g
RecCNN 0.920 0.846 0.398 0988 0921 0.038
LeNet-5 10.07 101.405 5913 0.620 0.593 0416
VGG-16 3.93 15445  3.129 0.828 0.762 0.163

higher degree of fitting. This is mainly because the data set is
extremely asymmetric in the space and the time dimensions,
and the rectangular convolution kernel is more conducive
to feature extraction of this kind of data, which is suitable
for engineering applications with unbalanced spatiotemporal
sampling rate. At the same time, it can be seen that the deeper
network will reduce the error to a certain extent, but the
efficiency is poor.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In the test set, 70 groups of samples with different R values
were selected for calculating, the data were summarized to
analyze the R and 0 errors and further calculate the locating
errors. Using the actual distance R, the distance error A R and
the angle error Af as the horizontal and vertical coordinates
respectively, the error distribution is plotted as shown in
Fig. 16.

Based on the data statistics, the maximum absolute value
of A R is 0.82 cm, and the MAE (mean absolute error) is
0.3751 cm, the RMSE is 0.4123 cm; for the angle error A6,
the maximum error is 0.9 °, and the mean absolute error is
0.3747 °. The locating error d can be calculated by AR, A6,
0 and R, thus the result is shown in Fig.17.

Fig. 17 depicts, the maximum locating error is 1.46 cm, and
the mean locating error is 0.5633 cm. According to Fig. 16
and 17, it can be confirmed that, based on the simulation
model, the network proposed in this paper has a good gener-
alization ability. Besides, the probability of large errors in the
calculation of R is extremely low, which can be eliminated by
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FIGURE 17. Locating error distribution chart.

voting the calculated values in multiple time periods (ensem-
ble learning) or calculating the mean value.

The generalization ability of the model is further evaluated
by using the data collected by the experimental platform
as shown in Fig. 9. Taking an experimental result as an
example, the coordinates of the leakage hole is (0,0) and
the coordinates of the sensor array (element 1) is (30, —45),
and the angle-energy relationship can be calculated according
to (5)-(11). For the visual representation, the relationship is
plotted as shown in Fig. 3. There is a unique and obvious
energy peak when & = 55 °. According to (11), the angle
corresponding to the peak is the one between the leakage
source and the reference line of the sensor array. Simultane-
ously, 8 elements in the array to collect data are constructed
according to (12) and sent to the trained model for calcu-
lating, furthermore, the result is 54.587 cm. A schematic
diagram of the positioning is shown in Fig. 18. The error
between the calculated result and the actual leak hole position
(R=54.1cm, 8 = 54.3 °) is about 0.6 cm.

Further experiments are carried out on leakage holes at
different positions in the test plate, and the calculation results
at 5 different times are selected for statistics, which are sum-
marized as shown in Table 4. Simulation experiment samples
with the same leakage position are selected as the comparison
group.

According to Table 4, compared with the simulation exper-
imental group, the variance of R in the field experiment
is larger, in other words, the calculation results are more
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FIGURE 18. A schematic diagram of the locating.

TABLE 4. The experimental results with different leakage holes in the
test plate.

No. Actual value .Field Einite ;lement
experimental data simulation data
Mean var Mean var
R/em  21.5 21.42 0.947 21.52 0.367
: 0/° 10 10.2 0.3 10.36 0.308
R/em 349 34.58 2.867 35.1 0.18
2 0/° 55 55.16 0.428 55.12 0.132
R/em  43.1 43.6 1.38 43.36 0.263
: 0/° 5.5 6.16 0.488 5.24 0.388
R/em  54.1 54.62 1.717 54.28 0.327
* 0/° 55 55.2 0.1 55.2 0.18
R/em  68.5 68.5 1.745 68.4 0.34
’ 0/° 23 23.08 0.272 23.08 0.412
R/em 723 72.06 4.353 72.18 0.787
° 0/° 72 71.92 0.052 72.28 0.372
R/em  88.2 88.58 2.747 88.64 1.023
’ 0/° 45 44.96 0.028 45.12 0.092

unstable and the error of single calculation results is larger.
However, there is no significant difference in the statistical
results of mean value. In summary, although the finite ele-
ment simulation model cannot perfectly simulate the field
experiment, there still exits errors between the simulated
elastic wave data excited by leakage in the wall and the actual
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FIGURE 19. The test plate with stiffeners.

TABLE 5. The distance r calculated on the stiffener test plate.

Retrained network

Actual Present network based on new test
No. value of plate

R(em) Mean/cm var Mean/cm var
1 87.5 82.6 60.46 87.7 2.233
2 81 82.1 66.64 81.7 1.322
3 67.5 64.7 21.67 68.1 0.965
4 87.1 77.8 32.33 88 1.858
5 54.6 60.3 55.73 54.4 2.195

data. Nevertheless, the statistical data show that the network
established in this paper has good generalization ability, and
the leak location method based on the network can meet the
requirements of the field experiment platform. Meanwhile,
according to statistics, the single locating time is less than 2 s,
which can meet the real-time requirements in most applica-
tion scenarios. Compared with the existing technology, on the
one hand, the locating which was realized by multi-sensor
array can be reduced to a single sensor, moreover the system
complexity is also reduced. On the other hand, the method
can locate the leak source at any time after the leak occurs,
which greatly expands the application scope of the method.

In order to detect the generalization ability of the network
which is different from the training scenarios, according to
the test plate in Fig. 9, a new test plate with stiffener (4 mm
wide and 20 mm high) is processed as shown in Fig. 19, on the
basis of other parameters remaining unchanged.

Experiments are carried out on 5 leakage holes with Imm
aperture at different positions in the test plate. And the coordi-
nate of the sensor array is (30, —45). The experimental results
are summarized in Table 5.
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According to Table 5, based on the present network, the
error between the calculated value and the real value of R
increases. Meanwhile, the calculated results of R have a large
deviation from the actual value, and the variance of multiple
experimental results is large. Therefore, the calculated results
are unstable. The experimental results show that the wall
structure has the influence on the generalization ability of
the network. In order to obtain more accurate localization
results, the network needs to be retrained according to the
new structure when the wall structure changes greatly.

V. CONCLUSION

In this paper, a new method for real-time localization of
large pressure vessel leak sources were designed and imple-
mented by establishing a convolutional neural network based
on elastic wavefield images. After analyzing the theoretical
and experimental results, the conclusions are summarized as
follows.

This study has identified that the spatial distribution of
elastic wave field excited by the leakage source in the wall is
closely related to the location of the leakage source. When the
location of leakage source changes, the distribution of elastic
wave field in space also changes.

Experimental results show that the RecCNN proposed in
this paper can fit the sample data well and obtain accurate
distance prediction values, where RMSE = 0.92cm, MAE =
0.398 cm, R 2 = 0.988 and NSE = 0.921. Compared with
classical convolutional neural networks, the RMSE is up to
about 11 times lower, the MAE is up to about 14 times lower,
the R? is up to about 59% higher and the NSE is up to about
55% higher.

These experiments confirmed that, when the structure of
the wall changes significantly, the trained network has a
certain generalization ability, whereas it will bring a large
locating error, the maximum locating error is 12.52 cm. The
proposed method can be used to retrain the network based
on the new structure to obtain higher locating accuracy. After
retrained network, the maximum locating error is 1.37 cm.

Experimental results show that the leak source location
method proposed in this paper based on RecCNN and STCA
has a maximum location error of 1.46 cm and an average loca-
tion error of about 0.56 cm within the range of 1 m? test plate.
Compared to traditional methods, this method significantly
reduces the complexity of the system, allows and realizes
real-time localization of the leak source using a single sensor
array. At the same time, the amount of data needed to be
processed on site is reduced, the applicability of the method
is improved, and a new method is provided for real-time leak
location of large pressure vessels such as spacecraft in orbit.
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