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ABSTRACT Small delay defects (SDD) based test escapes are caused by the nature of transition delay fault
(TDF) ATPG, which propagates the fault effect along the shorter path in the interest of run time. However,
owing to the benefits of a lesser pattern count and complexity, TDF ATPG is the most feasible option for
delay testing. Faster than at-speed testing enhances the likelihood of detecting SDD. To generate the optimal
test option and prevent over or under-testing the circuit, it is necessary to select the appropriate test clock
period. The recently introduced Weighted slack percentage (WeSPer) metric is used in this article to identify
the best SDD test option. The method’s benefit is combined with the proper selection of the optimal clock
frequency to test the SDD. This article proposes an optimal test clock period selection method by considering
the size of the smallest possible delay defect size that can fail the circuit during at-speed operation and the
fault’s propagation delay. The proposed method is applied to the set of ISCAS89 and ITC99 benchmark
circuits to evaluate its effectiveness.

INDEX TERMS Faster-than-at-speed testing, fault models, nanoscale devices, small delay defects, test
quality metric, VLSI testing.

I. INTRODUCTION
Modern ICs have drastically improved with the advent of
deep-submicron technology. As the technology node shrinks,
manufacturing defects are inevitable. However, with the
advancement of the fabrication process, these defects cause
timing failures rather than catastrophic failures. Any physical
defect that affects the signal propagation delay of the circuit
is termed a delay defect which can be classified as a large
delay defect or a small delay defect (SDD). The major
challenge in modern ICs is the SDDs which are difficult to
detect [1]. The process variations that affect oxide thickness,
interconnect length, etc., cause SDDs. In lower technology
nodes, interconnect delays are more pronounced. Hence,
a small variation in it canmanifest as small extra delays. Also,
the weak resistive opens or shorts due to airborne particles
and chemicals used during the complex manufacturing
process cause small delays. These resistive opens or shorts
are also prone to aging effects like electromigration and can
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cause reliability issues. On the other hand, strong resistive
opens or shorts cause large delay defects whose effect is
visible on all the paths through the defect site. This can be
easily detected by traditional fault models. However, SDDs
escape traditional testing methods as their effect is visible
onlywhen they are propagated through long paths or when the
slack is reduced. There are two popular fault models for delay
defects: the path delay fault (PDF) model [2], [3] and the
transition delay fault (TDF) model [4], [5]. The PDF model
assumes that the delay due to defects is distributed along a
path.When the cumulative delay of the path exceeds the clock
period, then the defect can be detected. This model is more
likely to detect small delay defects. But for large industrial
circuits, the number of paths can grow exponentially, and the
number of patterns also increases. Also, the PDF test set is
generated by an extensive search of paths in the design that
meet certain sensitization conditions. Hence, it is difficult to
use the PDF model. On the contrary, the TDF model assumes
that the delay defect is localized at a particular node. Hence,
the number of fault sites is equal to the number of nodes in
the circuit. But in this model, there are no restrictions on the
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path along which the fault must be propagated. Generally,
the TDF-based automatic test pattern generation (ATPG)
propagates the fault effect through the shortest path possible
in concern of runtime. The fault has to be propagated along
the longest path to detect the SDD. The timing-aware TDF
ATPG tries to propagate the fault effect through the longest
path at the expense of pattern count and run time [1], [6].
Even though, if the ATPG is unable to generate the pattern
that propagates the fault effect through the longest, it tries to
propagate through the second longest path. But in the infield
operation, the longest path may be a functional path and the
SDD can fail the circuit. The ALAPTF (as late as possible
transition fault) model is proposed to find the robust longest
path and launch a transition on it [7]. There are many paths
through a gate in the circuit. Therefore, the K longest path
generation algorithm selects K critical paths through a gate
to launch the transition and generate the patterns [8]. The
main drawback of these methods is their complex ATPG
algorithm. The N-detect TDF ATPG is another alternative
used for propagating each fault effect through different paths.
This increases the SDD detection probability, but the overall
pattern size is quite substantial [9], [10]. Several works in
the literature have addressed the problem of this pattern
size to generate a compact pattern set [11], [12], [13]. The
ability of the patterns to propagate the fault effect through the
longest path is graded and a compact pattern set is produced.
However, the top-off TDF pattern required for fault coverage
increases the count further. In order to improve the pattern
grading technique, several factors like cross-talk, process
variations, and power supply noises are taken into account
to find the ability of a pattern to propagate long paths [14],
[15], [16]. This method has increased the accuracy but still
pattern count remains high.

Another alternative approach is faster-than-at-speed testing
(FAST) [17], [18] where the frequency is tuned according
to the user’s necessity. This method has more control over
detecting the SDDs because increasing the frequency reduces
the slack of the fault. The long paths aremore prone to process
variations [19]. Therefore, it is better to test the shorter paths
with the FAST clocks to distinguish whether the delay is due
to SDD or process variation. The TDF ATPG patterns have
the ability to propagate through shorter paths. So combining
them with FAST can be more beneficial. But, the FAST
method also poses many challenges. The generation of the
faster-than-at-speed clock is addressed in [20]. The proper
selection of test frequency and pattern by including the effects
of IR drop is illustrated in [17]. Here, the patterns with a close
delay distribution are grouped together, and the fast clock for
each group is found with reference to the largest pattern delay
(along with IR drop effects) of the group. This may also lead
to some test escapes, as the last pattern of the group can have
more slack margin. In [21], the copies of the TDF pattern
set are used and each copy is tested at a particular test clock
period (multiples of the system clock period). Here masking
is applied to the endpoints that have a delay greater than the

test clock period. In this case, the number of patterns is large
and the test time is proportional to n times the application of
one TDF pattern set. Here n refers to the number of test clock
periods.

A TDF pattern set, a predefined set of test clock periods,
and the endpoint masking are used to find the optimal pattern
and test clock pair to detect the SDD more effectively [22].
Here the major problem is the test clock periods are
selected based on the multiples of maximal pattern delay.
Nevertheless, each pattern propagates different faults to
different endpoints. Also, it does not take the smallest
effective delay defect (SEDD) size (discussed in detail in
later sections) into consideration. The SEDD size can be
included only when the pattern-based fault-endpoint delay
is known. Testing a defect less than SEDD size will result
in overtesting of the circuit. A method that considers the
masking concept, predefined frequencies, and quality metric
to generate optimal test options (proper combination of test
clock, pattern, endpoint mask) is proposed in [23]. Here,
instead of pattern delay information the multiples of the
system clock period are used as test clocks. The inappropriate
selection of the test clock period may lead to overtesting or
loss of SDD coverage. The demerit of testing at predefined
frequencies is certain defects that cause small delays can be
seen only at a particular frequency. In [24] the faults of a
fixed size are simulated, and a hypergraph algorithm is used
to find the optimal FAST clock. The graphical processing unit
(GPU) based processor is required to observe the waveform
of different fault sizes and the effort is high.

The test qualitymetric is another important factor in quality
evaluation. As the FAST-based method is found optimal for
SDDdetection, the qualitymetricmust also validate the same,
i.e., the change in clock frequency must change the metric
value. Different delay test quality metrics are discussed in
detail in [25]. These metrics are broadly classified into
two types: statistical and non-statistical. Small delay defect
coverage (SDDC) [26] and statistical delay quality level
(SDQL) [27] are the two statistical metrics introduced to
validate SDD test quality. These metrics give information
about the probability of test escapes of SDDs. However,
the major disadvantage is the requirement of delay defect
distribution, which may not be available for all technology
nodes and processes.

Delay test coverage (DTC) [6], quadratic small delay
defect coverage (SDDCq) [26], and weighted slack percent-
age (WeSPer) [28] are the non-statistical metrics, that do
not require any delay defect distribution information. The
most common metric among them is DTC which is used in
the majority of commercial tools. This metric measures the
ability of the pattern to propagate the fault through the longest
path. However, it lacks in validating the FAST, as it does
not consider the test and system clock information. It only
validates the SDD test quality when the test and system clock
are equal. Further, this metric assumes that all defect sizes
are equiprobably distributed contrary to the actual scenario.

VOLUME 11, 2023 115557



P. Muthukrishnan, S. Sathasivam: Optimal Test Clock Frequency Based Test Option Generation

SDDCq produces different values for different defect sizes
but these values are > 100% when the system and test
clock periods are different. Hence this cannot validate the
FAST method. WeSPer metric is introduced to address all
the aforementioned concerns. It includes the information on
the test clock, system clock, longest activated path, and test
activated path.

Based on the available works, the following conclusion has
been made:
• There are several methods suggested in the literature for
the selection of test clock periods based on the pattern
delay information that lacks the SEDD information on
each fault leading to an over or under-test of the circuit.

• The predefined multiples of system clock periods are
selected as the test clock periods in the existing research
works. They try to find the best test option for each
fault that minimizes the slack based on the given
test clock inputs. However, the quality of the test
options depends completely on the test clock inputs. The
existing approaches are arbitrary. Therefore, a proper
framework is required to select the best clock periods.

• In WeSPer-based test optimization, redundant test clock
periods may occur due to the selection of predefined test
clock periods with specific interval. Also, the number of
test clock periods is fixed with respect to the allowed
margin.

In response to the above interpretations, this paper focuses on
selecting the optimal test clock periods. The following are the
prime contributions of the paper:
• A test clock period data set is generated for each
benchmark circuit depending on the pattern delay and
the SEDD information for each fault.

• An optimal test clock speed selector algorithm is
proposed to select the most favorable test clock periods.
The optimality lies in the fact that the algorithm selects
the test clock periods that can maximize the WeSPer%,
independent of how different circuits are constrained
without a hit-or-miss approach. This is because of its
data set dependency.

• The proposed algorithm
– selects the optimal data point within the user-

defined constraint on the maximum allowable
number of test clock periods N.

– avoids redundant test clock inputs to the test
optimization algorithm.

– is flexible to choose a lesser number of clock
periods within the allowed constraint.

– is sensitive to the varying N values.
The sections in this article are organized as follows. For the

basic understanding of the concept behind the work, the
rudiments of small delay defects and the test quality metric
for evaluating them are discussed in section II. The workflow
is described in III. The methodology for developing the
prerequisites of this workflow is discussed in section IV.
The proposed method of optimal test clock period generation

and selection is discussed in section V. The optimization
algorithm used for test option generation and fault grouping is
discussed in sections VI and VII, respectively. The proposed
method is applied to the benchmark circuits and validated in
section VIII. Finally, section IX concludes the article.

II. RUDIMENTS OF SMALL DELAY DEFECT
The small extra delay due to a manufacturing defect may
fail the circuit operation at the functional frequency or
cause reliability issues. These delay defects can escape from
traditional TDF testing. The generated test patterns may not
be able to propagate the fault effect through the longest
possible path, leading to SDD test escapes. Fig. 1 illustrates
the effect of SDD, assuming that the flip-flops (FF) have zero
delays. The X in the figure represents the fault site in the
circuit. There are three paths passing through the fault site.
The red dotted line represents the longest path and the other
two blue dotted lines (path1 and path2) are two other paths
through the fault site. Path1 is the second longest path and
path2 is the shortest path through the fault site. The fault
effect is captured either at the primary output or FF. The graph
represents the delay of each path through the fault site. The
smallest effective delay defect size that can cause the circuit
to fail in at-speed operation is denoted by the blue region in
the longest path delay. The SEDD size is recognized with
the slack of the fault at the circuit level. Testing the delay
defect of size less than SEDD leads to overtesting. If the
TDF pattern cannot propagate the fault effect through the
longest path, but through path1 or path2, the pattern has to be
tested by overclocking the circuit and observing it at T2 and
T1, respectively. Fig. 2 represents the special case of small
delay due to the defect (hidden delay defect (HDD)). In this
case, there is only one possible way to propagate the fault
effect. The defect in the location can cause a small extra delay,
which is not potential enough to fail the circuit at functional
operating speed. However, this delay can grow over time due
to the aging effect (electromigration) and can cause failure
during infield operation and so require detection. Faster-than-
at-speed testing of the path through the fault site can help to
detect these SDDs. This work focuses on testing defects that
can cause failure during at-speed operation and the following
assumptions are made: 1) the exact path delay is known 2) the
exact test clock frequency can be generated.

A. WEIGHTED SLACK PERCENTAGE METRIC
The WeSPer metric introduced to evaluate the quality of the
SDD testing is given in (1).

WeSPer =
1
NF

NF∑
i=1

fi × 100% (1)

fi =
Tsc − PDLTi

Ttc − PDTAi
CLi for Ttc > PDTAi (2)

here, NF is the number of faults, Tsc is the at-speed functional
clock period, Ttc is the test clock period, PDLTi and PDTAi
are the longest and test activated paths through the fault site i,
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FIGURE 1. Delay of each path of the circuit through fault site X and the observation time T1 and T2 for detecting the small delay defect.

FIGURE 2. Delay of the path through the fault site X and the observation time T1 to detect the hidden delay defect.

respectively. CLi is the confidence level (CL) factor of the
fault which is introduced to include the uncertainty effect
of the test. The process variation and overtesting effect can
be formulated using this factor. For example, in the case
of overtesting, the CL factor is formulated such that, if the
chosen test clock is overtesting (testing the SDD that has
a size smaller than the SEDD size) the circuit then it will
minimize the WeSPer%. In this work, the size of the defect is
considered to be equal to or greater than the SEDD. Hence,
the CLi is considered to be 1. This means the test is assumed
to be performed in ideal conditions (i.e. no consideration of
process variation effect, IR drop, overtesting, etc.). In terms
of clock value, the uncertainty effect of the clock network is
considered and the parameter is included in the test quality
metric calculation. This is because the slack value generated
by the tool [29] does not consider the clock uncertainty. Here
(2) is modified as (3).

fi =
Tsc − uncertainity− PDLTi

Ttc − uncertainity− PDTAi
CLi for Ttc > PDTAi

(3)

III. WORKFLOW
The flow diagram of work in [23] is shown in Fig. 3.
There are two phases in the flow 1) the setup phase and

2) the test optimization phase. The setup phase includes
TDF pattern generation, delay fault simulation, delay table
creation, and test clock period selection. The test optimization
phase consists of 2 substages, say, the WeSPer optimizer and
fault grouping phases. The delay table and test clock periods
selected from the setup stage are taken as input by the test
optimization phase and it generates the optimized test option.
The WeSPer% depends on the longest path slack and the
best-activated path slack of the fault. In this method, the test
clock periods are directly selected based on the system clock
period of the circuit netlist. The test clock period is chosen
as a multiple of the system clock period with an interval of
10 percent. However, the slack of the path depends on the
delay through which the fault is propagated and the clock
period. Hence, the choice of test clock period is a crucial
factor here. The test clock chosen from the method does not
always guarantee the improvement of the WeSPer%.

The workflow of the proposed method is shown in Fig. 4.
This method aims to select the optimal test clock period
in order to maximize the WeSPer%. It introduces the clock
selection phase, which selects the optimal test clock period
for each benchmark circuit despite the constraints and slack
of each path. The clock selection phase consists of two
subphases: 1) test clock speed data set generator for each fault
and 2) optimal clock speed selector. These two subphases
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FIGURE 3. Workflow of existing method [23].

FIGURE 4. workflow of proposed method.

are explained in detail in sections V-A and V-B. The former
phase uses the already available delay table and the smallest
effective slack information to generate the test clock data
set and the latter phase selects the optimal data points (test
clock periods) from the data set based on the number of
constraints on the test clock periods. The selected data is
completely dependent on the circuit characteristics rather
than a hit-or-miss technique as in [23]. The selected clock
periods including the system clock period are given as input
to the test optimization phase to generate the optimized SDD
test options.

IV. DELAY TABLE CREATION
The computation of the WeSPer metric needs information
on the best-activated path delays through each fault site
to each endpoint. The best-activated path delay is the one,

FIGURE 5. Delay table format.

FIGURE 6. Optimal test clock period of each fault for ISCAS89 s5378
benchmark circuit.

that maximizes the WeSPer metric. If the fault effect is not
propagated through the longest possible path, testing under
a faster-than-at-speed clock will detect the SDD. Hence, the
test clock inputs and the activated path delay will decide the
WeSPer metric maximization. A commercial tool [29] is used
to obtain the delay information of each fault to each endpoint
under each pattern. The path delay table structure is given
in Fig. 5. The left side table consists of the longest delay
(LDn) through each fault site. The right side table consists
of pattern delay to each endpoint ‘m’for each fault site ‘n’.
The procedure for delay table creation is given below.

• Read gate level netlist

• Generate the TDF pattern

• Set the timing engine ON

• Read the SDF file

• Add all the faults

• Read the single pattern format file

• Observe a single endpoint and mask the rest

• Perform the single pattern simulation

• Record the fault delay reports in the delay table

• Repeat the procedure from step 6 for each pattern
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V. PROPOSED OPTIMAL TEST CLOCK PERIOD
GENERATION AND SELECTION
A. GENERATION OF TEST CLOCK PERIOD SET FOR
THE DESIGN
The delay table created for calculating the WeSPer metric is
used to find the optimal clock frequency set. Each pattern
propagates the fault effect to different endpoints through
different paths. The maximum delay of the path through
which the fault is propagated by the pattern is found and
recorded in a set. Here, the delay information of the TDF
pattern through each fault to each endpoint alone is known.
Hence, there is no direct information on the paths propagated
by the pattern. The algorithm 1 depicts the method for
generating the test clock set. For each fault (φi ∈ φ), the
algorithm finds the SEDD size with the system clock and
the longest path delay through the fault site. The algorithm
searches for each pattern (Pi ∈ P) that propagates the fault
effect φi and records the test-activated path (PDTAi) delay.
The SEDD size is added to the (PDTAi) and the values are
recorded in τc. This is performed to find the set of test clocks
that do not overtest the circuit. The maximum value of τc is
chosen to avoid more overclocking and is stored separately.
This is because the overclocking comes with the expenses
of IR drop, increased number of masking vectors, etc. This
method is repeated for all the faults. Finally, the optimal test
clock period is obtained for all testable faults. Fig. 6 illustrates
the effective test clock period obtained by the above method
for the ISCAS89 benchmark circuit s5378.

Algorithm 1 Generating the Test Clock Period Set
τ ← system_clock_speed
ma← ∅
for each φi ∈ φ do
SEDD← Tsc − PDLTi
τc← ∅
for each Pi ∈ P do
Qi← PDTAi ∈ R > 0
Tc← Qi + SEDD
τc← τc ∪ Tc

end for
if τc ̸= ∅ then
ma← ma ∪ max(τc)

end if
end for

B. SELECTION OF OPTIMAL TEST CLOCK PERIOD
The test clock speed sets are generated as discussed in
section V-A. But for each fault, one test clock period is
generated. All these values cannot be used for FAST in
concern of the test time and run time for generating the test
options. Hence, the user-defined value N (maximum number
of test clock periods that can be used) is set. The number
of clock periods selected should be less than or equal to N.
In this work, N is considered to be 4 to compare with the work

in [23]. The impact of the change in N values with respect to
the WeSPer% is also performed for further analysis.

Algorithm 2 illustrates the way to select the optimal test
clock periods as an input for WeSPer-based optimal test
option generation (discussed in detail in the next section).
The test clock set (ma) generated from algorithm 1 must be
grouped based on a range. The range is defined with the
increment of 100 ps (δ = 0.1) from the minimal value of
the test clock set. This δ value is chosen because the pattern-
based delay is in the range of a few 100‘s of picoseconds
(observed for all benchmark circuits) and also to maintain
homogeneity for comparison purposes. This value may differ
based on the system clock period, design constraints, pattern
delay ranges, and different technology nodes. The test clock
period (mai ) ∈ ma is recorded into different sets based on the
range they belong to. Each set is then analyzed for the data
point (fi ∈ F) that is nearest to all other data points in set F .
The data point that has minimal distance (average) is added
to the set (Optimal_test_clock in the algorithm). In certain
cases, the number of data in the Optimal_test_clock set is
more than the user-defined value, say N. In such a case, the
number of data points in each range is found and the optimal
test clock period for the ranges with a higher number of data
is chosen.

The proposed method can be illustrated better with Fig. 6
for N= 4. In the figure, the minimum clock period is 2530 ps
and the maximum is 3000 ps (system clock period). The
predefined test clock periods are selected as multiples of the
system clock period with a 10% interval (say 0.9T, 0.8T,
0.7T). In the figure, 0.8T (2400 ps) itself is below the limit of
the optimal test clock period set values. Hence, the test clock
period (0.7T) becomes redundant in theWeSPer optimization
phase. Here, the utilization of the test clock periods also
decreases (i.e. out of 4 different test clock periods only 3 will
be seen in the final test option). The other value will be
checked for generating the best test option, but it becomes
redundant. The proposed test clock selection method chooses
4 different test clock periods for the s5378 circuit. The black
dotted vertical lines show the ranges chosen. The range from
2930 ps to 3000 ps is not taken into consideration, as the
system clock period of 3000 ps must be included as one of the
test clock periods. There are 4 more ranges but only 3 clocks
are required. The horizontal dotted lines show the number
of faults that exist in the particular range. As the test clock
period value decreases the number of faults also decreases.
The group in the range from 2530 ps to 2630 ps has minimal
faults in it and hence it is ignored. In the proposed method,
the selected test clock period interval varies from 4 to 10%
from the nominal test clock period, whereas in the predefined
method, the interval varies from 10 to 30%. In the ISCAS
benchmark circuit s5378, one at-speed clock and three other
values (red star) are chosen. These values are given as inputs
to the WeSPer-based test option generation phase, which is
discussed in the next section.

The maximum pattern delay observed is 1003 ps. If this
value or its multiples are considered for the test clock periods,
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the optimizer algorithm will keep these redundant. This is
because it is already observed that the 0.7T (2100ps) test
clock period itself is redundant as the algorithm doesn’t
allow overtesting. Hence, the direct pattern delay values
as considered in work [22] cannot be used in this work.
Therefore the proposed method, which incorporates the
SEDD size for test clock set generation, is found to be reliable
for all designs constrained in different ways to perform FAST
without overtesting.

Algorithm 2 Selecting Optimal Test Clock Period
min_val ← min(ma),max_val ← max(ma)
range← ∅,Optimal_test_clock ← ∅
range← range ∪ min_val
δ← 0
value← min_val
repeat

δ← δ + 0.1
value← value+ δ

range← range ∪ value
until value <= max_value
for i = 1 to length(range) do
Fi← ∅
for each mai ∈ ma do
if (mai >= rangei ∈ range) and (mai < rangei+1 ∈
range) then
F ← F ∪ mai

end if
end for
Average← ∅
for each fi ∈ F do
data← fi
sum← 0, count ← 0
for each fi ∈ F do
diff ← max(data, fi)− min(data, fi)
sum← sum+ diff
count ← count+1

end for
average← sum/count
Average← Average ∪ average

end for
minimum_option_value← min(Average)
Optimal_test_clock ← Optimal_test_clock∪ (data
when average = minimum_option_value)

end for
if length(Optimal_test_clock) >= userdefined then

select the test clock values for which the number of data
points between a particular range is higher

end if

VI. WESPER-BASED OPTIMAL TEST OPTION
GENERATION
The algorithm in [23] is used to generate the optimal test
options. The optimal test option for a particular fault includes

FIGURE 7. Example of fault grouping.

the information on the test pattern, test clock, endpoint, and
masking vector. The selection of the best combination of
test options to detect the particular fault is the target of
the algorithm. When the test clock period is less than the
at-speed system clock period, there may be paths with delays
exceeding the test clock period. The endpoints corresponding
to these negative slack paths should be masked and the
masking vector is generated for the pattern. The target of this
work is to test only the small delay defects that fail the chip
during at-speed operation. Hence, overtesting information is
not taken into consideration.

VII. FAULT GROUPING
The number of test options generated is proportional to the
number of faults. The fault grouping is required to group all
the faults that can be tested under similar conditions. The test
options that have similar information i.e. pattern, test clock,
and endpoint vector are grouped together into one set. The
single set (group) is equivalent to the application of a single
pattern of traditional TDF tests. In this work, only a single
test option is generated for each fault rather than many test
options. As the proposed method focuses on optimal clock
period selection, validation with respect to one test option
is explored. The number of pattern sets (groups) is the total
number of patterns to be applied. Grouping is performed for
the test option that has the same pattern and test clock. Fig. 7
represents an example (for understanding) of how the pattern
set (group) looks like. The test options are represented with
pattern number (Pattern), test clock period (TC), endpoint
(EP), and Maskingvector (MV). There are three different
groups for pattern number 1 and test clock 2 (TC2). Now, one
more test option has to be grouped into the available groups.
The new test option should be checked for compatibility with
other groups. The compatibility will be checked with respect
to the endpoint and masking vector. The epi ∈ EP should not
belong to mv(i,j) ∈MV. In the example given, the observation
endpoint is 2 and the masking vector contains endpoints 8
and 9. In group 1, endpoints 8, and 9 are the observation
points and hence cannot be grouped. In group 3, endpoint 9 is
the observation point and cannot be grouped. But, group 2 is
a compatible group as endpoint 2 is not in masking vectors
and 8, and 9 are not in the observation endpoint. In a similar
way fault grouping is performed. If no group is compatible
then a new group is formed.
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TABLE 1. Benchmark characteristics.

TABLE 2. Transition delay fault (LOC) based ATPG characteristics.

VIII. RESULTS AND DISCUSSION
The proposed method is applied to the ISCAS89 and ITC99
benchmark circuits. The circuits are synthesized using TSMC
65 nm standard cell library using a commercial tool [30].
Table 1 summarizes the benchmark characteristics. The
circuit name, number of fault sites, and the number of flip-
flops are specified in columns 1, 2, and 3, respectively.
Table 2 summarizes the Launch-off-capture (LOC) [5]
TDF ATPG characteristics for the benchmark circuits. The
number of patterns, the fault coverage (FC)%, and the
delay test coverage (DTC)% are given in columns 2, 3, and
4 respectively.

Fig. 8 depicts the relative percentage increase of DTC
and pattern count of timing-aware ATPG with respect to
traditional TDF ATPG. Here, a maximum of 61.5% increase
in pattern count for a 0.68% increase in DTC is observed.
A maximum of 3.02% increase in DTC is observed for a
23.8% increase in pattern count. However, the same trend
is not observed for all benchmark circuits. There is still
not even a 1% increase in DTC for most of the benchmark
circuits.

Table 3 shows the WeSPer% for at-speed (column 2),
predefined FAST chosen at different intervals say 15%, 10%,
9%, 8%, and 7% (column 3-7), and the proposed FAST
(column 8) for N = 4. The work in [23] used a 10%
margin for choosing the test clock period. The results in the
table show that the change in the choice of predefined test
clock period intervals impacts the WeSPer%. However, the
variation observed is veryminimal in many cases with respect

FIGURE 8. Relative percentage increase of DTC% and pattern count of
timing aware patterns with respect to traditional TDF patterns.

to the different intervals of the test clock periods. These
results proclaim that the optimal selection of the best test
clock period is imperative to extract the maximum advantage
of the test optimization phase and it should be independent
of the design constraints and slack of the paths. It is observed
that there is an average relative increase of 1.267% and 1.74%
for a predefined FAST with respect to at-speed-based test
option generation for 10% and 7% intervals, respectively.
However, the proposed method shows an average relative
increase of 3.213% with respect to at-speed-based test option
generation. Hence it can be inferred that the selected clock
periods are optimal within the constraint N.

Table 4 shows the WeSPer% for various N values of
predefined FAST (column 2-5) with 10% intervals, proposed
FAST (column 6-9), and No. of clock inputs that are selected
by the proposed algorithm (columns 10-13). It can be clearly
observed that for the predefined FAST, there is no change in
the WeSPer% with respect to N. This is because the interval
of 10% generates test clock periods that are beyond the limit
of the range particular to each circuit. But, for the proposed
method the WeSPer% varies with N. Still, the observation
infers that beyond N = 4 only b11, s1494, s5378, and s9234
show an increase in quality. However, the variation is very
minimal i.e. a maximum of 0.4% is observed for the b11
circuit and an average relative percentage increase of 0.07%
is observed. This is because of the data set grouping of the
proposed method i.e. δ value. Beyond 4 data set groups, it is
observed that only a few or no data are available, hence it has a
minimum contribution on the quality maximization. Also, the
delay distribution of this particular technology contributes to
this data grouping. The algorithm is also flexible to choose
different data groups based on the technology used. The
No. of clock periods selected infers that within the given
constraint, the algorithm has the flexibility to select the
minimal number of clock periods to achieve the maximum
increase in WeSPer%. For example in the case of the b13
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TABLE 3. Comparison of WeSPer% for different intervals of predefined test clock periods and the proposed FAST.

TABLE 4. Comparison of WeSPer% for predefined (10% interval) and the proposed FAST for various N.

TABLE 5. Pattern group counts for predefined and proposed FAST
methods.

circuit, with 2 test clock periods, the proposed method can
observe a 99.305 WeSPer% irrespective of the constraint N.
But, in the case of predefined FAST, only a fixed number (N)
of test clocks are given as input for test optimization.

Table 5 represents the pattern group count generated by
the method specified in section VII for predefined FAST and
proposed FAST for various N values. The predefined FAST
WeSPer% does not change with N and hence the pattern
count. For the proposed FAST the change in N impact the
pattern count values. By comparing table 4 and 5, it can be
observed that beyond N = 4 for a small increase in quality,
there is a high increase in pattern. Also for N= 3 itself, there
is a noticeable average relative increase of 2.76 in WeSPer%

w.r.t to at-speed test. When N = 4 there is only a 0.5 percent
average relative increase in WeSPer% with the expense of
6.57% increase in pattern count. Beyond that i.e. for N > 4,
there is a 13.36% increase in pattern count to have a relative
WeSPer% increase of 0.01 with respect to N = 3. Hence,
further analysis is performed with respect to N = 4 in order
to compare with [23].

Fig. 9 shows the utilization % of the test clock period
for predefined FAST and the proposed FAST methods.
In the former method, the utilization percentage is less than
the proposed method. The comparison is made for N =
4 (including at-speed clock) i.e. the number of test clock
periods given as input to the WeSPer optimization algorithm.
The number of test clock periods used by the optimization
algorithm out of the total inputs given defines the utilization
%. For predefined FAST, four test clock periods (T, 0.9T,
0.8T, 0.7T) are given as input and the utilization percentage
is calculated accordingly. But, in the case of the proposed
method, the number of clock periods is ≤N, and calculations
are done accordingly. For the proposed method 100%
utilization is observed. The same trend is also observed for
varying N values.

Table 5 shows that the pattern group count of the
predefined method is less than the proposed one. This is
because the proposed method uses better test clock periods,
hence the different masking vectors generated will also
increase. However, the direct comparison of the two methods
is not a better way, as the utilization percentage is different
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TABLE 6. Overall test quality metric for all faults for N=4.

FIGURE 9. Utilization percentage comparison of predefined vs. proposed
FAST method.

for both cases. In order to compare the pattern group, the
predefined FAST method is normalized with respect to
100 percent utilization as shown in Fig. 10 for N = 4. The
pattern group count is higher in the proposedmethod for three
benchmark circuits s1494, s5378, and s9234. This is expected
because, as the number of faults increases, the different
combinations of masking vectors will be more, which in turn
increases the group count. This pattern count can further be
reduced by generating various test options for single faults
as proposed in [23]. Still, the pattern count is less than three
times the application of the TDF pattern set.

Fig. 11 shows the comparison of the relative increase
in WeSPer% of timing aware (at-speed), predefined FAST,
and proposed FAST-based optimal test option generation
with respect to the at-speed test. It can be inferred that the
proposed method has shown a higher relative percentage
increase compared to other methods. A maximum of 6.335%
increase is observed for the benchmark circuit s9234 and a
minimum of 1.15% is observed for the b13 circuit. In the case
of a predefined FAST-based WeSPer percentage, a maximum
of 3.95% is observed for the benchmark circuit s9234 and
a minimum of 0.004% for the b09 circuit. The proposed
FAST has an average relative increase of 1.84% in WeSPer
compared to the predefined FAST. In the case of three circuits

FIGURE 10. Comparison of normalized group count for the predefined
and proposed method of FAST clock selection.

FIGURE 11. Relative percentage increase of timing-aware (at-speed),
predefined and proposed FAST with respect to at-speed WeSPer%.

say b09, b13, s444 the relative increase in timing aware
(at-speed) WeSPer% is higher than the predefined FAST
method. The use of FAST is to detect the small delay defects
that escape the timing-aware TDF tests. When a predefined
multiple of test clock periods (with a 10 percent interval) is
used for FAST, the actual use of the method is not harnessed
properly. It is also important to avoid overtesting and false
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rejection. The proposed method selects the best test clock
periods and increases the SDD detection without overtesting
the circuit.

Table 6 summarizes the overall test quality metric percent-
age for the total number of faults. The DTC%, WeSPer% for
at-speed, predefined FAST, and proposed FAST are shown
in columns 2,3,4, and 6, respectively for N=4. The relative
percentage increase of WeSPer for predefined FAST (10%
interval) and proposed FASTwith respect to at-speedWeSPer
is depicted in columns 5 and 7, respectively. From the
reported values it is inferred that there is an average relative
increase of 0.967% for the predefined method and 2.32%
increase for the proposed method. When compared to the
predefined method, the proposed method has an average
relative increase of 1.339% in WeSPer.

IX. CONCLUSION AND FUTURE DIRECTION
The proposed method has increased the WeSPer to a
maximum of 6.335% and an average relative increase of
3.213% with respect to at-speed. As compared to the
predefined FAST it has an overall average relative increase of
1.339%.With the increase inWeSPer%, it can be inferred that
the algorithm selects the optimal test clock data as compared
to the predefined method within the constraint N. The data
set grouping has also contributed to an increase in WeSPer%
with a minimal number of test clock periods i.e. lesser
than N for certain benchmark circuits. Also, the proposed
method has 100 percent utilization in terms of test clock
period inputs. Moreover, it has also reduced the arbitrary
nature of most of the previous existing works. The results
have also proved that the algorithm is sensitive to varying
N values. As the delay distribution of different technologies
varies, the sensitivity of N contributes to selecting optimal test
clock periods irrespective of how the design is constrained
by altering the data set grouping. The proposed method
has conferred to relative increase of 2.476% in WeSPer as
compared to timing-aware ATPG. Nevertheless, the increase
in pattern count caused by the masking vector is a factor
that must be addressed. The increase in pattern count is
proportional to N. Despite the fact that the earlier work
has addressed this problem, selecting the optimal pattern
set, i.e. a combination of traditional TDF patterns with top-
off patterns such as timing-aware, path delay fault, and
N-detect ATPG-based patterns, can be advantageous. These
patterns when combined with the FAST can help to reduce
the pattern count. This can be a future research perspective
to further optimize the test options generation and detection
of SDD.
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