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ABSTRACT For the problem of difficult tracking of small leaks in buried gas pipelines, a video detection
of small leaks in buried gas pipelines method is proposed for the detection robot inside buried gas pipelines.
Firstly, collecting images and videos of leaks inside buried gas pipelines to establish a dataset. Secondly, build
a video detection model for small leaks in buried gas pipelines, introduce a bidirectional feature pyramid
network into YOLOv5s (You Only Look Once), and build a feature fusion network to enhance the model’s
ability to fuse small leaks. Thirdly, building a small target detection layer and a small target detection head in
the YOLOv5s classification prediction network enhances themodel’s ability to fuse small leaks. Fourthly, the
video detection model for small leaks in buried gas pipelines is trained using the dataset. Lastly, the model’s
video detection effect of small leaks is verified through leak detection experiments in various situations. The
experimental results show that the precision rate of this method is 94.1%, the recall is 94.8%, and the average
precision is 94.5%, which has a good detection effect and strong generalization ability.

INDEX TERMS Video detection method, small leaks, buried gas pipelines.

I. INTRODUCTION
Gas pipeline is widely used in gas transportation because
of its advantages of continuous transmission, large trans-
mission capacity, convenience, high efficiency, and so on,
which brings a lot of convenience and economic benefits for
daily life and industrial production [1]. Gas pipeline volume
is large, wide area, to reduce the area, the vast majority of
gas pipelines are buried in the ground, with the burial time
getting longer and longer, the gas pipeline will inevitably
appear problems [2]. Holes, cracks, etc. will lead to pipeline
leakage, gas pipeline leakage will not only cause energy
waste, economic loss, and serious explosion, threatening the
safety of people’s lives and property, so regular overhaul of
the gas pipeline is necessary [3], [4].

The current gas pipeline detection methods include acous-
tic emission signal detection [5], negative pressure wave
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detection [6], wavelet detection [7], image recognition meth-
ods [8], and other methods. However, the acoustic emission
signal detection method, negative pressure wave detection
method, and wavelet detection method can only detect large
leaks, and can’t detect the leakage of early holes, cracks, and
other early small leakage characteristics, the picture recogni-
tion method can identify small leaks, but the method can only
leakage identification of a single image, can’t be continuous
tracking of the leakage, easy to have been detected leakage is
mistaken for a new leakage problem, for the subsequent It is
easy to mistake the detected leaks for new leaks, which brings
uncertainties for the subsequent troubleshooting.

To solve the above problems, this paper proposes a video
detection method for small leaks in buried gas pipelines and
builds a video detection model for small leaks in buried
gas pipelines. Taking the pipeline inspection robot as the
shooting carrier, collecting images and videos of buried
gas pipeline leakage expanding the images, establishing the
dataset, and making the corresponding labels. Improving the
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feature fusion network (Neck) structure of the YOLOv5s
algorithm [9], and introducing the bidirectional feature pyra-
mid network (BiFPN) [10] into the Neck of the model,
to enhance the fusion ability of the model’s tiny leakage fea-
ture information, and improve the model’s leakage detection
precision in the YOLOv5s algorithm. Construct a small target
detection layer in the classification prediction network (Head)
of the YOLOv5s algorithm [11], build a tiny target detection
head, enhance the tiny leakage detection ability of the model,
and improve the tiny leakage recall of the model. Feed the
dataset into the constructed model to train the network and
learn the parameters of the model and feed the captured video
into the completed trained model, verify the video detection
effect of the model, and complete the video detection of small
leaks in buried gas pipelines. The video detection method
of small leaks in buried gas pipelines proposed in this paper
can solve the pain point that image recognition methods can’t
realize tracking, frame the location of small leaks in the video,
and continuously track the small leaks.

II. CONSTRUCTION OF VIDEO DETECTION MODEL FOR
SMALL LEAKS IN BURIED GAS PIPELINES
A. YOLOV5S ALGORITHM STRUCTURE
YOLOv5s algorithm consists of three networks: feature
extraction network (Backbone), feature fusion network, and
classification prediction network [12], [13], [14]. Among
them, Backbone extracts tiny leakage features from the video
in the input model to form a feature map. The feature map
output from Backbone is sent to the Neck layer for feature
fusion, which fuses the tiny leakage feature information at
different scales. The fused feature map output from the Neck
layer is sent to the Head to predict the tiny leakage in the
video, to frame, give confidence level, and continuously track
the tiny leaks to realize the video detection of tiny leaks. The
structure of the YOLOv5s algorithm is shown in Fig. 1.

FIGURE 1. YOLOv5s algorithm structure.

B. CONSTRUCTION OF A FEATURE FUSION NETWORK
To improve the tiny leakage feature fusion capability of
the model, this paper introduces the BiFPN structure into
the Neck layer in the YOLOv5s algorithm, instead of the
feature pyramid network (FPN) [15] + Path Aggregation

Network (PAN) [16] structure in the original structure, and
the FPN+PAN structure is shown in Fig. 2.

FIGURE 2. FPN+PAN structure.

The FPN+PAN structure uses a combination of
up-sampling and down-sampling to realize the fusion of adja-
cent scale feature information, while the BiFPN structure uses
a cross-scale connecting line to realize the fusion of adjacent
scale and cross-scale tiny leakage feature information, which
enhances the tiny leakage feature fusion capability of the
model and can improve the precision of the model’s tiny
leakage detection. The BiFPN structure is shown in Fig. 3.

FIGURE 3. BiFPN structure.

Firstly, Backbone outputs different scales of tiny leakage
feature maps into the BiFPN structure. Secondly, the BiFPN
structure realizes the fusion of the first tiny leakage feature
information through a transverse connection with a down-
sampling operation. Thirdly, BiFPN jumps the connection
through the cross-scale connecting line, realizing the fusion
of the second tiny leakage feature information with the down-
sampling layer and the up-sampling layer of the same scale.
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Lastly, it outputs the fusion feature maps of the tiny leakage
of the combination of the neighboring scales with the cross-
scales to realize the fusion of the information of the tiny
leakage features of the different scales.

C. CONSTRUCTION OF A CLASSIFICATION
PREDICTION NETWORK
Since the leaks in buried gas pipelines in this paper are of
different sizes, the smallest leak size reaches a hole-like tiny
leak with a diameter of 1mm, and YOLOv5s is not ideal
for the detection of such tiny targets, therefore, this paper
constructs a small target detection layer in the Head layer of
YOLOv5s for the detection of tiny leaks with smaller sizes.
The small leakage detection head Head 1 (160×160) is newly
constructed, where 160 × 160 is the feature map size, the
larger the size the less feature information is contained in the
feature map, so it is used for the detection of small targets,
and Head 1 together with the other three detection heads in
the Head layer, Head 2 (80×80), Head 3 (40×40), andHead 4
(20 × 20), form a new Head layer. Among them, Head 1
detects small leaks, Head 2 detects small leaks, Head 3 detects
medium leaks, and Head 4 detects large leaks. The structure
of the newly constructed Head layer is shown in Fig. 4.

FIGURE 4. Built head layer.

The four tiny leakage feature maps P4, P5, P6, and P7
output after Neck layer feature fusion are input into four
different sizes of detection heads, such as Head 1, Head 2,
Head 3, and Head 4, respectively, for tiny leakage, small
leakage, medium leakage, and large leakage, and then the
location of the tiny leakage is boxed out in the video to show
the confidence that it belongs to the leakage, and the tiny
leakage is continuously tracked.

D. OVERALL CONSTRUCTION OF THE MODEL
In this paper, the original structure of the YOLOv5s
algorithm, the CSPDarknet network, is used in Backbone to
extract features from the video input to the model. BiFPN
structure is used in the Neck layer instead of the FPN+PAN

structure of the YOLOv5s algorithm to realize cross-scale
jump fusion of tiny leakage feature information and enhance
the leakage detection capability of the model. Instead of
the YOLOv5s algorithm, the FPN+PAN structure is used
to realize cross-scale jump fusion of small leakage feature
information, which enhances the leakage detection capability
of the model. A small target detection layer is constructed in
Head layer, and a new small leakage detection head Head 1 is
built to detect small leakage, which enhances the small leak-
age detection capability of the model and improves small
leakage recall. The structure of the buried gas pipeline small
leak video detection model constructed in this paper is shown
in Figure 5.

FIGURE 5. Model structure of video detection of small leaks in buried gas
pipelines.

III. ESTABLISHMENT OF DATASET
A. DATASET COLLECTION PROGRAM
In this paper, the experiments used in the pipeline specifica-
tions for the outer diameter of 100mm DN100 pipe, the inner
diameter of 95mm, the pipe material for the polyethylene
(PE), the size of the smallest micro-leakage for the hole-like
structure, the leakage size up to the diameter of 1mm. DN100
buried gas pipeline as shown in Fig. 6, which Fig. 6 (a) for the
external image of the pipeline, Fig. 6 (b) for the internal image
of the pipeline.

This paper proposes a buried gas pipeline small leak video
detection method for pipeline detection, detection carrier for
buried gas pipeline detection robot, image acquisition based
on buried gas pipeline detection robot head camera, buried
gas pipeline detection robot shown in Figure 7, the camera,
model DVR DVR-304H, has a resolution of 7 megapixels,
a CMOS sensor, a 4x optical zoom, a lens diameter of 6mm,
and an image sensor size of 1/4. The buried gas pipeline
inspection robot for the snake structure, through the body of
1.7m, composed of multiple sections of the function of the
warehouse, contains positioning modules, corrosion detec-
tion modules, and power supply compartments, every two
sections are connected by the chain, can be bent to a certain
angle, used to turn in the buried gas pipeline, through the
elbow, tee and other pipeline conditions. Buried gas pipeline
inspection robot body around the pulley structure, the pulley
structure has elasticity, used to support itself in the pipeline
to fit the inner wall of the pipeline, to reduce its own rolling
movement, easy to pass through the two sections of the
pipeline connected to the pipeline joints.
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FIGURE 6. DN100 buried gas pipe.

FIGURE 7. Robot for inspection in buried gas pipelines.

The head and tail of the buried gas pipeline internal inspec-
tion robot are each equipped with a camera for collecting
images and video datasets, and the camera of the buried gas
pipeline internal inspection robot is shown in Figure 8.
Since the buried gas pipeline is buried deep in the ground,

and the in-pipe inspection robot can’t hold too many devices
due to its small size, the method proposed in this paper
is based on the video captured and saved by the in-pipe
inspection robot for detection. The head camera of the in-pipe
inspection robot shoots images of the internal pathway of the

FIGURE 8. Robotic camera for inspection inside buried gas pipes.

pipeline while it is working, which is used to collect datasets
and save them to the data logger, and then after the work of
the in-pipe inspection robot is finished, the video detection
method proposed in this paper is used to detect the small
leaks in the video, and to investigate the characteristics of the
early leaks in the inner wall of the pipeline. The schematic
diagram of the buried gas pipeline inspection robot working
in the pipeline is shown in Figure 9.

FIGURE 9. Schematic diagram of the work of inspection robot in buried
gas pipeline.

B. DATASET EXPANSION
The problem of a small number of datasets is common in deep
learning-based machine vision due to environmental condi-
tions and other reasons. When the model is trained using a
small number of datasets, the model suffers from overfitting,
which results in the model detecting only the leaks in the
dataset, and the detection of the same leaks in different scenes
is very poor, so the expansion of the dataset is necessary to
improve the model’s generalization ability.

Augmentation of the dataset can achieve the expansion
of the number of datasets, such as brightness transforma-
tion, contrast transformation, color transformation, sharp-
ness, and other transformations, as well as rotation, shear,
flip, and other image transformations [13], [14]. Based
on a total of 198 datasets collected by the buried gas
pipeline inspection robot, these datasets are screened, and
the remaining datasets are 171 datasets after the removal
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FIGURE 10. Comparison of DN100 buried gas pipeline dataset before and after expansion.

of poor-quality datasets, these 171 datasets are expanded
using the above dataset expansion methods and combi-
nations of methods, and the total number of datasets is

3,000 datasets after expansion. The comparison of datasets
before and after the expansion of the dataset of the
DN100 buried gas pipeline is shown in Figure 10, where
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FIGURE 10. (Continued.) Comparison of DN100 buried gas pipeline dataset before and after expansion.

Figure 10 (a), (b), (c), (d), (e), (f), (g), (h), (i) are the origi-
nal image, brightness transformation, contrast transforma-
tion, color transformation, sharpness transformation, rotation
transformation, shear transformation, flip transformation, and
the combination of the above transformations transformed
datasets.

C. CREATION OF DATASET
The expanded dataset is normalized to 640×640 size, and the
1500 datasets are annotated using the annotation tool to pro-
duce labels. On each dataset in turn, use a rectangular box to
select the location of small leaks in the dataset, and name the
small leaks selected by the box, because this paper only has a

class of small leaks as a target, the naming is only small leaks
a kind of. The above operations are performed sequentially on
each dataset to complete the production of the corresponding
label for each dataset, and the establishment of the dataset is
completed, which is used for parameter learning and network
training of the model. The dataset labeling results are shown
in Fig. 11.

IV. RESULTS
A. EXPERIMENTAL CONDITION
1) EXPERIMENTAL ENVIRONMENT
The equipment used for the experiments in this paper is a PC
with Windows 10 operating system, the central processing
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FIGURE 11. Dataset annotation results.

TABLE 1. Experimental environment.

unit (CPU) is Inter Core i5-13600, the image processor (GPU)
is NVIDIA RTX 3060, the RAM is 16G, the video memory is
8G, the programming software used is Pycharm2022.2.3, the
deep learning framework is Pytorch1.13.0, and the program-
ming language is Python3.8. The experimental environment
is shown in Table 1.

2) MODEL TRAINING PARAMETERS
YOLOv5s algorithm parameters initial weights using random
initial weights, training rounds 300 times, using warm-up
trainingmode, that is, in the initial rounds using a lower learn-
ing rate, to avoid large changes in the network parameters lead
to model instability, the size of the image on the input side of
the size of the image is 640 × 640 × 3, the training batch
is 16, and the number of threads is set to 8 threads working
mode. That is, 16 images are fed into the model as a batch
for training, the optimizer selects stochastic gradient descent
(SGD), and the number of threads is set to 8 threads working
mode. The network parameters are set as shown in Table 2.

3) EVALUATION INDICATORS
Since the detection target in this paper is only one category
of tiny leakage, the mean average precision (mAP), which

TABLE 2. Training parameter.

measures the comprehensive evaluation index of multi-
category targets, is equal to the average precision (AP), which
measures the comprehensive evaluation index of single-
category targets, so in this paper, we choose the average
precision, precision(P), and recall(R), i.e., the recall, as the
measures of tiny leakage video detection capability of this
experimental model [17]. The mathematical formulas of P,
R, and AP are shown in equation (1), equation (2), and
equation (3), respectively. leakage video detection capability.
The mathematical formulas of P, R, and AP are shown in
Eq. (1), Eq. (2), and Eq. (3), respectively.

P =
TP

TP+ FP
(1)

R =
TP

TP+ FN
(2)

AP =

∫ 1

0
P(r)dr (3)

where TP is the number of correctly identified tiny leaks,
FP is the number of false detections of tiny leaks, FN is the
number of missed detections of tiny leaks, r is an integral
variable, which is the integral of the product of precision and
recall, and P(r) denotes the P-R curve.

B. COMPARATIVE EXPERIMENT AND ANALYSIS
To compare the YOLOv5s algorithm with the buried gas
pipeline small leak video detection method proposed in this
paper, this experiment sends the buried gas pipeline small
leak video collected by the detection robot in the buried gas
pipeline into the two models and tests the small leak video
detection effect of the two models. For the same frame in the
video image YOLOv5s model and the proposed buried gas
pipeline small leak video detection model detection results
are shown in Figure 12.
In Fig. 12, Figs. 12(a) and 12(b) are the video detec-

tion results of the YOLOv5s model and the proposed
buried gas pipeline tiny leakage video detection model
for the same frame of image 1 in the video, respectively.
Figs. 12(c) and 12(d) are the video detection results of the
YOLOv5s model and the proposed buried gas pipeline tiny
leakage video detection model for the same frame of Image 2
for video detection results. Among them, the leak in Image 1
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FIGURE 12. YOLOv5s and the results of the method in this paper.

and Image 2 is the same leak, and the two images are inter-
cepted according to the chronological order of the video
detection process, with a time difference of 2s.

In Image 2, there is a total of one tiny leak, located on the
right inner wall of the pipe in the image, and in Image 1,

there is a total of one tiny leak, located on the right inner
wall of the pipe in the image, and it can be observed from
Fig. 12(a) that the YOLOv5s model can detect the point
belonging to the tiny leak, but the confidence level of the
point is only 30%.while in Fig. 12(b), it can be seen that
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FIGURE 13. Tracking detection image.

the model proposed in this paper is also can detect the tiny
leakage, but the confidence level of detecting the point is as
high as 90%, which is 60 percentage points higher than that
of the YOLOv5s model. From Fig. 12(c), it can be observed
that the YOLOv5s model doesn’t detect the tiny leakage and
misses the detection, while in Fig. 12(d), it can be seen that the
proposed model can detect the tiny leakage with a confidence
level of 91%.

FIGURE 13. (Continued.) Tracking detection image.

From the video detection results of the above two models,
it can be seen that when the YOLOv5s model can detect small
leaks, this paper is also able to detect small leaks, and the
confidence level is higher than that of the YOLOv5s model.
When leakage detection occurs in the YOLOv5s model, the
model in this paper can detect small leaks. Thus, it can be seen
that the video detection method for tiny leaks in buried gas
pipelines proposed in this paper is better than the YOLOv5s
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FIGURE 13. (Continued.) Tracking detection image.

model, and has a strong video detection capability for tiny
leaks.

To verify the tiny leak tracking capability of the present
model, the consecutive frames of the present method for tiny
leak video detection are intercepted to prove that the present
method can track the tiny leaks in the video continuously. The
tracking detection graph is shown in Fig. 13.

FIGURE 13. (Continued.) Tracking detection image.

To compare the video detection of tiny leaks in buried gas
pipelines proposed in this paper with the tiny leak detec-
tion capability of mainstream target detection algorithms,
a total of five sets of experiments were set up for the one-
stage target detection algorithm SSD [18], YOLOv3 [19],
YOLOv5s, CenterNet, YOLOv7, and the two-stage target
detection algorithm Faster CNN [20] and other models for
the tiny leak detection of buried gas pipelines, comparing the
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evaluation indexes of each algorithm to evaluate the video
detection effect of each model. leakage for video detection,
compare the evaluation index of each algorithm to evaluate
the video detection effect of each model. The results of the
comparison experiments are shown in Table 3.

TABLE 3. Comparison of experimental results.

As can be seen from Table 3, the YOLOv3 algorithm
has the lowest evaluation index of detection results among
all algorithms, with 86.1%, 84.0%, and 85.1% precision,
recall, and AP, respectively. The same one-stage target detec-
tion algorithm SSD is 1.2 percentage points, 0.6 percentage
points, and 0.8 percentage points higher than YOLOv3 in
terms of precision, recall, andAP, respectively, andYOLOv5s
algorithm precision, detection rate, and average precision are
1.1 percentage points, 2.2 percentage points, and 1.6 percent-
age points higher than those of SSD, reaching 88.4%, 86.8%,
and 87.5%, respectively, and CenterNet’s precision, detec-
tion rate, and average precision are 1.1 percentage points,
1.3 percentage points, and 1.3 percentage points higher than
YOLOv5’s, respectively. 89.5%, 88.1%, and 88.8%, respec-
tively. The two-stage target detection algorithmFaster CNN is
higher than all single-stage target detection algorithms except
YOLOv7, with the accuracy, detection rate, and average
precision reaching 90.5%, 91.8%, and 91.1%, respectively.
YOLOv7, as the latest algorithm in the field of target detec-
tion, is higher than all the above algorithms in the evaluation
indexes of precision rate, detection rate, and average preci-
sion, reaching 92.0%, 92.9%, and 92.5%, respectively. The
three evaluation indexes of this paper’s algorithm are the
highest among all algorithms, which verifies that this paper’s
algorithm is better than the mainstream algorithms for target
detection and has high evaluation indexes.

C. ABLATION EXPERIMENTS AND ANALYSIS
To verify that the detection effect of the proposed video detec-
tion method for tiny leaks in buried gas pipelines is improved
due to the improvements made in this paper, i.e., the introduc-
tion of the BiFPN structure in the Neck layer of YOLOv5s
and the construction of a small target detection layer in
the Head layer, this paper sets up ablation experiments for
YOLOv5s, YOLOv5s with the introduction of the BiFPN
structure, YOLOv5s (YOLOv5s + BiFPN), YOLOv5s for
constructing small target detection layer (YOLOv5s+Small
Target Detection Layer), and the video detection method
for tiny leakage of the buried gas pipeline proposed in this

paper (the method in this paper). The results of the ablation
experiment evaluation indexes are shown in Table 4.

TABLE 4. Results of ablation experiments.

As can be seen from Table 4, the YOLOv5s model with
the introduction of BiFPN structure is 2.7 percentage points
higher than the original YOLOv5s model in three evalua-
tion indexes such as precision, recall and average precision,
2.7 percentage points higher, 2.5 percentage points higher and
2.6 percentage points higher, respectively. After constructing
the small target detection layer, the YOLOv5s network model
is 2.4 percentage points higher, 5.6 percentage points higher,
and 4.2 percentage points higher in three evaluation indexes
compared to the YOLOv5smodel; precision is 0.3 percentage
points lower than the YOLO+ BiFPN model but higher than
the YOLO5s model. Indicators are 2.4 percentage points,
5.6 percentage points, and 4.2 percentage points higher,
respectively, and the precision is 0.3 percentage points lower
than that of the YOLO+ BiFPN model, but the recall is
3.1 percentage points higher, and the average precision is
1.6 percentage points higher, which is because the BiFPN
structure enhances the feature fusion capability of the model,
which can increase the model’s detection precision, and the
small target detection layer is capable of detect small leaks
and improve the recall of small targets. The method in this
paper combines BiFPN structure and a small target detection
layer at the same time, and the three evaluation indexes are the
highest among all the models, reaching 94.1%, 94.8%, and
94.5%, respectively, which proves that the detection effect of
the proposed method for detecting small leaks in buried gas
pipelines is improved due to the improvements made in this
paper.

D. MULTICASE LEAKAGE EXPERIMENTS AND ANALYSIS
In this paper, for the video detection of leaks, we also con-
ducted experiments on different shapes of leaks, different
sizes of leaks, and different pipeline paths of leaks, to verify
the generalization ability of the video detection method for
small leaks in buried gas pipelines proposed in this paper. The
results of themulti-case leak detection experiments are shown
in Figure 14.
Fig. 14, Fig. 14(a), and Fig. 14(b) show the detection

results of the YOLOv5s model and the proposed buried gas
pipeline tiny leak video detection model for the same frame
image of the video, respectively. It can be observed in the
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FIGURE 14. Multi-case leak detection results.

image that there are three leaks in the figure, one is a hole-
like structure with tiny size, and the other two are irregularly
shaped leaks with larger size than the hole-like tiny leaks.

From Fig. 14(a), it can be seen that the YOLOv5s model can
detect the holey tiny leaks with a confidence level of 81%,
and it can detect the irregularly shaped leaks above with a
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confidence level of 73%, but it doesn’t detect the irregularly
shaped leaks at the bottom of the image, and leakage occurs,
with a leakage rate of 33%. FromFig. 14(b), it can be seen that
the buried gas pipeline tiny leakage video detection model
proposed in this paper is also able to detect the hole-shaped
tiny leakage and the irregular shape leakage above with a
confidence level of 93%, which is 20% higher than that of
the YOLOv5s model, and in the case of the irregular shape
leakage below that isn’t detected by the YOLOv5s model,
the buried gas pipeline tiny leakage video detection model
proposed in this paper is still able to detect the leakage. When
the YOLOv5s model does not detect the irregularly shaped
leak below, the video detection model proposed in this paper
is still able to detect the leak with a confidence level of 95%.

Fig. 14, Fig. 14(c), and Fig. 14(d) show the detection
results of the YOLOv5s model and the proposed buried gas
pipeline tiny leakage video detection model for the same
frame image of the video, respectively. It can be observed
in the image that this image is located at the position of the
pipe tee, and there are four leaks in the image, two of which
are hole-like structures with tiny sizes, and the other two are
irregularly shaped leaks with larger sizes. From Fig. 14(c),
it can be seen that the YOLOv5s model can detect the pore-
like tiny leaks on the right side with a confidence level of
69% and can detect the irregularly shaped leaks on the top
side with a confidence level of 92%, but fails to detect the
irregularly shaped leaks on the bottom side of the image and
the tiny leaks on the left side of the pore-like structure, and
two misses have occurred, with a miss detection rate of 50%.
From Fig. 14(d), it can be seen that the video detection model
of the buried gas pipeline tiny leakage proposed in this paper
is also able to detect the hole-shaped tiny leakage on the right
the irregular shape leakage on the top, and the confidence
level is 77% and 93%, respectively, which is higher than that
of the YOLOv5s model by 8% and 1%, respectively, and
in the case of the YOLOv5s model, which does not detect
the hole-shaped structure tiny leakage on the left and the
irregular shape leakage on the bottom, it is not possible to
detect the hole-shaped structure leakage on the left. When
the YOLOv5s model does not detect the small leakage of
the hole-like structure on the left side and the irregular shape
leakage on the bottom side, the video detection model for the
small leakage of the buried gas pipeline proposed in this paper
is still able to detect the leakage there, and the confidence
level is as high as 87% and 96%, respectively.

Fig. 14, Fig. 14(e), and Fig. 14(f) show the detection results
of the YOLOv5s model and the proposed buried gas pipeline
tiny leakage video detection model for the same frame image
of the video, respectively. It can be observed in the image that
this image is located at the position of the pipe elbow, and
there are three leaks in the image, one of which is a hole-like
structure with a small size, and the other two are irregularly
shaped leaks with a large size. From Fig. 14(e), it can be seen
that the YOLOv5s model can detect the irregular shape leak
above with a confidence level of 40%, but it fails to detect
the tiny leak of the pore-like structure in the image with the

irregular shape leak below it, and two leaks occur, with a
leakage rate of 66.7%. From Figure 14(f), it can be seen that
the buried gas pipeline micro-leakage video detection model
proposed in this paper is also able to detect the irregularly
shaped leaks above, and the confidence level is 96%, which is
56 percentage points higher than that of the YOLOv5s model,
in the case that the YOLOv5s model does not detect the pore-
like structure of the micro-leakage and irregularly shaped
leaks below, the buried gas pipeline video detection model
proposed in this paper is still able to detect the irregularly
shaped leaks below. When the YOLOv5s model does not
detect the tiny leak of the hole structure and the irregularly
shaped leak below, the buried gas pipeline video detection
model proposed in this paper is still able to detect the two
leaks, and the confidence level is as high as 76% and 91%
respectively.

From the above experiments, it can be learned that the
method in this paper can detect leaks that are missed by the
YOLOv5s model, and the method in this paper is also able to
detect leaks that are detected by the YOLOv5s model, but the
difference is that the confidence level of the method in this
paper is higher than that of the YOLOv5s model. This paper
proves that the method can detect leaks of different shapes,
different sizes, and different pipeline paths, and has a strong
generalization ability to realize the video detection of small
leaks through leak detection experiments in many cases.

V. CONCLUSION
This paper proposes a video detection method for tiny leaks
in buried gas pipelines in response to the difficult problem
of tracking tiny leaks in buried gas pipelines. The method
is based on the pipeline leakage dataset collected by the
inspection robot in the buried gas pipeline, expanding the
dataset, making the label corresponding to the dataset, and
establishing the dataset. Introducing the BiFPN structure into
the Neck layer in place of the original structure, enhancing
the feature fusion ability of the model, and improving the
precision of the model’s leakage detection. Constructing the
small-target detection layer based on the original structure
of the Head layer, and adding a new small-target detection
Head, to enhance the model’s small leak detection ability.
Send the data set into the proposed buried gas pipeline small
leak video detection model, the model for parameter learning
and network training. The collected buried gas pipeline small
leak video into the trained model, the model’s small leak
video detection ability and small leak tracking ability to
validate. Set up comparative experiments to prove that this
paper’s algorithms are better than the mainstream algorithms
for target detection mainstream algorithms. Set up ablation
experiments to prove that the higher evaluation index of this
paper’s method is due to the improvement of the YOLOv5s
model. Set up a variety of leak detection experiments to
prove that this paper’s method can detect leaks of different
shapes, leaks of different sizes, and leaks of different pipeline
conditions, and it has a higher evaluation index and a bet-
ter generalization ability. In summary, the video detection
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method for small leaks in buried gas pipelines proposed in
this paper has a better video detection effect, tracking ability,
and generalization ability.
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